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PREFACE 

 

This is the Hundred first Issue of Current Awareness Bulletin started by Delhi 

Technological University, Central Library. The aim of the bulletin is to compile, preserve 

and disseminate information published by the faculty, students and alumni for mutual 

benefits. The bulletin also aims to propagate the intellectual contribution of Delhi 

Technological University (DTU) as a whole to the academia.  

 

The bulletin contains information resources available in the internet in the form of 

articles, reports, presentations published in international journals, websites, etc. by the 

faculty and students of DTU. The publications of faculty and student which are not covered 

in this bulletin may be because of the reason that the full text either was not accessible or 

could not be searched by the search engine used by the library for this purpose.  

 

The learned faculty and students are requested to provide their uncovered 

publications to the library either through email or in CD, etc. to make the bulletin more 

comprehensive. 

 

This issue contains the information published during May, 2021. The arrangement of 

the contents is alphabetical. The full text of the article which is either subscribed by the 

university or available in the web is provided in this bulletin. 
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Abstract
Accurate and optimal implementation of Demand Response (DR) programs essentially requires knowledge of occupants’
behavioral aspects regarding power usage. Maintaining consumers’ comfort has become an imperative component along with
cost reduction; there is utmost need to understand their power consumption trends completely. In this paper, a complete solution
regarding consumer behavior learning has been presented for designing efficient demand response algorithms. Firstly, appliance-
level power forecasting has been performed using deep learning ensemble model: CNN-LSTM and XG-boost; Secondly,
dynamic itemset counting (DIC), a variant of the Apriori algorithm, has been utilized to generate association rules which
determine appliance-appliance association and discovery. In this way, all the aspects of the dynamic and non-stationary nature
of appliances’ power time series have been addressed for DR implementation. Using two benchmark datasets, it has been
demonstrated that the proposed approach exhibits enhanced performance in comparison to other competitive models in terms
of RMSE and MAE.

Keywords Power forecasting . Deep learning . Ensemblemodel . Associationmining

1 Introduction

In the smart grid era, demand response (DR) programs are
considered an increasingly valuable resource option for the
energy demand imbalance problem, which is always a con-
cern for power grid operators [7]. Load shifting regulates load
flow and reduces energy cost by rescheduling consumers’
energy consumption patterns during peak hours in response
to dynamic prices or financial incentives. In this regard, appli-
ance level power forecasting can assist residential consumers
in responding effectively to DR programs. The accurate load
forecasts of individual consumers will determine flexibility in

demand and make them aware of their energy usage, allowing
them to manage their usage costs better. Moreover, it can help
utilities identify promising consumers for participation in DR
programs in the power shortage scenario.

Until now, power forecasting has been performed at the
house and submetering level. With the advent of IoT, fine-
grained load data for domestic appliances are readily avail-
able, allowing predictions at the appliance level. Appliance-
by-appliance consumption information will enable consumers
to improve their energy efficiency. It also provides home en-
ergy automation systems to either directly control appliances
or give the consumers recommendations about the period
resulting in lower energy costs for the usage of appliances
based on the learned user’s behavioral habits from historical
data. Hence, it determines appliances’ flexibility for partici-
pating in DR programs. It showed that appliance-level energy
usage information could help residents save up to 12% in
energy costs instead of receiving conventional monthly details
at the whole building level [6].

Brown et al. [1] incorporated individual energy profiles to
implement automated energy management based on con-
sumers’ occupancy and behavior. Since appliance-level ener-
gy requirements depend upon the number of residents, their
occupation, action, outside weather, location, etc., determin-
ing a single algorithm that forecasts appliance power while
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capturing different consumers’ behavioral patterns is chal-
lenging. However, the approaches and discussions on this
subject are still in the primitive stage and not mature enough
because of the high volatility of the residential load profiles.

Most of the previous studies are based on short-term load
forecasting at the building level, or aggregate level [5, 20].
Recently, different approaches have been suggested for the
accurate load forecasting of individual residential customers.

Artificial Intelligence (AI) techniques support demand-side
flexibility (DSF), which helps consumers to play an active role
in demand shifting programs [4]. These days, deep learning
has become one of the most popular techniques for time-series
forecasting [29]. Unlike shallow learning, deep learning typi-
cally involves stacking multiple layers of the neural network
and relying on stochastic optimization to solve complex prob-
lems [26]. The Long Short-Term Memory network (LSTM)
and Gated Recurrent Unit network (GRU) are usually more
potent than traditional RNN as reported in some load forecast-
ing tasks [15].

The LSTM deep learning model is used for short-term load
forecasting at individual customer levels in the smart grid [14,
24]. Simple backpropagation neural network has been utilized
compared to LSTM for short-term household power predic-
tion [14]. A pooling based LSTM strategy is used in [24]
which utilizes multiple household load profile data from smart
meters for forecasting purposes. A combination of
convolutional neural network (CNN) and bi-directional
LSTM (Bi-LSTM) has been utilized for household electric
energy consumption prediction (EECP) [17, 27]. A hybrid
CNN-GRU model to predict short-term electricity consump-
tion in residential buildings by learning both spatial and tem-
poral features of multi-variate time-series [21]. A concept of
transfer-learning and a cluster-based strategy has been utilized
for training an electricity forecasting model based on LSTM
[16]. However, these models are not suitable for real-time
implementation. A two-dimensional (2D) CNN using recur-
rence plots has been implemented for load forecasting of in-
dividual residential customers [23]. However, this technique
works specifically for time-series that repeat their states.

Many researchers focus on probabilistic forecastingmodels
for short-term and household level power forecasting. A prob-
abilistic density short-term power forecasting model based on
deep learning and quantile regression has been proposed in
[10]. However, the multi-layer perceptron (MLP) based deep
learning technique is not suitable for large and complex data
sets. A probabilistic household level load forecasting has been
reported using LSTM deep neural network [28] and hidden
Markov model [12]. Most of the forecasting approaches used
in these literary works focus on individual household-level
smart meter data. In contrast, the power forecasting at the
appliance level in real-time is much more sparse.

It is widely acknowledged that an ensemble of multiple
deep learning models can boost prediction efficiency and

has higher generalization skills than individual models [8,
2]. The goal of combining multiple models is to obtain a more
accurate estimate than the one obtained by a single model as
the errors in aggregating diverse model predictions can be
easily compensated. Various successful methods have been
put forward to boost load prediction accuracy by integrating
several models.

It is well known that a boosting-based ensemble is more
effective in handling the time-series data set based on long-
range dependencies. An ensemble method for short-term load
forecasts based on the hybrid LGBM-XGB-MLP model has
been proposed in [18]. However, the extreme learning ma-
chine (ELM) based architecture is a two-layer neural network
that cannot handle the long-term dependencies and volatility
of the appliance’s power series. A hybrid deep neural network
with a fuzzy clustering approach has been utilized in [25] for
hourly load forecasting. Here, the fuzzy approach is used to
cluster data into multiple subsets, further taken as input to the
deep neural network model.

The CNN-LSTM model has been used in [25] for
predicting energy consumption at the residential level.
Results indicate that CNN-LSTM performs better than
LSTM for individual household load forecasting. A deep en-
semble model for probabilistic load forecasting has been de-
veloped for individual customers [26,27]. The quantile strate-
gy combined with the LASSO technique has been utilized
[26], whereas the deep residual network (ResNet) for day-
ahead forecasting has been reported in [27]. However, the
neural network-based deep learning model is still a better
choice. But probabilistic forecast being non-linear and non-
convex, is not suitable for real-time DR programs.

The proposed work will significantly help in the develop-
ment of a scheduling optimization algorithm for real-time de-
mand response. The consumer behavioral aspects can be deter-
mined only by their appliances’ power usage pattern and related
association. The scheduling algorithm using load shifting shifts
controllable appliances to later intervals for electricity cost min-
imization without violating consumer comfort. Learning con-
sumer behavior helps maintain his comfort, which means de-
termining the earliest start time and finish time of various ap-
pliances and their power requirement at different time slots.

The association mining further enhances the behavioral
learning by providing information to the algorithm about
which appliance should preferably run after the currently run-
ning appliance (in case many appliances are ready to run).
Association mining helps to provide supervised information
to the scheduling algorithm to preferably run the next appli-
ance associated with the currently running appliance. In this
way, the proposed work is essential for developing consumer-
oriented scheduling appliances for demand response
implementation.

Since the data set of household appliance power consump-
tion is both noisy and real, and no individual forecasting
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model may be generalized for all consumers. The energy fore-
casting domain demands more robustness, higher prediction
accuracy, and generalization ability for real-world implemen-
tation. Therefore, an ensemble model combining RNNs and
gradient boosting tree capabilities for superior prediction per-
formance has been developed and applied for appliance-level
forecasting. Hybrid Convolutional LSTM (CNN-LSTM) deep
learning models are used as base learners for the XG-Boost
algorithm.

The main innovations and contributions of this paper
include:

1. Development of a multi-stage ensemble deep learning
model with powerful learning ability for appliance level
power forecasting.

2. A 5-minute prediction time horizon has been considered
for the appliance level power forecasting, which is more
suitable for real-time demand response programs.

3. Appliance-Appliance association mining using Dynamic
itemset counting (DIC) algorithm to determine which ap-
pliances frequently occured together.

4. The proposed model’s performance has been rigorously
evaluated on publicly available datasets, namely
GREEND and UK-DALE.

The rest of this paper contains the following discussions:
our proposed solution’s methodology is introduced in
Section II. The training and testing phases of the deep learning
ensemble forecasting model are discussed in this section. The
experiment details are discussed in Section III. The numerical
results have been presented in Section IV. Finally, the paper
has been concluded with some short remarks in Section V.

2 Forecasting model architecture

A deep learning-based ensemble model has been developed to
capture appliances’ stochastic power usage at 5 min intervals.
The multi-stage boosting ensemble technique elevates the ba-
se model’s predictive strength by covering large data space
and minimizing the error than those obtained by individual
models.

The hybrid deep learning Convolutional LSTM (CNN-
LSTM) has been utilized as the first stage of our Ensemble
model. The three CNN-LSTM model outputs are stacked to-
gether and fed to boosting stage for the final forecasted value.
XGBoost, namely eXtreme Gradient Boosting, combines
trees in a boosting manner and currently provides state-of-
the-art performance amongst several prediction challenges.
XGBoost allows parallel programming without significant
loss of accuracy.

The Ensemble model prediction step can be divided into
two phases: 1) Model Training and 2) Testing. The training

and testing phases have been illustrated in Fig. 1 and described
as follows:

2.1 Training phase

In this phase, the ensemble model is initialized with random
weights, and these weights get updated with each training
cycle.

Input Data - Training data is divided into batches with a
sequence length (k) of 128 samples. These batches (n = 128)
are fed as input to the convolution-1D layer. The sequence of
training examples can be represented as ðx1; y1Þ; ðx2; y2Þ; ::::::
:ðx128; y128Þ with xt 2 R

n�k and yt 2 R
n for 1 � t � 128. xt

denotes input for univariate time-series and yt denotes output.
Convolution layers - These layers can learn from the raw

time-series data directly without scaling or differencing and
deriving interesting features from the shorter ( fixed-length)
sequence of the total time-series dataset. Two layers of Conv-
1D have been utilized to give the model a fair chance of
learning features from the long noisy input data. The first layer
with 64 parallel feature maps and a kernel size of 3 takes the
input shape 128 � 1 and produces the output shape of 126 �
64. This layer is used to learn basic features. The second
Conv-1D layer with same configuration has been utilized to
learn more complex features. The output shape of this layer is
124� 64 . The output of the convolution layer can be
expressed as [30]:

CrðtÞ ¼ f ð
Xl

i¼1

Xk
j¼1

xðiþ sðt � 1Þ; jÞ!rði; jÞ þ bðrÞÞ ð1Þ

where x 2 R
n�k denotes the input time series or the output of

preceding layer, s denotes the convolution stride, CrðtÞ refers
to the tth component of rth feature map, !r 2 R

l�k and b(r)
refers to the weights and bias of the rth convolution filter. This
filter connects the jth feature map of layer l � 1 with ith feature
map of layer l.

MaxPool Layer - The pooling layer reduces the learned
characteristics to 1/4 of their size and consolidates them into
the critical elements. It prevents the overfitting of learned fea-
tures by taking the maximum value within the window region.
With pool size set to 2, the output shape from this layer is 62
�64. This layer output can be expressed as:

PrðtÞ ¼ maxðCrððt � 1Þl þ 1Þ;Crððt � 1Þl þ 2Þ; ::::;CrðtlÞÞ ð2Þ
Flatten Layer - It reduces the feature maps into a single one-
dimensional vector. The output shape after this layer is a vec-
tor containing 3968 (62� 64 ) values. This layer is followed
by repeat vector layer which converts current 2D vector of
shape (none, 3968) into 3D vector with shape (none, 1,
3968) to make it suitable to input to next LSTM layer.
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LSTM Layer - The LSTM gating architecture is compu-
tationally efficient than traditional RNNs. The selective read,
write and forget procedure followed in LSTM avoids explo-
sive and vanishing gradient problems [11].

At each timestep t, for input xt , each memory cell ct is
updated and a hidden state ht is generated as output according
to the following equations [9]:

it ¼ σðWxixt þWhixt�1 þ biÞ;
ft ¼ σðWxf xt þWhf xt�1 þ bf Þ;
ot ¼ σðWxoxt þWhoxt�1 þ boÞ;
ct ¼ ft � ct�1 þ it � �ðWxcxt þWhcht�1 þ bcÞ;
ht ¼ ot � �ct;

ð3Þ

In the proposed model, one LSTM layer with 100 neurons has
been utilized. The output vector from this layer is of shape
(none, 1, 200).

Dense Layer - It is a fully connected layer used to reduce
the vector’s size. The proposed model uses two dense layers.
The first dense layer reduces the vector size of (none, 1, 200)
to (none, 1, 100). The second dense layer is the output layer,
producing a single output of the CNN-LSTM forecast with
output shape (none, 1, 1).

XGBoost - XGBoost, namely eXtreme Gradient
Boosting, is an integrated learning method that uses deci-
sion trees and random forests to make predictions. It uses
boosted decision trees to obtain final predictions using ba-
se learners. However, a gradient decent algorithm is used
to reduce the errors effectively. If F ¼ fF1;F2;F3; :::Fmg
are the set of base learners. The final prediction can be
given by:

ŷi ¼
Xm
t¼1

FtðxiÞ ð4Þ

Fig. 1 Ensemble forecasting
model architecture. a Training, b
Testing
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where fx1; x2; x3; :::xmg are data points. The loss function of
XGBoost on tth iteration [3]:

Lt ¼
Xn
i¼1

lðyi; ŷiðt�1Þ þ ftðxiÞÞ þ λft ð5Þ

where Lt denotes the loss at tth iteration. l is based on the
loss function of the former t � 1 tree, yi is the label of xi, λ
denotes regularization parameter, ft represents tth tree out-

put, lðyi; ŷiÞ is the training loss of xi, ŷiðt�1Þ represents the
prediction of the combination of all the tree models.

The second-order expansion of Taylor is performed on the
above equation to obtain the final loss andmay be represented as:

LOSS ¼ � 1

2

XT
j¼1

wj þ �T ð6Þ

where wj is the prediction for node j which can be expressed by
following equation:

wj ¼ � Gi

Hi þ λ
ð7Þ

whereGi is
P

i2Ij gi andHi is
P

i2Ij hi. Here,gi andhi are the first
order and second order derivative loss of predictions at previous
iterations, respectively. Also, Ij denotes the set of instances be-
longing to node j. The smaller value of LOSS denotes the better
structure of tree.

For XGBoost module, the proposed ensemble model
utilizes 45 estimators with learning rate set to be 0.1. The
depth of tree is taken as 5. The fraction of columns to be
randomly sampled for each tree, denoted by parameter col
sample by tree is set as 0.3. The objective function of
regressor is set to be linear.

In the proposed ensemble forecasting method, the hybrid
structure of CNN-LSTM handles the dynamics and non-
stationarities of real-world time series accurately. The output
of three discrete CNN-LSTM models is stacked together and
fed to the XGBoost model. In this way, the prediction perfor-
mance gets further boosted, and better prediction results have
been achieved.

For m number of CNN-LSTM models in an ensemble, the
forecast result for time series with n observations,ðy1; y2::::; yn
Þ, is given by

ŷt ¼
Xm
i¼1

wmŷtm for t ¼ 1; ::::; n: ð8Þ

where ŷtm denotes the forecast output (at the tth time stamp)

obtained using the mth CNN-LSTM model and wm is the
associated weight. Each weight wm is assigned to a corre-
sponding CNN-LSTM models’s forecast output. Also, 0 �
wm � 1 and

Pm
i¼1 wm ¼ 1.

2.2 Testing phase

Testing samples in the batches of sequence length 128 are fed
to a trained ensemble model to predict power at timestep t. To
provide a robust estimation of modeling parameters, walk-
forward validation has been performed. This methodology
involves moving along the time series one step by applying
a movingwindow to available time-series data. The forecasted
value of the trained ensemble model is evaluated against the
actual value. The next time step t + 1 includes this actual
expected value from the test set for the forecast on the next
time step t + 2 by further moving the window next step. The
procedure is repeated until the end of test data is reached. The
testing process is illustrated in Fig. 1(b).

2.3 Appliances’ association rules extraction

The frequently associated appliances are extracted using dy-
namic itemset counting (DIC), a variant of the Apriori algo-
rithm. This algorithm incorporates the dynamic change (addi-
tion and deletion) of appliances power us-age in the database.
It means it can incorporate the changing behavioral aspect of
occupants well. With this approach, a small portion of the
database is mined at each iteration, which reduces the memory
overhead and improves efficiency compared to Apriori.

This algorithm uses a support-confidence framework to
extract association rules and generating frequent itemsets of
appliances’ i.e. the set of appliances that often run together.
The correlation rule can be expressed as-

X⇒Y ½Support;Confidence;Correlation� ð9Þ
where the correlation can be measured using Lift metric that
provides more insight into support-confidence relationship.
where

LiftðX ; Y Þ ¼ ConfidenceðX⇒Y Þ
SupportðY Þ ð10Þ

3 Experiment details

3.1 Data set

The experimental study has been carried out using two popu-
lar open-access data sets for evaluating the performance of the
proposed ensemble model, namely, GREEND and UK-Dale.
The GREEND dataset contains appliance-wise data of 8 dif-
ferent houses in Italy and Austria. We utilize the data of house
number 2, which is an apartment with one floor in Klagenfurt
(AT). The residents are a young couple, spending most of the
daylight time at work during weekdays, mostly being home in
the evenings and weekends. The data collection module’s
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plugs kit consists of a Zigbee network having nine sensing
outlets, each collecting active power measurements from the
connected load.

The UK-DALE (UK Domestic Appliance Level
Electricity) data set records the power consumption of five
UK houses, appliance-wise and the whole house as well. We
have used 8 appliances of house number 1 for our experiment.
The detailed description of both data sets is described in
Table 1.

3.2 Data preprocessing

The GREEND data set’s null values are replaced with the
most frequent power value for each appliance. Then, the
1-second data is resampled to 5 minutes by taking the
average of 300 samples for each appliance. Similarly,
for the UK-dale dataset, the 6-second data samples per
appliance are resampled into 5 minutes by taking an av-
erage of 50 samples. The duration of 5 minutes is chosen
as it is appropriate for load shifting under a real-time
environment using real-time pricing (RTP) schemes.
Also, the chosen horizon incorporates the minimum oper-
ating duration of smart household appliances. Then, the
resampled data is divided into training and testing as an
80 to 20 ratio. Out of 80% training data, again, 20% is
used for validation purposes and select appropriate
hyperparameters. Table 1 contains the details of the num-
ber of data samples in training, testing, and validation for
both data sets. The training data is divided into batches of
sequence length 128 to be used as input to the ensemble
model. Similarly, testing data is also divided into batches
with a sequence length of 128 to predict power output
from the trained ensemble model.

3.3 Performance criteria

Two standard evaluation metrics measure the ensemble
model’s forecasting performance: Root Mean Square Error
(RMSE) and Mean Absolute Error (MAE). These are de-
scribed as follows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

e2i

vuut ð11Þ

MAE ¼ 1

N

XN
i¼1

jeij ð12Þ

where

ei ¼ Powerforecast;i � Poweractual;i

is known as forecast error. Powerforecast;i is the forecasted
power of ith sample and Poweractual;i is the actual power of ith

sample. N is the number of samples used for measuring
accuracy.

3.4 Reference forecast methods and model tuning

1) Feed-forward neural network (FFNN) This is the
basic form of the neural network used for regression
problems. It uses two hidden layers with 64 neurons each
and the ReLU activation function. The sequence length is
set to be 128. Mean Square Error (MSE) is used as a loss
function where RMSprop optimizer has been incorporat-
ed. The model has been run for 20 epochs.
2) Long-short term memory (LSTM) - This belongs to
the family of recurrent neural networks (RNNs) that has
recently gained attention for time series forecasting. The
architecture of LSTM consists of 1 input layer with ten
hidden neurons used with the ReLU activation function.
This layer is followed by one dense layer. Adam optimiz-
er has been utilized for updating the weights and reducing
errors in the model. The model has been run for 20
epochs with batch size and sequence length of 128
samples.
3) Convolutional-LSTM (CNN-LSTM) - is a hybrid
model combining convolutional and LSTM model. The
architecture of the CNN-LSTM algorithm consists of two
convolutional 1D (Conv1D) layers with kernel size 3 and
64 filters. This layer is followed by the Maxpool layer
with pool size 2 and LSTM layer with 200 hidden neu-
rons. The output layer with a linear activation function
consists of one output neuron. The model is trained
batch-wise with a sequence length of 128, maximum
epochs 20 and learning rate 0.01 with Adam optimizer.
4) Convolutional-XGBoost (CNN-XGBoost) - It is a
multi-stage ensemble model having three CNN models

Table 1 Data sets information

GREEND [19] UK-DALE [13]

Location Austria, Italy UK

Duration 1 year and 4 months 5 year and 5 months

House 2 1

Resolution 1 Hz 6 sec

Total Samples (5 min) 1,34,933 4,68,836

Training Samples (5 min) 1,00,481 2,81,327

Validation Samples (5 min) 8,612 37,501

Testing Samples (5 min) 34,452 1,87,509

Training Set 15-02-2014 to 09-11-2012 to

21-03-2015 15-07-2015

Testing Set 21-03-2015 to 15-07-2015 to

29-06-2015 26-04-2017
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and XGBoost. The outputs from all CNN models are
stacked together and fed to the XGBoost regressor.
Each CNN model has two convolutional layers having
64 filters, kernel-size is 3 with ReLu activation. Two
dense layers at the end to change the output size to 512
and 1, respectively. Then, the outputs are stacked, and the
XG-Boost regressor boosts the output to generate the
final power prediction. The configuration of XG-Boost
has been taken the same as the proposed model for a fair
comparison.

All the reference forecast methods have been tuned to the
best possible hyperparameters for one step ahead forecasts.
The grid search method has been utilized to tune the
hyperparameters of the proposed model. The table corre-
sponding to hyperparameter tuning is presented in appendix
8. These deep learning models have been trained with TITAN
RTX GPU using Python 3.6 with Keras 2.2.4 library on a
computer system with IntelCore-i7 CPU.

4 Results and analysis

The results in Tables 2 and 3 demonstrate the ensemble deep
learning model’s effectiveness in improving forecasting per-
formance (in terms of both RMSE and MAE) against all ref-
erence models on the GREEND dataset. We can categorize
GREEND appliances as fixed appliances (microwave, water
kettle, radio, dryer, kitchenware, and bedside light), controlla-
ble appliances (dishwasher and washing machine), thermo-
statically controllable (TCL) (Fridge). For fixed appliances,
the average RMSE of FFNN, LSTM, CNN-LSTM, CNN-
XGBoost, and the proposed model is 15.93, 15.28, 14.03,
12.41, and 9.032, respectively. For controllable appliances,
on average, the RMSE of FFNN, LSTM, CNN-LSTM,
CNN-XGBoost, and Ours is 30.085, 48.015, 35.65, 33.13,

and 27.885, respectively. There is only one TCL appliance
in GREEND whose RMSE and MAE can be seen from
Tables 2 and 3, respectively.

For the UK-Dale dataset, all the appliances come under the
fixed category except boiler which is a TCL appliance.
Tables 4 and 5 show the outstanding performance of ensemble
model over all other reference models. Here, the average
RMSE of fixed appliances of FFNN, LSTM, CNN-LSTM,
CNN-XGBoost, and Ours is 5.34, 4.45, 4.42, 3.80, and 2.63,
respectively. The average MAE of fixed appliances of FFNN,
LSTM, CNN-LSTM, CNN-XGBoost, and Ours is 1.91, 2.44,
1.50, 1.28, and 0.82, respectively.

For visualization, the prediction results of the Ensemble
model and other comparative models on all GREEND appli-
ances are shown in Fig. 2. Similarly, the prediction results of
all appliances in the UK-Dale dataset are shown in Fig. 3. On
analyzing these results, the ensemble model generally fits the
actual data is much better than other comparable models,
which validates the fact that the proposed ensemble model
has better prediction performance.

Results indicate that the multi-stage CNN-LSTMXGBoost
ensemble performs slightly better on the UK-Dale data set

Table 2 Comparision of the proposed Ensemble model with reference
forecasting models on GREEND data set with respect to RMSE ðW=m2Þ

FFNN LSTM CNN-LSTM CNN-XG OURS

Fridge 56.62 66.88 47.36 45.78 43.49

Dishwasher 6.23 7.45 6.22 5.95 4.15

Microwave 17.16 16.67 15.07 14.86 12.98

Water-kettle 61.68 59.76 56.27 48.76 35.55

Washing
Machine

53.94 88.58 65.08 60.32 51.62

Radio 4.31 6.83 4.25 3.91 2.61

Dryer 5.56 1.16 1.14 1.11 1.09

Kitchenware 4.90 5.32 3.75 2.75 0.77

Bedside light 1.98 1.94 3.73 3.11 1.19

Table 3 Comparision of the proposed Ensemble model with reference
forecasting models on GREEND data set with respect to MAE ðW=m2Þ

FFNN LSTM CNN-LSTM CNN-XG OURS

Fridge 24.79 51.06 28.75 26.32 22.33

Dishwasher 3.18 3.66 4.95 3.06 2.04

Microwave 8.09 7.23 4.89 3.98 2.86

Water-kettle 22.00 29.68 11.67 11.02 10.72

Washing
Machine

14.35 23.93 15.94 13.56 11.97

Radio 0.96 2.19 1.33 0.93 0.66

Dryer 1.33 0.83 0.82 0.73 0.60

Kitchenware 3.23 3.10 2.76 1.85 0.62

Bedside light 0.16 0.19 0.15 0.14 0.13

Table 4 Comparision of the proposed Ensemble model with reference
forecasting models on UK-Dale data set with respect to RMSE ðW=m2Þ

FFNN LSTM CNN-LSTM CNN-XG OURS

Boiler 35.19 48.80 32.24 31.06 29.69

Thermal pump 0.78 1.43 0.86 0.80 0.73

Laptop 3.29 2.64 0.96 0.90 0.88

TV 4.50 5.67 4.41 3.79 2.88

LED Lamp 0.42 0.77 0.43 0.38 0.34

Kitchen Light 13.63 13.48 14.18 12.65 10.39

Kettle 6.10 6.21 6.12 4.61 0.55

Toaster 8.70 15.55 4.00 3.53 2.69
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than the GREEND dataset in terms of both RMSE and MAE.
It is due to periodicity observed in appliance usage in the UK-
Dale data set. For the GREEND data set, in terms of RMSE,
the proposedmodel performance for controllable appliances is
7.5%, 53.05%, 24.46%, 17.21% better than FFNN, LSTM,

CNN-LSTM, and CNN-XGBoost, respectively. Similarly,
for fixed appliances, the proposed model is 55.28%,
51.41%, 43.36%, 31.52% superior to FFNN, LSTM, CNN-
LSTM, CNN-XGBoost, respectively. For the UK-Dale
dataset, on fixed appliances, the proposed model performance
beats FFNN, LSTM, CNN-LSTM, and CNN-XGBoost by
68%, 51.41%, 50.78%, 36.39%, respectively. The TCL appli-
ance’s proposedmodel shows a lesser RMSE of 29.69 onUK-
Dale than 43.49 on GREEND. The working code of the pro-
posed work can be found here [22].

The proposed model performs better than all other compar-
ative models because the combination of CNN and LSTM
allows the LSTM layer to extract patterns and sequential de-
pendencies in the time-series. In contrast, the CNN layer,
through dilated convolutions methods and filters, further im-
proves this process. This approach mainly helps in granular
level forecasting (5 min in our case). The benefit of this model
is that the model can support very long input sequences that
can be read as blocks or subsequences by the CNN model,
then pieced together by the LSTM model. Further, the

Fig. 2 Appliance-wise power forecasting using Ensemble model on GREEND appliances. a Fridge, b Dishwasher, c Microwave, d Water-kettle, e
Washing machine, f Radio

Table 5 Comparision of the proposed Ensemble model with reference
forecasting models on UK-Dale data set with respect to MAE ðW=m2Þ

FFNN LSTM CNN-LSTM CNN-XG OURS

Boiler 14.62 21.54 12.26 12.00 10.94

Thermal pump 0.29 0.70 0.49 0.38 0.25

Laptop 1.73 0.45 1.39 1.00 0.40

TV 2.12 2.19 2.20 2.04 1.57

LED Lamp 0.21 0.37 0.13 0.11 0.01

Kitchen Light 3.04 3.36 3.06 2.69 1.86

Kettle 0.39 0.39 0.87 0.74 0.35

Toaster 5.64 9.67 2.37 2.05 1.35

S. Sharda et al.



performance has been enhanced by using the XG-Boost tree,
which boosts the performance of its base models by providing
high preference to poorly estimated samples over well-
estimated samples.

4.1 Appliances association analysis

For GREEND dataset, the strong association rules are exhibit
by four appliances: radio, bedside light, dishwasher, and

microwave. Table 6 shows the association rules, with support,
confidence and lift parameters withmin sup >¼ 0:2. Further,
the energy consumption curves of these appliances as repre-
sented in Fig. 4, compliments these association rules discov-
ered and proves their simultaneous usage by the consumer.
Similarly, the associations rules are generated for UK-Dale
appliances as well, as presented in Table 7. These associations
results determine occupants’ behavioral traits. For example, a
radio is used at the bedside light, depicting the occupant lis-
tens to the radio with the bedside light switched on. Moreover,
for other occupants of the UK-Dale house, there is a strong
association found in the usage of kettle, toaster, and kitchen
light. It means the occupant likes to use a kettle and toaster
while in the kitchen.

4.2 Training time analysis

In terms of training time, the FFNNmodel takes 7 seconds per
epoch, the LSTM model takes 600 seconds per epoch, CNN-

Fig. 3 Appliance-wise power forecasting using Ensemble model on UK-Dale appliances. a Boiler, b Solar pump, c Laptop, d Kitchen light, e Kettle, f
Toaster

Table 6 Association rules on GREEND equipments

S.no. Association Rule Support Confidence Lift

1. Radio Bedside light 0.16 0.89 1.2

2. Dishwasher Microwave 0.21 0.93 1.5

3. Microwave Dishwasher 0.24 0.92 1.4

4. Bedside light Radio 0.12 0.80 1.3
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LSTM takes 401 seconds per epoch, CNN-XGBoost takes
700 seconds per epoch, and the proposed model takes 800
seconds per epoch. Its better performance can compensate
for the more significant training time of the proposed model.
The 800 seconds per epoch are taken during training the mod-
el. Once the model is trained, it gives comparable performance
to other reference models for real-time prediction.

5 Conclusion

Appliance level power prediction is quite challenging due to
the volatility and behavioral habits of individual consumers.
An Ensemble deep learning model has been developed to
capture the stochastic dynamics of appliances’ power time
series data. It utilizes two powerful algorithms’ inherent ad-
vantages: a deep learning-based CNN-LSTM and tree-based
Xtreme Gradient Boosting (XG-Boost) for performance en-
hancement. The prediction is carried out at a 5-minute time-
horizon which is best suited for load shifting under real-time
pricing schemes. Moreover, the dynamic itemset counting
(DIC) algorithm has been utilized for determining which ap-
pliances are often used together. Rigorous experimental anal-
ysis on two open-source data sets (GREEND and UK-Dale)
verifies the Ensemble model’s outstanding performance in
terms of RMSE and MAE accuracy metrics. The percentage
decrease in RMSE of the proposed ensemble model on

GREEND data set is 32.18%, 49.54%, 27.73%, and 19.43%
in compared to FFNN, LSTM, CNN-LSTM, and CNN-
XGBoost, respectively. For the UK-Dale data set, the RMSE
of the proposed Ensemble model is 40.58%, 65.09%, 27.17%,
and 18.15%, lesser than FFNN, LSTM, CNN-LSTM, and
CNN-XGBoost, respectively.
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Abstract: A new hybrid meta-heuristic approach Jaya–PPS, which is the combination of the Jaya
algorithm and Powell’s Pattern Search method, is proposed in this paper to solve the optimal
power flow (OPF) problem for minimization of fuel cost, emission and real power losses and total
voltage deviation simultaneously. The recently developed Jaya algorithm has been applied for the
exploration of search space, while the excellent local search capability of the PPS (Powell’s Pattern
Search) method has been used for exploitation purposes. Integration of the local search procedure
into the classical Jaya algorithm was carried out in three different ways, which resulted in three
versions, namely, J-PPS1, J-PPS2 and J-PPS3. These three versions of the proposed hybrid Jaya–PPS
approach were developed and implemented to solve the OPF problem in the standard IEEE 30-bus
and IEEE 57-bus systems integrated with distributed generating units optimizing four objective
functions simultaneously and IEEE 118-bus system for fuel cost minimization. The obtained results of
the three versions are compared to the Dragonfly Algorithm, Grey Wolf Optimization Algorithm, Jaya
Algorithm and already published results using other methods. A comparison of the results clearly
demonstrates the superiority of the proposed J–PPS3 algorithm over different algorithms/versions
and the reported methods.

Keywords: distributed generation; hybrid Jaya–PPS algorithm; meta-heuristic; OPF; PPS

1. Introduction

With the increasing trend of penetration of renewable distributed generating (DG)
units in the present day inter-connected restructured power system, the importance of
solving optimal power flow problems has increased many folds. Optimal power flow
results are crucial for planning, economic operation and control of an existing electrical
power system, as well as for its future expansion planning. At the beginning of the 1960s,
Carpentier addressed the OPF problem as an extension of economic load dispatch for the
first time in history [1]. Since then, researchers have contributed significantly to this crucial
issue. In a given electrical network, the OPF solution is required to regulate the control
or decision variables set in the feasible region that optimizes some pre-defined objective
functions. For the OPF problem, the control variables used are: Vg (generator bus voltages),
Pg (generators’ active power outputs excluding slack bus), phase shifters, Tr (tap-settings
of regulating transformer) and Qc (injected reactive power using capacitor banks, FACTS
devices etc.). Some of these variables are discrete, e.g., Tr, injected reactive power source
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output Qc, phase shifters, while others are continuous (e.g., Pg and Vg). The discrete nature
of the control variable poses a challenge for the optimization technique and makes OPF a
non-convex problem [2,3].

Integration of DGs seems to be quite appealing, but it is important to analyze their
impact in a power network [4]. Optimal location and size of the DG unit have a significant
effect on the reliability of power supply, operational cost, voltage profile, power loss and
environmental pollution and voltage stability in a power system. Therefore, it has become
a crucial task for researchers and industry personnel to determine the optimal location for
DG and the size of the DG [5]. With the increase of the power injection from DGs into a
power network, it is equally important to find out the optimum power generation and
optimal setting of other control parameters to minimize fuel cost, emission cost and real
power loss with an improved voltage profile [6].

OPF is a complex optimization problem, which associates several constraints and
decision or control variables. The common objectives of the OPF problem are fuel cost
minimization, emission minimization, real power loss minimization, voltage profile im-
provement and/or a combination of two or more of these objectives. The conventional
algorithms depend on convexity to find the global best solution and are required to sim-
plify relationships to achieve convexity. However, since the OPF problem is non-convex
in general, several local minima can exist. If the valve point loading effects of thermal
generators are taken into account, the non-convexity increases even further. Furthermore,
traditional optimization approaches often use initial starting points (except for linear pro-
gramming and convex optimization) and often converge or diverge to locally optimal
solutions. These approaches are normally limited to particular cases of OPF and do not
have much flexibility in terms of different kinds of objective functions or constraints that
could be employed [7,8]. Except for linear programming and convex optimization, most
of the conventional optimization algorithms cannot be guaranteed to be globally optimal
because traditional algorithms are mainly local search. As a result, the final solution is
always often dependent on the initial starting points.

Nowadays, several meta-heuristic algorithms have been developed by researchers,
which are found to be powerful tools for handling difficult optimization problems. These
random search, population-based algorithms are highly flexible, which means that they are
appropriate to solve various types of optimization problems, including linear problems,
non-linear problems and complex constrained optimization problems. Some of these meth-
ods are League Championship Algorithm (LCA) [3], Firefly Algorithm (FFA), Krill Herd
Method (KH), Hybrid Firefly and Krill Herd Method (HFA) [9], Neighborhood Knowledge-
based Evolutionary Algorithm (NKHA), Bare-Bones Multi-Objective Particle Swarm Opti-
mization (BB-MOPSO), Multi-Objective Imperialist Competitive Algorithm (MOICA), Mod-
ified Non-dominated Sorting Genetic Algorithm (MNSGA-II), Multi-Objective Modified
Imperialist Competitive Algorithm (MOMICA) [10], Moth Swarm Algorithm (MSA) [11],
Multi-objective Evolutionary Algorithm based on decomposition-superiority of feasible
(MOEA/D-SF) [12] and many others.

Recently, various hybrid algorithms have been investigated for effectively solving
various optimization problems. Alsumait et al. [13] presented a hybrid GA–PS–SQP-based
optimization algorithm to solve the economic dispatch (ELD) problem. Attaviriyanupap
et al. [14] suggested a hybrid optimization technique based on Evolutionary Program-
ming and SQP algorithms for dynamic ELD problems. An integrated predator–prey (PP)
optimization and a Powell search method were both proposed for the multi-objective
hydrothermal scheduling problem [15]. Mahdad et al. [16] applied a hybrid DE-APSO-PS
strategy to solve multi-objective power system planning. A hybrid modified imperialist
competitive algorithm and SQP were employed to handle the constrained OPF problem [17].
Recently, considerable attention has been given to the Deep Neural Network approaches to
the Energy Management problem [18,19].

It is observed that all Evolutionary Computing (EC)-based algorithms have some
advantages and some disadvantages. Two main parts of any EC-based algorithm are
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exploration and exploitation. Some algorithms have good exploration capability but poor
exploitation and vice versa. The recently developed Jaya algorithm is capable of exploration,
while Powell’s Pattern Search (PPS) method has good search space exploitation capability.
Hence, to boost the operational proficiency of the Jaya algorithm, Powell’s Pattern Search
method has been incorporated into it. Proper inclusion of the advantages of the Jaya and
PPS algorithm would lead to better results for real-world complex, constrained and high-
dimensional optimization problems. In the proposed hybrid Jaya–PPS algorithm, the Jaya
algorithm was applied to explore a search space that is likely to provide the near-global
solution and subsequently, the PPS algorithm was applied to attain a better solution.

The paper’s contribution can be summed up as follows:

• The main contribution of this paper is to implement hybridization of two algorithms
(Jaya and Powell’s Pattern Search) in different manners and at different levels to find
the best option for hybridization.

• Powell’s Pattern Search method has been incorporated into the Jaya algorithm in three
different ways, resulting in three variants, namely, J-PPS1, J-PPS2 and J-PPS3.

• The proposed hybrid Jaya and Powell’s Pattern Search method utilizes the exploration
property of the Jaya algorithm and the exploitation quality of Powell’s Pattern Search
method.

• This paper handles the OPF problem considering DG with four objectives functions
simultaneously, namely, minimization of fuel cost, emission, real power losses and
voltage profile improvement by converting the multi-objective OPF into a single
objective OPF.

• In addition to Dragonfly Algorithm (DA), Grey Wolf Optimization (GWO) and Classi-
cal Jaya algorithms, three versions of hybrid Jaya and PPS, J-PPS1, J-PPS2 and J–PPS3
for the OPF problem are developed, wherein the excellent search capability of the PPS
method has been exploited for further improvement of the solution provided by Jaya
algorithm.

This paper is organized as follows: Section 2 presents the formulation of the OPF
problem; The proposed hybrid Jaya–PPS algorithm is discussed in Section 3; Section 4
includes the results, while statistical analysis is incorporated into Section 5; Conclusions
are presented in Section 6.

2. Problem Formulation

Mathematically, the objective function together and operating constraints of the OPF
problem considered in this work are as follows [20]:

Optimize M (W, X) (1)

Subject to the constraints given by Equation (2).{
g (W, X) = 0
h (W, X) ≤ 0

(2)

where M (W,X) is the objective function to be minimized, g (W,X) and h (W,X) are the
equality and inequality constraints, respectively.

The control variables (X) include: the generator active power output (Pg) except at
slack bus, generator bus voltage (Ug), tap-setting of transformer (TTR) and shunt VAR
compensation (Qc). The dependent variables (W) consists of slack bus active power output
Pg1, Load bus voltage (UL), generator reactive power output (Qg) and power flow in
transmission lines (Stl). The control variables and state variables vectors can be expressed
by Equation (3):[

W
X

]
=

[ Pg1 , U1 . . . UNLB, Qg1, . . . QgNGN , S1, . . . SNtl ,
Pg2 . . . PgNGN , Ug1 . . . UgNGN , QC1 . . . QCNC , T1 . . . TNTR

]
(3)
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A control or decision variable can have any value within its minimum and maximum
limits. In actual practice, transformer tap settings are not continuous variables. However,
in this paper, to compare the results with the reported results, all the decision variables are
considered to be continuous.

2.1. OPF Objective Functions

This paper handles the OPF problem considering DG with four objectives functions
simultaneously, namely, minimization of fuel cost, emission, real power losses and improve-
ment of voltage profile by converting the multi-objective OPF into a single objective OPF.

2.1.1. Fuel Cost Minimization

The prime motive of this objective function is to minimize the total cost of genera-
tion/fuel. It can therefore be expressed by Equation (4):

ZFCM =
NGN

∑
i=1

f
(

Pgi

)
($/h) =

NGN

∑
i=1

Ai + BiPgi + CiP2
gi
($/h) (4)

where Ai, Bi, and Ci are the quadratic fuel cost coefficients of the ith generating unit and
Pgi is the active power output of ith generating unit.

2.1.2. Emission Cost Minimization

The total emission pollutants such as SOx (sulfur oxides) and NOx (nitrogen oxides),
which is an approximate combination of a quadratic and an exponential function can be
expressed by Equation (5)

ZECM =
NGN

∑
i=1

αi + βiPGi + γiP2
Gi
+ ξiexp

(
λiPGi

)
(5)

where αi, βi, γi, ξi, λi are the emission coefficients of ith generating unit.

2.1.3. Real Power Losses Minimization

The aim of the present case is to minimize real power losses. The total real power
losses can be computed using Equation (6):

ZRPLM =
NB

∑
i=1

Pgi −
NB

∑
i=1

Pdi (6)

where NB is the no. of buses, Pgi is the active power generation at ith generating unit and
Pdi is the real power load at ith load bus.

2.1.4. Voltage Profile Improvement

Voltage profile improvement means the voltage magnitude at load buses must not
deviate much from 1.0 pu. Thus, the main motive, in this case, is to minimize voltage
variation from 1.0 pu at all the load buses. In the present case, the objective function can be
represented by Equation (7):

ZTVDM = ∑
iεNLB

|Ui − 1| (7)

where Ui is the voltage magnitude at ith load bus.
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2.2. Constraints

The equality constraints are a combination of active and reactive non-linear power
flow equations. In Equation (2), g (W,X) is a set of equality constraints and is described by
Equation (8):

g(W, X) =

{
∑NB

i=1(Pgi + PDGi)−∑NB
i=1 Pdi − PLoss = 0

∑NB
i=1(Qgi + QDGi)−∑NB

i=1 Qdi −QLoss = 0
(8)

where NB is the no. of buses, Pgi , Qgi are the active and reactive power outputs of generating
unit, PDGi, QDGi are the active and reactive power outputs of DG unit, Pdi, Qdi are active
and reactive power load demand and PLoss, QLoss are the total active and reactive power
losses occurring in the lines, respectively.

The inequality constraints h (W,X) represents operating limits of various equipment
in a power system, which are described by Equation (9):

h(W, X) =



Pmin
gk
≤ Pgk ≤ Pmax

gk
k = 2 . . . NGN

Umin
gk
≤ Ugk ≤ Umax

gk
k = 1 . . . NGN

Qmin
gk
≤ Qgk ≤ Qmax

gk
k = 1 . . . NGN

Tmin
k ≤ Tk ≤ Tmax

k k = 1 . . . NTR
Qmin

Ck
≤ QCk ≤ Qmax

Ck
k = 1 . . . NC

Umin
Lk
≤ ULk ≤ Umax

Lk
k = 1 . . . NLB

Slk ≤ Smax
lk

k = 1 . . . ntl

(9)

where active power output Pg, bus voltage Ug, and reactive power output Qg, should
be regulated by their lower and upper limits for all the generators, including slack bus
generator and controllable VAR sources (QCk ), Transformer taps-setting (Tk) voltage of
load buses

(
ULk

)
and power flow in transmission lines (Slk ) should vary between their

minimum and maximum limits.

2.3. Combined Objective Function (COF)

The multi-objective function, which consists of four contradictory objective functions,
i.e., minimization of fuel cost, emission cost, real power loss and total voltage deviation, is
transformed into a single-objective function by using weighing factors to combine the four
objective functions as given below.

COF(U, X) = ZFCM + wECM × ZECM + wRPLM × ZRPLM + wTVDM × ZTVDM (10)

where wECM, wRPLM and wTVDM are weighing factors [9].

2.4. Incorporation of Constraints

The constraints are included in the combined objective function in the form of inequal-
ities to find a feasible solution, and thus, the extended objective function can be defined by
Equation (11):

Maug = COF(U, X) + C1 ∑NGN
k=1 h

(
PGSlack − Plim

GSlack

)
+C2 ∑NGN

k=1 h
(

Qgk −Qlim
gk

)
+ C3 ∑NLB

k=1 h
(

ULk −Ulim
Lk

)
+C4 ∑NGN

k=1 h
(

QDGk −Qlim
DGgk

) (11)

3. Jaya Algorithm

The Jaya algorithm is a comparatively new meta-heuristic optimization algorithm
developed by Rao [21]. The working principle of the Jaya algorithm is that the numerical
solution that has been obtained should go towards the better solution and should avoid
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the inferior solutions for a particular optimization problem. The main advantage of the
Jaya algorithm is that no algorithm-specific parameters are required, and thus, it is simple
to implement this algorithm for solving various kinds of optimization problems.

Maximized (or minimized) value of objective function M(z)
Within the lower and upper bounds of the control variables, the initial solution p is

randomly selected. After that, all the variables will be eventually updated according to
Equation (12). On the basis of the fitness value of the objective function, the best and worst
solutions are determined [21].

Let ‘m’ be the number of design variables (i.e., j = 1, 2, 3, . . . , m) and the ‘n’ is the
number of candidate solutions (i.e., population size, k = 1, . . . , n). If zi, j, k represents the
value of jth variable for the kth candidate in ith iteration; that value is updated according
to Equation (12).

zi+1,j,k = zi,j,k + αi,j,1

(
zi,j,B − abs(zi,j,k

)
)− αi,j,2

(
zi,j,W − abs(zi,j,k

)
) (12)

In (12), zi,j,B and zi,j,W are the best candidate and worst candidate value of variable j,
respectively. The updated value of zi,j,k is zi+1,j,k and throughout the ith iteration, αi,j,1 and
αi,j,2 are two random numbers for the jth variable within [0, 1].

3.1. Powell’s Pattern Search (PPS)

In 1962, Powell proposed the Powell search method, which was the expansion of
the basic Pattern Search method. It is based on the conjugate direction method. Powell’s
Pattern Search (PPS) method is a derivative-free optimization technique that is ideal for
solving a number of optimization problems beyond the scope of conventional optimization
procedures. In general, the advantage of PPS is that the structure of the algorithm is
remarkably simple, easy to implement and computationally efficient as well. PPS with meta-
heuristic algorithm offers a flexible, balanced operator to enhance local search capability
in contrast to another meta-heuristic algorithm. The following is the summary of the PPS
algorithm underlying mechanisms [15,22]:

The search direction for lth coordinate for gth dimension of the n dimension search
space can be defined as:

Sl
g =

{
1; g = l
0; g 6= l (g = 1, 2, . . . n; l = 1, 2, . . . n) (13)

The step length λ∗g for gth decision variable can be determined as:

λ∗g = λmin
g + rand×

(
λmax

g − λmin
g

)
(g = 1, 2, . . . n) (14)

where, λmin
g , λmax

g is the minimum and maximum step length for gth decision variable,
respectively.

The vector of the decision variable Xg is updated once in the direction of the coordinate
(l) as:

Xg = Xg + λ∗g × Sl
g (g = 1, 2, . . . n) (15)

The vector of control variables is modified on the basis of the minimum objective
function value. For all ‘n’ coordinates, this process continues. The pattern search direction
is obtained for the next optimization cycle:

Sl
g = Xg − Zg (g = 1, 2, . . . n; l = n + 1) (16)

where Zg is the initial value of the decision variable Xg.
Additionally, one of the coordinate’s direction was discarded in the direction of pattern

‘m’ as:
Sm

g = Sl
g (g = 1, 2, . . . n; l = n + 1) (17)
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The process goes on until the entire direction of the coordinate is discarded and the
entire operations restart in one of the coordinate directions again. Finally, until the Powell
method has reached maximum iterations, the process of updating continues.

3.2. Proposed Hybrid Jaya–PPS Algorithm

Jaya algorithm has a strong capacity to exploit search space globally, but sometimes
it suffers from premature convergence and can be stuck simply in local optima [6]. In
order to overcome this problem and to make this algorithm more efficient, a hybrid Jaya
algorithm, which combines the Jaya algorithm and PPS algorithm, is proposed in this
paper. The PPS algorithm is a class of direct search methods. In general, it has immunity to
strong local extremist trapping when used for local optimization. The proposed hybrid
approach is primarily concerned with balancing the exploration and exploitation steps of
the optimization procedure. PPS technique has good search space exploitation capability,
while Jaya is able to explore the search space very well. The goal of incorporating PPS with
Jaya is to combine the benefits of both algorithms.

Similar to other local search algorithms, the PPS algorithm is also sensitive to the
initial or starting point. In selecting the initial point arbitrarily, it requires a large number of
function evolutions, computation burden and slow convergence rate. In this research paper,
to overcome these demerits of the PPS algorithm, the integration of local search procedure
(Powell’s Pattern Search) into the classical Jaya algorithm has been carried out in three
different ways and the variants of hybrid Jaya–PPS thus developed are termed as J-PPS1,
J-PPS2 and J-PPS3. To evaluate the performances of these variants, the common controlling
parameters and the total number of function evaluations (NFE) used in J-PPS1, J-PPS2 and
J-PPS3 algorithms are set the same as the classical Jaya algorithm. As stated, all the hybrid
algorithms have the same number of function evaluations; thus, the additional criterion
introduced in the proposed hybrid algorithms is to maintain (balance) the total number
of function evaluations. The NFE has been used as a reference to the check efficiency of
various algorithms in this paper.

In the first strategy (J-PPS1), the PPS algorithm was applied considering its initial
point as the solution offered by the Jaya algorithm after applying it for 25% iterations. In
this case, the optimization process is a two-step process. In step 1 (first 25% of Itermax),
the Jaya algorithm was applied. However, in step 2 (remaining 75% of iterations), the PPS
algorithms were applied using the optimal setting of control variables offered by the Jaya
algorithm as initial point setting.

In the second strategy (J-PPS2), the Jaya algorithm and PPS algorithm were applied
for an equal number of iterations to maintain the balance between the exploration and
exploitation capability of the proposed J-PPS2 algorithm. In other words, the optimization
process was completed in two steps. In step 1 (50% of Itermax), the Jaya algorithm was
applied, while in step 2 (for the remaining 50% iterations), the PPS algorithms were applied
sequentially as in the case of J-PPS1.

In the third strategy (J-PPS3), the PPS algorithm was applied after exploiting the 75%
problem-solving capability of the Jaya algorithm, i.e., on the solution achieved by applying
the Jaya algorithm for 75% iterations. In other words, the optimization process was divided
into two steps. In step 1 (75% of Itermax), only the Jaya algorithm was applied, while
in step 2 (for the remaining 25% iterations), only the PPS algorithms were applied. A
flowchart of the proposed Jaya–PPS algorithm is shown in Figure 1.
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Figure 1. Flowchart of proposed hybrid Jaya–PPS algorithm.

The computational steps of the hybrid Jaya–PPS algorithm are summarized as follows:

i. Initialize the population with control variables and set maximum iteration count
IterJmax and the number of iterations IterJmax for the PPS method.

ii. Set iteration Iter = 0.
iii. Identify the worst and best solutions in the population on the basis of the extended

objective function value Equation (11).
iv. Modify the solutions using the best and the worst solutions Equation (12).
v. If the modified solution is found to be better than the previous one, move to step vi,

otherwise jump to step vii.
vi. Replace the previous solution with the modified one and jump to step viii.
vii. Retain previous solution.
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viii. Increase iteration number by 1, i.e., Iter = Iter + 1.
ix. If Iter < IterJmax, then move to step iii, else move to step x.
x. Select the best solution found by the Jaya algorithm as the initial point for the PPS

method and apply the PPS method for IterPmax iterations to attain a better solution.
xi. Stop. Optimal solution achieved.

4. OPF Results and Discussion

In order to demonstrate the effectiveness of the proposed hybrid Jaya–PPS algorithm,
DA, GWO, Jaya, J-PPS1, J-PPS2 and J-PPS3 algorithms were applied to the IEEE 30-bus
system [6,23], IEEE 57-bus system [24] and IEEE 118-bus system for solving OPF problems
with and without considering DG. The lower and upper limits of the 24 control variables,
line data, bus data along with their initial settings for the IEEE 30-bus system, are taken
from [23], while the emission and fuel cost coefficients are taken from [25]. In a combined
single-objective function, the weight of an objective is proportional to the preference factor
or weightage assigned to that objective function. This procedure is called a preference-
based multi-objective optimization. For comparison, the combined objective function,
COF, is obtained by considering the weighting factors WECM, WRPLM and WTVDM as 19,
22 and 21, respectively, as reported in [9]. The same procedure can be used for different
systems also.

The IEEE 30-bus system is modified by including renewable energy source-based DG
units. The optimal location for the DG unit is selected using the sensitivity of real power
loss and the generation cost to each real and reactive power [6]; in this case, it was bus no.
30. At this bus, the capacity selected for the type 1 DG unit is 5 MW.

The IEEE 57-bus test system has 7 generators and 80 branches. The lower and upper
voltage magnitude limits for all the generator and load buses of the system are considered
to be 0.94 pu and 1.06 pu, respectively. The limits for the regulating transformers’ tap
settings are taken as 0.9 pu and 1.1 pu. The generator coefficients, lower and upper limits
of all the 33 control variables and system data (bus data, line data) along with their initial
settings are taken from [24]. At 100 MVA base, the real power demand and reactive power
demand of this test system are 12.508 pu and 3.364 pu, respectively. In the case of the
IEEE 57-bus system, the combined objective function, COF, is obtained by considering the
weighting factors WECM, WRPLM and WTVDM as 300, 30 and 600, respectively. IEEE 57-bus
system is modified by inserting DG units [26]. The optimal locations of the type 1 DG units
are bus nos. 35 and 36 with the capacities of 47.9067 MW and 47.2636 MW, respectively.

To evaluate the scalability of proposed algorithms and prove their efficacy to solve
large-scale problems, all three variants of Jaya–PPS algorithms, the GWO and DA algorithm
were applied to solve the OPF problem IEEE 118-bus system. The system data, generator
coefficients, lower and upper limits of all the 130 control variables, along with their initial
settings, are taken from [27]. The active and reactive power demands of this test system
are 42.42 and 14.38 pu, respectively, at the 100 MVA base.

To demonstrate the effectiveness of the proposed algorithm, five cases considered are
as follows:

Case 1: OPF no DG in IEEE 30-bus test system.
Case 2: OPF with DG in IEEE 30-bus test system.
Case 3: OPF no DG in IEEE 57-bus test system.
Case 4: OPF with DG in IEEE 57-bus test system.
Case 5: OPF no DG in IEEE 118-bus system.

Various trials were carried out with different population sizes and no. of iterations.
The best results thus achieved and reported in this paper are for population pop = 30 and
no. of iterations Itermax = 200 for IEEE 30-bus test system and pop = 40 and Itermax = 300
for IEEE 57-bus test system. The OPF results with and without the inclusion of DG obtained
using various EC and hybrid Jaya algorithms are included in this section. These algorithms
were developed using MATLAB 13a version in a 3.6 GHz Intel Processor, 8 GB RAM Core
i7 and 64-bit operating personal computer.
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To compare the performance of various algorithms, all the algorithms were run for
the same number of function evaluations (NFE), which is equal to 6000 in the case of the
IEEE 30-bus test system and 12,000 in the case of the IEEE 57-bus test system. Details of the
implementation of various algorithms and inclusion of PPS in the three variants of hybrid
Jaya–PPS algorithms are given in Table 1.

Table 1. Details of the DA, GWO, Jaya, J-PPS1, J-PPS2 and J-PPS3 algorithms.

IEEE-30 Bus System

Algorithm Population Iterations Total NFE = 6000

Dragonfly Algorithm 30 200 30 × 200

GWO Algorithm 30 200 30 × 200

Jaya Algorithm 30 200 30 × 200

J-PPS1 30 200 30JFE × 50 + 30PSFE × 150

J-PPS2 30 200 30JFE × 100 + 30PSFE × 100

J-PPS3 30 200 30JFE × 150 + 30 PSFE × 50

IEEE-57 bus system and IEEE 118 Bus System

Algorithm Population Iterations Total NFE = 12,000

Dragonfly Algorithm 40 300 40 × 300

GWO Algorithm 40 300 40 × 300

Jaya Algorithm 40 300 40 × 300

J-PPS1 40 300 40JFE × 75 + 40PSFE × 225

J-PPS2 40 300 40JFE × 150 + 40PSFE × 150

J-PPS3 40 300 40JFE × 225 + 40PSFE × 75
NFE = Number of function evaluations; JFE = Number of Jaya Function Evaluations; PSFE = Number of PPS.
Function evaluation.

4.1. Case 1: OPF No DG in IEEE 30-Bus Test System

In this case, the proposed hybrid Jaya–PPS algorithms, Dragonfly algorithm [28], GWO
algorithm [29] and Jaya algorithm [21] were applied to solve the OPF problem considering
the combined objective function without DG. Table 2 shows the results of these methods
along with optimal control variable settings. The result clearly shows the superiority of
the proposed J-PPS3 over other methods. Its combined objective function (965.0228) is less
than those attained using other methods with no violation of the pre-specified constraints.
The results of hybrid Jaya–PPS algorithms are compared with DA, GWO, Jaya algorithm
and also with the reported results available in recent literature in Table 3.

Table 2. OPF results with optimum values of control variables for IEEE 30-bus system.

S. No. Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3

Generator real power output

1 Pg2 0.52656 0.52553 0.5167 0.5259 0.5266 0.527

2 Pg5 0.31146 0.31068 0.32214 0.3156 0.3165 0.3155

3 Pg8 0.35 0.35 0.3497 0.3496 0.3496 0.35

4 Pg11 0.25774 0.26257 0.27264 0.2699 0.2692 0.2652

5 Pg13 0.21671 0.21185 0.20712 0.2115 0.2091 0.2099

Generator voltage setting

6 Vg1 1.07429 1.07452 1.0728 1.0724 1.0735 1.0731
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Table 2. Cont.

S. No. Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3

7 Vg2 1.05972 1.06035 1.05906 1.0584 1.0597 1.0593

8 Vg5 1.03127 1.03473 1.03371 1.0308 1.0332 1.0318

9 Vg8 1.04147 1.0423 1.04155 1.0406 1.0409 1.0402

10 Vg11 1.05456 1.05344 1.05018 1.0555 1.0431 1.0402

11 Vg13 1.01607 1.01938 1.02735 1.0179 1.0206 1.0186

Transformer tap setting

12 T6-9 1.06778 1.08906 1.1 1.0991 1.0895 1.1

13 T6-10 1.01404 0.9811 0.94836 0.9499 0.9586 0.9435

14 T4-12 1.02163 1.01232 1.02587 1.0347 1.0304 1.0345

15 T28-27 1.00183 1.00725 1.00342 1.0095 1.0024 1.0023

Shunt VAR source setting

16 Qc10 0.04965 0.0486 0 0.0104 0.0273 0.0225

17 Qc12 0.00025 0.0009 0.00054 0.0498 0.0031 0.0477

18 Qc15 0.03634 0.01863 0.04966 0.0344 0.0321 0.0474

19 Qc17 0.04876 0.03188 0.05 0.0343 0.0441 0.05

20 Qc20 0.0499 0.04829 0.04985 0.0478 0.0479 0.0481

21 Qc21 0.05 0.05 0.04997 0.05 0.0499 0.0497

22 Qc23 0.04898 0.04621 0.01739 0.0486 0.05 0.04

23 Qc24 0.04978 0.05 0.04986 0.0497 0.0484 0.0482

24 Qc29 0.02535 0.03226 0.03039 0.0344 0.0271 0.0274

COF 965.3516 965.3025 965.2868 965.2159 965.1201 965.0228

Fuel Cost 829.3587 829.2395 831.5493 830.9938 830.8672 830.3088

Emission 0.2370 0.2373 0.2358 0.2355 0.2357 0.2363

Real Power Loss (RPL) 5.6859 5.6843 5.5780 5.6120 5.6175 5.6377

Total Voltage Deviation (TVD) 0.3046 0.3094 0.3114 0.2990 0.2948 0.2949

L-Index 0.1387 0.1389 0.1396 0.1392 0.1393 0.1388

Pg1 122.8389 123.0213 122.1479 121.7620 121.9175 122.2777

Table 3. Results of the proposed method and other methods for case 1.

Algorithm Comb. Obj Fun (COF) Fuel Cost ($/h) Emission (ton/h) RPL (MW) TVD (pu)

Base Case 1336.64501 902.00457 0.22232 5.84233 1.16014

DA 965.35164 829.35878 0.23705 5.68593 0.30469

GWO 965.30257 829.23953 0.23731 5.68435 0.30945

Jaya 965.28681 831.54930 0.23582 5.57800 0.31147

J-PPS1 965.2159 830.9938 0.2355 5.6120 0.2990

J-PPS2 965.1201 830.8672 0.2357 5.6175 0.2948

J-PPS3 965.0228 830.3088 0.2363 5.6377 0.2949

MSA [11] 965.2905 830.639 0.25258 5.6219 0.29385

MPSO [11] 986.0063 833.6807 0.25251 6.5245 0.18991

MDE [11] 973.6116 829.0942 0.2575 6.0569 0.30347
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Table 3. Cont.

Algorithm Comb. Obj Fun (COF) Fuel Cost ($/h) Emission (ton/h) RPL (MW) TVD (pu)

MFO [11] 965.8077 830.9135 0.25231 5.5971 0.33164

FPA [11] 971.9076 835.3699 0.24781 5.5153 0.49969

MSA [6] * 838.9233 0.2116 5.6149 0.1535

ABC [6] * 835.5230 0.2076 5.3948 0.1380

CSA [6] * 834.5125 0.2099 5.4250 0.1373

GWO [6] * 851.0491 0.2057 4.8925 0.2015

BSOA [6] * 830.7115 0.2251 5.7446 0.1836

MJAYA [6] * 833.3410 0.2064 5.1779 0.1196

MOEA/D-SF [12] - 883.322 0.21867 4.4527 0.1322

MOMICA [10] - 830.1884 0.2523 5.5851 0.2978

MOICA [10] - 831.2251 0.267 6.0223 0.4046

MNSGA-II [10] - 834.5616 0.2527 5.6606 0.4308

BB-MOPSO [10] - 833.0345 0.2479 5.6504 0.3945

NKEA [10] - 834.6433 0.2491 5.8935 0.4448

FKH [9] - 828.3271 0.2549 5.3828 0.4925

KH [9] - 827.7054 0.2526 5.4977 0.4930

FA [9] - 829.5778 0.2527 5.5104 0.5661

* Different weighting factors.

From Table 3, it can be noted that the proposed J-PPS3 algorithm provides the min-
imum value of the combined objective function. This demonstrates the effectiveness of
the proposed J-PPS3 algorithm as compared to DA, GWO, Jaya, J-PPS1 and J-PPS2 algo-
rithms and other competitors [6,9–11]. Convergence characteristics of DA, GWO, Jaya,
J-PPS1, J-PPS2 and J-PPS3 algorithms are shown in Figure 2, while Figure 3 displays the
voltage profile provided by the proposed J-PPS3 algorithm. This figure shows that voltages
magnitudes at all the buses are within the given upper and lower limits.
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4.2. Case 2: OPF with DG in IEEE 30-Bus Test System

In this case, the DA, GWO, Jaya, J-PPS1, J-PPS2 and J-PPS3 algorithms were applied
to solve the optimal power flow problem incorporating DG considering the minimization
of fuel cost, real power loss, emission and total voltage deviation. Afterward, their results
were compared to find the best algorithm. The results of this case for all the algorithms
along with optimal control variable settings are shown in Table 4. The numerical outcomes
in Table 4 demonstrate that the proposed J-PPS3 algorithm is more effective as compared to
other approaches for solving the OPF problem with DG. The combined objective function
value obtained using the J-PPS3 algorithm is 937.3486, which is less than those of the DA,
GWO, Jaya, J-PPS1 and J-PPS2 methods without any violation of the limits.

Table 4. OPF results with optimum values of control variables for the IEEE 30-bus system.

S. No. Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3

Generator Real power output

1 Pg2 0.51902 0.51557 0.51579 0.516 0.5161 0.5162

2 Pg5 0.31184 0.31164 0.31143 0.3119 0.3116 0.311

3 Pg8 0.3500 0.34999 0.3500 0.35 0.35 0.35

4 Pg11 0.25881 0.2574 0.26254 0.2596 0.2619 0.261

5 Pg13 0.20565 0.2019 0.20564 0.2063 0.2039 0.2056

Generator voltage setting

6 Vg1 1.07105 1.07422 1.06371 1.0709 1.0732 1.0724

7 Vg2 1.05748 1.06016 1.04926 1.0579 1.0594 1.0595

8 Vg5 1.03158 1.03316 1.02234 1.0297 1.0329 1.0325

9 Vg8 1.04001 1.04209 1.03217 1.0381 1.0434 1.0423

10 Vg11 1.09934 1.04159 1.04782 1.0459 1.0379 1.0416

11 Vg13 1.02435 1.01592 1.02994 1.023 1.0143 1.0164

Transformer tap setting

12 T6-9 1.01015 1.09902 1.09958 1.0981 1.0997 1.0998

13 T6-10 1.1 0.92446 0.92521 0.958 0.9565 0.9585
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Table 4. Cont.

S. No. Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3

14 T4-12 1.0343 1.02314 1.03347 1.0398 1.0182 1.0241

15 T28-27 1.0054 1.02139 1.00165 1.0028 1.013 1.0089

Shunt VAR source setting

16 Qc10 0.00001 0.00136 0.00394 0.0436 0.0498 0.0494

17 Qc12 0.01415 0.04996 0.00005 0.0422 0.0344 0.0251

18 Qc15 0.04982 0.03682 0.04071 0.0457 0.0385 0.0454

19 Qc17 0.03936 0.05 0.04992 0.0484 0.05 0.0457

20 Qc20 0.02121 0.00011 0.04959 0.0481 0.05 0.0484

21 Qc21 0.04912 0.05 0.04867 0.0492 0.05 0.05

22 Qc23 0.03649 0.05 0.03892 0.0386 0.04 0.0397

23 Qc24 0.05 0.05 0.04854 0.0482 0.05 0.05

24 Qc29 0.01492 0.05 0.02444 0.012 0.0235 0.0211

COF 938.5816 938.4980 938.3787 937.6646 937.3837 937.3486

Fuel Cost 811.9476 811.2105 812.3347 811.9609 811.8993 811.8635

Emission Cost 0.2328 0.2340 0.2327 0.2329 0.2330 0.2329

Real Power Loss 5.2318 5.2836 5.2871 5.2381 5.2171 5.2214

Total Voltage Deviation 0.3385 0.3142 0.2525 0.2875 0.2990 0.2946

Pg1 119.0998 120.0336 119.1471 119.2581 119.2671 119.2414

L-Index (LI) 0.1046 0.1017 0.1036 0.1027 0.1017 0.1019

It should be noted that the combined objective function of the proposed J-PPS3
decreased from 965.0228 (Case 1) to 937.3486 by 2.86% after placing the DG as anticipated.
Type 1 DG has been modeled as a negative load, and hence the total load demand is
reduced. This further decreases the fuel cost and hence the combined objective function.

After integrating the DG, the convergence characteristics of DA, GWO, Jaya, J-PPS1,
J-PPS2 and J-PPS3 algorithms are depicted in Figure 4. As can be observed from Figure 4, J-
PPS3 provides fast and smooth convergence characteristics compared to the other methods.
The voltage magnitudes at all the buses provided by the proposed J-PPS3 algorithm are
shown in Figure 5, which are within the specified limits.
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4.3. Case 3: OPF No DG in IEEE 57-Bus Test System

In this case, to evaluate the scalability of the J-PPS3 algorithm and to prove its efficacy
to solve large scale problems, all six DA, GWO, Jaya, J-PPS1, J-PPS2 and J-PPS3 algorithms
were applied to solve the OPF problem in the IEEE 57-bus test system with no DG placed in
it. In this case, the combined objective function for OPF comprises fuel cost, emission, real
power loss and total voltage deviation. The OPF results and the optimal control variable
settings of the J-PPS3 algorithm are compared with DA, GWO, Jaya, J-PPS1 and J-PPS2 in
Table 5. Table 6 displays the comparison of numerical outcomes of DA, GWO, Jaya, J-PPS1,
J-PPS2 and J-PPS3 algorithms and the reported results [10,12] for the IEEE 57-bus system.
Figure 6 displays the convergence characteristics of DA, GWO, Jaya, J-PPS1, J-PPS2 and
J-PPS3 algorithms.

Table 5. Optimum values of control variables for IEEE 57-bus system without DG.

S. No Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3

Generator active power output

1 Pg2 0.9998 1 1 0.9997 0.9994 0.998

2 Pg3 0.52822 0.63533 0.57092 0.6064 0.6052 0.6058

3 Pg6 0.9934 0.92366 0.87967 1 0.9631 0.9196

4 Pg8 3.15449 3.13702 3.21403 3.1116 3.1263 3.1868

5 Pg9 0.99979 1 0.99992 0.9998 0.9994 0.9964

6 Pg12 4.09988 4.0985 4.09921 4.0848 4.1 4.1

Generator voltage setting

7 Vg1 1.03896 1.04785 1.0333 1.0248 1.0321 1.0292

8 Vg2 0.95129 1.09823 1.09987 1.1 1.0873 1.0761

9 Vg3 1.0799 0.97546 1.08977 0.95 1.1 1.0919

10 Vg6 0.95 1.02 0.97047 1.0289 1.0209 1.0343

11 Vg8 0.99115 0.99545 1.00747 1.011 1.0133 1.0118

12 Vg9 0.95157 1.03031 0.97345 1.0273 1.0485 1.0125

13 Vg12 1.00525 1.01681 1.01609 1.0214 1.0109 1.0211
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Table 5. Cont.

S. No Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3

Transformer tap setting

14 T4-18 1.06804 1.09919 0.98026 0.9344 0.9205 1.0968

15 T4-18 0.90157 0.9 0.91699 1.0891 1.0094 0.9272

16 T21-20 1.00286 0.97166 1.09774 0.9698 0.9791 0.9821

17 T24-25 0.95085 1.03327 1.09303 0.9958 1.0922 1.0199

18 T24-25 1.0109 1.06638 0.90024 1.0045 0.9006 0.975

19 T24-26 1.04559 1.03573 1.0347 1.0213 1.0562 1.0157

20 T7-29 0.92573 0.95287 0.94193 0.9534 0.9446 0.9336

21 T34-32 0.92662 0.93717 0.93982 0.9444 0.916 0.9304

22 T11-41 0.90366 0.9 0.90013 0.9073 0.9 0.9116

23 T15-45 0.9482 0.96314 0.94642 0.9546 0.9364 0.9581

24 T14-46 0.94622 0.96437 0.97134 0.9641 0.976 0.977

25 T10-51 0.98181 1.02617 0.99404 0.9977 0.9789 0.9893

26 T13-49 0.92296 0.9 0.93097 0.9086 0.912 0.9

27 T11-43 0.91315 0.9141 0.92554 0.9278 0.9504 0.95

28 T40-56 1.09814 1.03063 1.06585 1.0017 0.9851 0.9818

29 T39-57 0.90081 0.95428 0.91838 0.9324 0.9307 0.9135

30 T9-55 0.97945 0.94635 0.99248 0.9699 0.9735 1.0015

Shunt VAR source setting

31 Qc18 0.05841 0.0326 0.00118 0.1531 0 0.0857

32 Qc25 0.08446 0.19243 0.12834 0.1706 0.0792 0.1308

33 Qc53 0.14752 0.10041 0.14808 0.1577 0.0795 0.1171

COF 43,887.4176 43,864.8418 43,833.6421 43,825.8807 43,793.8820 43,788.6319

Fuel Cost 42,584.4552 42,587.9655 42,547.0948 42,575.9726 42,580.0946 42,564.4608

Emission Cost 1.3577 1.3447 1.3708 1.3336 1.3433 1.3566

Real Power Loss 13.6065 13.2727 12.772 12.5408 12.5242 12.5079

Voltage Deviation 0.8124 0.7921 0.8202 0.7893 0.7251 0.7365

Pg1 186.8485 184.6217 187.1970 183.1103 183.9874 182.6473

L-Index 0.2638 0.2429 0.2512 0.2418 0.2669 0.2501

Table 6. OPF results of IEEE 57-bus system without DG.

Algorithm COF FCost ($/h) Emission (ton/h) PLoss (MW) TVD (pu)

Base Case 53,828.14303 51,395.57064 2.76165 28.36589 1.25517

DA 43,887.43700 42,584.46959 1.35770 13.60665 0.81243

GWO 43,864.84184 42,587.97294 1.34478 13.27275 0.79209

Jaya 43,833.62963 42,547.09273 1.37089 12.77199 0.82018

J-PPS1 43,825.8807 42,575.9726 1.33366 12.54089 0.78931

J-PPS2 43,793.88205 42,580.09468 1.34333 12.52422 0.72511

J-PPS3 43,788.63196 42,564.46087 1.35666 12.50792 0.73656

MOMICA [10] - 41,983.0585 1.496 13.6969 0.797
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Table 6. Cont.

Algorithm COF FCost ($/h) Emission (ton/h) PLoss (MW) TVD (pu)

MOICA [10] - 41,998.5661 1.7605 13.3353 0.8748

MNSGA-II [10] - 42,070.82476 1.4965 14.4557 0.8896

BB-MOPSO [10] - 41,994.019127 1.5336 12.609 1.0742

NKEA [10] - 42,065.9964 1.5174 13.9764 1.042

MOEA/D-SF [12] - 42,648.69 1.3437 11.8862 0.6713
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The results in Table 6 prove the dominance of the hybrid J-PPS3 algorithm over other
EC-based and hybrid Jaya–PPS algorithms in solving the OPF problem for a large-size
power system. The proposed J-PPS3 algorithm provided the combined objective function
value as 43,788.631, which is better than the combined objective functions offered by other
algorithms with no constraint violation. The bus voltages profile obtained using the J-PPS3
algorithm is within specified limits, as shown in Figure 7.
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4.4. Case 4: OPF with DG in IEEE 57-Bus Test System

In this case, to establish the effectiveness of the J-PPS3 algorithm for solving the OPF
problem, the IEEE 57-bus test system with two DGs [26] is considered. The obtained results
and the optimal control variable settings of the J-PPS3 algorithm are compared with those
of DA, GWO, Jaya, J-PPS1 and J-PPS2 algorithms in Table 7.

Table 7. OPF results for IEEE 57-bus system with two DGs.

S. No Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3

Generator active power output

1 Pg2 0.90988 0.9991 0.89863 0.9371 0.9368 0.9836

2 Pg3 0.47575 0.49202 0.47457 0.4728 0.4807 0.468

3 Pg6 0.59547 0.36955 0.46213 0.4847 0.3041 0.4147

4 Pg8 3.33676 3.49929 3.47521 3.3894 3.5637 3.4798

5 Pg9 0.99353 0.99999 0.99976 0.9991 0.9981 0.9999

6 Pg12 3.94011 3.86025 3.94345 3.975 3.9554 3.8995

Generator voltage setting

7 Vg1 1.01833 1.0183 1.01557 1.01 1.0157 1.0166

8 Vg2 1.1 1.09571 1.09894 1.0944 1.1 1.0623

9 Vg3 1.06087 1.05416 1.06987 1.0323 1.0681 1.0749

10 Vg6 0.95 1.08551 1.0955 1.0069 1.0442 1.0497

11 Vg8 1.01291 1.01015 1.00346 0.9835 0.995 1.0026

12 Vg9 1.01131 0.95038 0.98631 1.0073 1.0118 1.0272

13 Vg12 1.01181 1.02021 1.00427 0.9893 1.0088 1.0031

Transformer tap setting

14 T4-18 0.90037 1.09424 0.9 0.9 1.1 1.0552

15 T4-18 1.09998 0.9 1.0984 1.1 0.9078 0.9054

16 T21-20 1.04432 0.98565 0.98642 0.9794 0.9887 0.9924

17 T24-25 0.90006 1.1 1.034 1.0489 1.0928 1.0455

18 T24-25 1.07936 0.9 0.97881 1.0794 1.0714 1.1

19 T24-26 1.03695 1.00296 1.00993 0.9978 1.0712 1.0429

20 T7-29 0.97201 0.97227 0.95166 0.9815 0.9461 0.9496

21 T34-32 0.94356 1.00622 0.99596 0.986 0.989 0.9887

22 T11-41 0.9784 0.96604 0.95685 0.9594 0.967 0.9653

23 T15-45 0.97868 0.97901 0.98099 0.9703 0.9716 0.9806

24 T14-46 0.97857 0.97699 0.96899 0.9481 0.9764 0.9876

25 T10-51 0.98858 0.99304 0.98007 0.9786 0.9806 0.9783

26 T13-49 0.92431 0.93811 0.93098 0.9007 0.9317 0.9271

27 T11-43 0.99037 1.00372 0.98421 0.9637 0.9821 0.9837

28 T40-56 0.91921 0.90084 0.93647 0.9182 0.9 0.9265

29 T39-57 0.98075 0.99828 0.98771 0.9938 1.0123 0.979

30 T9-55 0.95101 0.98913 0.98154 0.9159 0.9474 0.9383

Shunt VAR source setting

31 Qc18 0.18621 0.00004 0.12891 0.1062 0.0216 0.0212

32 Qc25 0.06171 0.14674 0.11436 0.1869 0.169 0.1737



Energies 2021, 14, 2831 19 of 24

Table 7. Cont.

S. No Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3

33 Qc53 0.1296 0.19995 0.16624 0.1797 0.0752 0.065

COF 39,200.1782 39,173.0979 39,162.8890 39,167.5961 39,165.9645 39,136.3249

Fuel Cost 38,120.8335 38,114.7354 38,105.9569 38,059.9136 38,048.2507 38,033.8329

Emission Cost 1.2751 1.3099 1.3218 1.3035 1.3612 1.3115

Real Power Loss 12.3189 13.1703 12.5706 12.8818 13.3724 12.9742

Total Voltage Deviation 0.5454 0.4504 0.4721 0.5469 0.5136 0.5329

Pg1 142.7987 146.7800 142.8253 142.7015 145.1223 144.0540

L-Index 0.1393 0.1241 0.1290 0.12921 0.1252 0.1250

The results in Table 7 prove the dominance of the proposed hybrid J-PPS3 algorithm
over other EC-based and hybrid Jaya–PPS algorithms in successfully handling the OPF
problem in large-scale systems penetrated with two DG units. The proposed J-PPS3
algorithm provided the combined objective function value as 39,136.324, which is better
than the combined objective functions offered by other algorithms without violating the
constraints. The combined objective function of J-PPS3 decreased from 43,778.631 (Case 3)
to 39,136.324 (by 10.60%) after implanting two DGs as expected.

In this case, the proposed J-PPS3 algorithm also provided fast and smooth convergence
characteristics compared to other algorithms, as shown in Figure 8. The bus voltages profile
obtained by the J-PPS3 algorithm is within limits, as shown in Figure 9.
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4.5. Case 5: OPF No DG in IEEE 118-Bus System

In Case 5, fuel cost is selected as the main objective. The minimum fuel cost obtained
by the J-PPS3 algorithm is 129,507.6123 $/h, while the minimum fuel cost obtained by
J-PPS2 and J-PPS1 algorithms is 129,821.4309 $/h and 129,961.8924 $/h, respectively. The
minimum fuel cost obtained using hybrid Jaya–PPS algorithms and other meta-heuristic
algorithms are depicted in Table 8. From Table 8, it is clear that the fuel cost obtained from
J-PPS3 algorithm is the least compared to other methods, demonstrating the effectiveness
of the proposed J-PPS3 algorithm compared to the J-PPS2, J-PPS1, DA, GWO algorithms
and other competitors in handling the OPF problem in a large-sized power system. The
fuel cost characteristics for Case 5 are shown in Figure 10.

Table 8. Case 5 (Fuel cost minimization) results in IEEE 118-bus system.

Algorithm Fuel Cost ($/h) TVD (pu) PG69 (Slack Bus)
Power Loss

MW MVAr

Base Case 131,220.0208 1.4389 513.8101 132.8101 782.6073

J-PPS1 129,961.8924 1.4402 489.0344 113.4784 745.3196

J-PPS2 129,821.4309 1.5238 430.2158 118.5608 762.0786

J-PPS3 129,507.6123 1.3486 440.1366 109.6528 668.4798

Jaya 130,165.8424 1.4991 482.2581 112.9269 740.0970

DA 130,016.5235 1.4596 450.9608 119.1369 751.3072

GWO 130,053.1453 1.4015 461.0356 108.2561 698.1435

IMFO [20] 131,820.0000 1.5944 407.192 77.6522 −910.020

Interior point [30] 129,720.70 N. A N. A N. A N. A

CC-ACOPF [31] 129,662.0 N. A N. A N. A N. A

NLP [32] 129,700 N. A N. A N. A N. A

QP [32] 129,600 N. A N. A N. A N. A

MIQP [32] 129,600 N. A N. A N. A N. A

ALC-PSO [33] 129,546.0847 N. A N. A N. A N. A
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Table 8. Cont.

Algorithm Fuel Cost ($/h) TVD (pu) PG69 (Slack Bus)
Power Loss

MW MVAr

PSOGSA [34] 129,733.58 N. A N. A 73.21 N. A

GPU-PSO [35] 129,627.03 N. A N. A 76.984 N. A

IMFO = improved moth-flame optimization; ALC-PSO = particle swarm optimization with an aging leader and challengers; PSOGSA
= Hybrid Particle Swarm Optimization and Gravitational Search Algorithm; GPU-PSO = Partial swarm optimization-based graphics
processing units; CC-ACOPF = Chance Constrained Optimal Power Flow; QP = quadratic programming; MIQP = Mixed Integer quadratic
programming.
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5. Statistical Analysis

Statistical analysis was carried out to evaluate the robustness of DA, GWO, Jaya,
J-PPS1, J-PPS2 and J-PPS3 algorithms to solve the OPF problem with and without DG. A
total of 50 independent trials were carried out with the same population size and same no.
of function evaluations for each case. As previously mentioned, the population sizes and
the maximum NFE were 30 and 6000 for the IEEE 30-bus test system, respectively, and as 40
and 12,000 for the IEEE 57-bus system, respectively, which provided the best results. These
trials were utilized to find out the best value, worst value, average (mean) value of OPF
results and standard deviation (SD) required for statistical analysis of various algorithms
implemented in this paper and are shown in Tables 9 and 10, respectively. These tables
show that, for all the considered cases of IEEE 30-bus and IEEE 57-bus test systems, the
best, worst and mean values are nearest to each other; therefore, the standard deviation
values are low. The smallest SD values offered by the proposed J-PPS3 algorithm in all
the cases clearly indicate that statistically meaningful results are obtained by the proposed
J-PPS3 method. This affirms the robustness of the proposed algorithm.
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Table 9. Performance measures of various algorithms for IEEE 30-bus system.

Algorithm
Without DG Incorporating DG

Best Worst Mean Std.
Deviation Best Worst Mean Std.

Deviation

DA 965.3516 966.4352 965.8734 0.02526 938.5816 939.1761 938.7554 0.02615

GWO 965.3025 966.7339 965.7564 0.02151 938.4980 939.2469 938.8678 0.02387

Jaya 965.2868 966.8154 965.8975 0.01983 938.3787 939.2543 938.9781 0.01955

Jaya–PPS1 965.2159 965.6587 965.4260 0.01851 937.6646 937.8942 937.7815 0.01829

Jaya–PPS2 965.1201 965.4089 965.2481 0.01809 937.3837 937.6582 937.4982 0.01785

Jaya–PPS3 965.0228 965.3261 965.2094 0.01132 937.3486 937.5803 937.4623 0.01105

Table 10. Performance measures of various algorithms for IEEE 57-bus system.

Algorithm
Without DG Incorporating DG

Best Worst Mean Std.
Deviation Best Worst Mean Std.

Deviation

DA 43,887.437 43,973.873 43,893.893 0.02988 39,200.178 39,218.879 39,207.656 0.02887

GWO 43,864.841 43,896.887 43,871.698 0.02917 39,173.097 39,181.365 39,178.432 0.02828

Jaya 43,833.629 43,845.953 43,839.894 0.02820 39,162.889 39,175.542 39,168.764 0.02812

Jaya–PPS1 43,825.880 43,839.720 43,833.542 0.02588 39,167.596 39,176.742 39,172.427 0.02609

Jaya–PPS2 43,793.882 43,804.659 43,800.752 0.02602 39,165.964 39,174.694 39,169.524 0.02531

Jaya–PPS3 43788.631 43797.462 43793.298 0.01299 39136.324 39140.437 39138.542 0.01297

6. Conclusions

This paper proposes a hybrid Jaya–PPS algorithm using Jaya and Powel’s Pattern
Search method to solve the multi-objective optimal power flow problem incorporating DG
to minimize generation fuel cost, emission, real power loss and voltage profile improvement
simultaneously. The multi-objective optimization problem has been solved by transforming
it into a single-objective optimization problem using weighting factors. Three versions
of hybrid Jaya–PPS techniques J-PPS1, J-PPS2 and J-PPS3, were developed by integrating
the PPS method in different ways. In order to evaluate the performance of the proposed
hybrid Jaya–PPS algorithms, these algorithms were employed to solve the OPF problem in
standard IEEE 30-bus and IEEE 57-bus systems with/without DG and IEEE 118-bus systems
for fuel cost minimization. The results achieved by the hybrid Jaya–PPS algorithms were
compared to the Dragonfly algorithm, Grey Wolf Optimization and Jaya algorithms, and
the reported results published in recent literature. The numerical outcomes demonstrate
that the proposed J-PPS3 algorithm dominates other approaches when solving the OPF
problem. For example, the combined objective function found by Jaya–PPS1 for the 30-bus
system is 937.3486, with a reduction of 2.86% of the original system, with a 0.01105 standard
deviation. This benefit increases further with the size of the system. Statistical analysis has
shown that the hybrid J-PPS3 algorithm is a reliable and robust optimization algorithm.
As the hybrid J-PPS3 algorithm has good exploration and exploitation properties, it can
reliably solve the OPF problem in practical power systems.
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Nomenclature

W dependent variable
X control variable
M (W, X) objective function
g (W, X) & h (W, X) equality and inequality constraints
NB number of buses
NLB number of load buses
Ntl number of transmission lines
NGN numbers of generators
NC number of VAR compensation units
NTR number of regulating transformers
Pdi and Qdi active and reactive load
Pgi and Qgi Active & reactive power generations
PLoss and QLoss real and reactive power loss
Umin

gk
and Umax

gk
minimum & maximum voltage limits of kth generator bus

Qmin
gk

and Qmax
gk

minimum and maximum limits of reactive power output of kth generator
Pmin

gk
and Pmax

gk
minimum and maximum active power limits of kth generating unit

Tmax
k and Tmin

k maximum and minimum tap setting of kth transformer
Umax

Lk
and Umin

Lk
maximum and minimum voltage limit of kth load bus

Smax
lk

maximum MVA flow in kth transmission line
C1, C2, C3 and C4 penalty factors corresponding to limit violations
Ai, Bi, and Ci fuel cost coefficients of the ith generating unit
Pg1 slack bus generator’s active power output
αi, βi, γi, ξi, λi emission coefficients of ith generating unit
pop Population size
Itermax Maximum No. of iterations
IterJmax Maximum No. of Jaya iterations
IterPmax Maximum No. of PPS iterations
NFE Number of function evaluations
JFE Number of Jaya Function Evaluations
PSFE Number of PPS Function Evaluation
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Abstract. A hybrid model is proposed that integrates two popular image 

captioning methods to generate a text-based summary describing the contents of 

the image. The two image captioning models are the Neural Image Caption (NIC) 

and the k-nearest neighbor approach. These are trained individually on the 

training set. We extract a set of five features, from the validation set, for 

evaluating the results of the two models that in turn is used to train a logistic 

regression classifier. The BLEU-4 scores of the two models are compared for 

generating the binary-value ground truth for the logistic regression classifier. For 

the test set, the input images are first passed separately through the two models 

to generate the individual captions. The five-dimensional feature set extracted 

from the two models is passed to the logistic regression classifier to take a 

decision regarding the final caption generated which is the best of two captions 

generated by the models. Our implementation of the k-nearest neighbor model 

achieves a BLEU-4 score of 15.95 and the NIC model achieves a BLEU-4 score 

of 16.01, on the benchmark Flickr8k dataset. The proposed hybrid model is able 

to achieve a BLEU-4 score of 18.20 proving the validity of our approach. 

Keywords: Image captioning, k-nearest neighbor, Neural networks, Long-Short 

Term Memory (LSTM), Logistic regression, Hybrid model, BLEU scores. 

1   Introduction 

Image captioning is the task of generating text that describes a given image. Describing 

the contents of an image in a textual way has many applications, for example, describing 

contents on a screen for visually impaired, real time captioning of videos, and in 

robotics. Image captioning is different from image classification since it involves not 

only identifying the objects in the image, but also summarizing the relation between the 

objects in the image using natural language. A lot of research work has been done in 

this topic in recent times [1] [2] [3] [4]. One method is to use the k-Nearest Neighbor 

(kNN) approach [2] to select a caption in the dataset that accurately describes the image. 

This involves finding a consensus caption from a set of captions that describe images 

that are similar to the test image. If the set of images are diverse, one would expect the 

selected caption to be generic (example- a dog). If the images are similar, the caption 

selected would be more specific (example- a black dog). 

 



Another approach is to use the Neural Networks to generate novel captions that describe 

the test image. The model in [1] uses a recurrent neural network for generating the 

sentences and is also called Neural Image Caption (NIC). This approach uses a 

combination of pre-trained convolutional neural network VGG16 that processes the 

input image, and Long-Short Term Memory (LSTM) [5] which is well suited for 

processing sequential data i.e. the captions in this case. We propose to integrate the two 

approaches- NIC and kNN into a hybrid model that uses a trained logistic regression 

classifier to choose the better caption. If the test image is quite similar to the images in 

the training set, one would expect the captions generated by Nearest Neighbor be better 

than the Neural Network approach. Otherwise, the novel captions generated by NIC 

tend to be better. We seek to find a set of criteria to choose the model that would provide 

the better captions for an input image. We use Flickr8K dataset to evaluate our model. 

The organization of this paper is as follows: the related work is discussed in section 2, 

the proposed hybrid model is presented in section 3, the results are analyzed in section 

4 and the conclusion is drawn in section 5. 

2   Related Work 

Image caption generation is mostly implemented either by distance-based matching or 

by training neural networks like LSTM. Distance or similarity based classifiers have 

managed to carve their own niche despite the success of neural networks for image 

classification [10]. This fact is reconfirmed through our own experiments which prove 

that for several examples, the distance-based classifier outperforms the neural network 

in caption generation. A hybrid model incorporating the goodness of both distance-

based and neural network approaches is proposed in our work and will be described in 

detail in subsequent sections. We discuss works pertaining to both approaches in this 

section. Devlin et al. proposed a k-Nearest Neighbor (kNN) approach for image 

captioning [2]; this is the kNN model in our hybrid technique. This approach generates 

a caption for the test image using the captions of images in the training set that are 

similar to the test image. This approach finds the nearest k images for the test image 

using the cosine similarity metric, for three different feature spaces: GIST, fc7 and fc7-

fine.  Each of the k images have 5 captions each, so the candidate caption set C consists 

of n=5*k captions. Then the Consensus Caption c* according to [2] is the caption with 

highest similarity score (BLEU-4 score [7]) with all the captions within subset M of C. 
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Vinyals et al. proposed a neural network model called Neural Image Caption (NIC) to 

generate novel image captions; this is the second model used in our hybrid technique. 

It consists of an encoder CNN connected to an LSTM network. The CNN is pre-trained 

on image classification task and the last hidden layer of CNN is used as input to the 

LSTM network. The model maximized the probability p (S| I) where I is the image and 

S is a sequence of words {S1, S2, …} that describes the image. The model used the CNN 

to extract a feature vector from the input image which is then used as an input to the 



LSTM circuit. Then, using the encoded image and the partial caption (which at the 

beginning would be null or a special start token), the output of the LSTM would be the 

probability of each word in the dictionary to be the next word in the sequence, out of 

which we either take the one with the maximum probability (greedy search), or choose 

the top i words (beam search). The word would be added to the previous partial caption 

to generate the new partial caption. The caption would end when a special end token 

was selected or a specified length was reached. The model was trained using stochastic 

gradient descent [8] minimizing the loss function:  

                                              ( , ) ( )log t t

t

L I pS S= −                                                   (2) 

The loss function is the summation of negative log probabilities of correct word St 

at each step t. Before training, basic pre-processing is done on captions in the dataset. 

All words with occurrences greater than 5 are kept in the dictionary. Unlike the k-

Nearest Neighbor (kNN) model which chooses a caption from the training set that best 

represents the test image, NIC Generator can construct novel captions which are not 

present in the training set. Recent literature focusses on modifying LSTM-based 

network architectures for improvising the natural language in image captions. A 

hierarchical LSTM in a recent work [9] comprises of a phrase decoder and a sentence 

decoder for generating image description. Xu et al. [4] developed an attention-based 

model which was able to focus on relevant parts of the image to generate better captions. 

Ding et al. [3] proposed that instead of assigning equal weights to all words, one could 

assign different weights to words according to their importance in the sentence. For 

example, for the images of a bird, the word ‘bird’ would have a larger weight. This also 

prevents mis-recognition since the main subjects in the image are identified correctly. 

 

 

3   Proposed Hybrid Model 
 

In this section, we propose a hybrid model that combines two state-of-the-art models: 

Neural Image Caption (NIC) [1] and k-Nearest Neighbor approach [2] to generate 

captions for an input image. Both models were described in detail in section 2. In our 

NIC implementation, the image is first fed to a pre-trained convolutional neural 

network, Inception-V3 [6], that produces a rich representation of the input image by 

encoding it into a fixed-length vector of size 2048. This vector is the output of the last 

hidden layer of the Inception-V3 model and it is given as input to a LSTM which is a 

recurrent neural network.  

Our hybrid technique incorporates a meta-classifier (logistic regression) that will 

choose the better model for a given input image and use the caption generated by this 

model. The general idea for a hybrid model is shown in Fig. 1. We propose a generic 

algorithm which requires classifying an image into either category A or category B, 

where category A is the category of images that are better modeled by NIC and category 

B is the category of images that are better modeled by k-Nearest Neighbor model. We 

use logistic regression for this classification and discuss some possible set of features 

which can help us to produce a robust classifier. 



              
         

          Fig. 1. Generic layout of a hybrid model which combines N image captioning models 

3.1   Methodology 

Let M1 and M2 be the NIC model [1] and the k-nearest neighbor model [2], respectively 

that are trained individually on the training set of images and their ground-truths 

(captions). We propose a hybrid model M which selects a consensus caption c* for a 

given input image I using the following steps. 

1. Generate caption c1 using M1 for given input image I. 

2. Generate caption c2 using M2 for given input image I. 

3. A set of five features (section 3.2) are extracted from the two models using the 

validation set and fed as input to the logistic regression classifier. 

4. The BLEU-4 scores of the two models are compared for generating the binary-

value ground truth for the logistic regression classifier (0 if BLEU(M1)≥ 

BLEU(M2),  else 1 if BLEU(M1)< BLEU(M2)). 

5. For the test set, the input images are first passed separately through the two 

models to generate the individual captions. The five-dimensional feature set 

extracted from the two models is passed to the logistic regression classifier to 

take a decision regarding the final caption generated which is the best of two 

captions generated by the models. 

6. If the logistic regression classifier predicts that M1 produces a better caption 

i.e. predicted value y=0 for I, then c* = c1, else if y=1, then c* = c2. 

The block diagram for the process is shown in Fig. 2. 

3.2   Feature extraction and normalization 

We propose a set of five features extracted from the classification results of models M1 

and M2  that is used for training the meta-classifier in our hybrid model. The qualitative 

definitions of the new features are enlisted as follows. 

a. The confidence score that the NIC model has for the caption it generated for 

the given image. 



b. The confidence score that the k-nearest neighbor model has for the caption it 

generated for the given image. 

c. A measure of similarity between the images in the training data to the input 

image in consideration. 

d. The length of the captions generated by both the models. 

The above conditions led us to formulate the five features quantitatively as follows. 

1. Length-normalized log probability p* of c1 (from M1) which is a measure of 

the confidence M1 has on c1. 

2. The average (BLEU-4) similarity score of c* (from M2), from (1). 

3. Cosine similarity Sc between input image I and the image Y, where Y belongs 

to K the set of the k nearest images to I, summed over all Y. Averaging the 

similarity scores across multiple samples of a class improves accuracy as 

observed in [12]. The features are derived from the fc7 layer of VGG16 

pretrained network used in model M2 [2]. 
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4. The two features: length of caption c1 (=l1) and length of caption c2 (=l2).      

 

                                             
 
Fig. 2. Process flow of generating consensus caption c* for input image using proposed model M 

 

These features are now normalized so that their absolute values lie in the range [0, 1]. 

We divide both l1 and l2 by the length of the longest caption in the Flickr8k dataset (=35 

words). We divide Sc by five times the number of summands in its summation (i.e. 5k) 

in (3) and we divide 
'

( *, ')
c M

Sim c c


  by the number of summands in its summation (i.e. 

|M|) in (1). Finally, we have the normalized feature vector fn given by (4) that is the 

input to the logistic regression classifier. 
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4   Results 

We use Flickr8K dataset [11] to evaluate our hybrid model. It contains 8092 images 

with 5 captions each, out of which 6000 are used for training, 1000 for testing and the 

rest for development. We first compare BLEU-1 and BLEU-4 scores for various LSTM 

beam sizes in Table 1. In Table 2, we present results for: 1) Neural network based NIC 

model [1], with beam size i= 3 which has the highest BLEU-1 score in Table 1, 2) k-

nearest neighbor model [2] with k = 30 and 50M = , 3) Proposed hybrid model which 

integrates the above two models using the logistic regression classifier. All the scores 

reported have been evaluated on the Flickr8k dataset on a system with Intel® Core™ 

i5-8300H Processor, with 8 GB RAM and GTX 1050 graphics running on Windows 10 

Pro 64 bit. The code was compiled on Python 3.6.9 using TensorFlow 2.1.0. The 

proposed hybrid model was able to achieve higher BLEU-1 and BLUE-4 scores on the 

Flickr8k test data than the individual models as observed from Table 2.  

 
Table 1.  BLEU-1 and BLEU-4 scores for NIC for different beam sizes. 

 

Beam Size (i) BLEU-1  BLEU-4  

1  57.59  14.44 

3 58.13 16.01 

5 58.09 16.29 

7 57.89 16.03 

 

Table 2.  BLEU-1 and BLEU-4 scores for kNN, NIC and Hybrid Model. 

 

Model BLEU-1 BLEU-4 

kNN with k = 30, M = 50 56.02 15.95 

NIC with beam size 3 58.12 16.01 

Hybrid model 59.67 18.20 

 

 

Table 3 shows some examples of captions generated using our hybrid scheme. One of 

the captions (either NIC or kNN) shown in each of the five cases is incorrect. As 

observed, in two cases out of five, the kNN model outperforms the neural network 

approach (NIC). Our hybrid model chooses the best caption that describes the scene 

adequately in all five cases. The code of our hybrid model is made available online at 
https://github.com/rizal-rovins/hybrid-image-captioning-model 

 

 

 

 



Table 3.  Images and their captions generated by the hybrid model.  

 

1 

 

NIC Caption Hybrid model 

classifies image to 

category A (NIC).  

Final caption: 

 

A boy is jumping off 

a dock into a lake. 

A boy is jumping off a 

dock into a lake. 

kNN Caption 

A woman in a bikini 

jumping off a dock into 

a lake. 

 

2 

 
 

NIC Caption Hybrid model 

classifies image to 

category B (kNN).  

Final caption: 

 

A boy jumping in the 

air on the beach. 

A little girl in pink 

bathing suit is jumping 

into the water. 

kNN Caption 

A boy jumping in the air 

on the beach. 

3 

 

NIC Caption Hybrid model 

classifies image to 

category A (NIC).   

Final caption: 

 

A man and a woman 

are sitting on a park 

bench. 

A man and a woman are 

sitting on a park bench. 

kNN Caption 

A girl doing a 

handstand on a 

trampoline. 

4 

 

NIC Caption Hybrid model 

classifies image to 

category A (NIC). 

Final caption: 

 

A mountain biker 

rides through the 

woods. 

A mountain biker rides 

through the woods. 

kNN Caption 

A man riding a bike 

down a hill. 

5 

 

NIC Caption Hybrid model 

classifies image to 

category B (kNN).   

Final caption: 

 

A dog running 

through the water. 

A white dog fetches a 

stick in his mouth. 

kNN Caption 

A dog running through 

the water. 

 



5   Conclusion 

We have presented a hybrid model that combines two existing image captioning 

models- NIC and k-Nearest Neighbor (kNN) trained separately on images from the 

training set. We extract a novel set of five features from the validation set for evaluating 

the captions generated by the two models, that is used to train a logistic regression 

classifier. The BLEU-4 scores of the two models are compared for generating the {0, 

1} ground truth values for the logistic regression classifier. Our hybrid model chooses 

the best caption that describes the scene adequately for a given test image. The proposed 

method was able to achieve higher BLEU-1 and BLUE-4 scores on the benchmark 

Flickr8k dataset. The technique can be further extended to combine more than two 

image captioning models and advanced forms of LSTM incorporating attentional 

mechanism could be used in place of NIC in our model. 
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Abstract— Sentiment Analysis from audios is a challenging 

field of ongoing research because, though humans can 

recognize emotions from facial expressions, gestures, and tone 

of the ongoing conversation, it can be a challenging task for 
machines. In the following report and its corresponding 

research work, an audio emotion detection system has been 

proposed and is used to perform a comparative study to detect 

emotions from 3 datasets.  In this research, a comprehensive 

study of diverse datasets (TESS and RAVDESS) along with a 
custom dataset is made. Our proposed model aggregates 

results from diverse baseline machine learning models trained 

on different parameters and hyperparameters and its 

performance is calculated and compared with existing 

research. The proposed model uses different features of the 
audio such as MFCC, Mel Spectrogram, and Chroma which 

are extracted from the datasets which make our model 

independent of language barriers. The efficacy of this model is 

evaluated using various evaluation metrics such as confusion 
matrix, overall accuracy, and F1-score. As for the outcome of 

the research and experiment, the overall accuracy is 99.46% 

and 89.62% for TESS and RAVDESS respectively. 

Furthermore, an accuracy of 78.28% has been reported for the 

custom dataset. It is also found that, the most predictable 

emotion is anger while the most misclassified is fear. 

Keywords—Emotion detection, Mel Spectrogram, MFCC 

I. INTRODUCTION 

In today’s world, the basis for communication amongst 

human beings is the exchange of information through 

speech. Humans express their feelings through emotions. It 

is easier for other humans to understand and interpret them 

based on hand gestures, facial expressions , and tone of the 

speech, while this is not the case for machines. But this gap 

is diminishing day by day as technology is enhancing and 

new research is being carried out each day. This research 

work has attempted to explore the effectiveness of various 

machine learning models and build an aggregator model 

(Speech Recognition System). It also aims to compare the 

efficacies of these individual architectures. The algorithmic 

changes in the proposed model include extending our 

comprehensive study to aggregator models and their 

hyperparameter optimization. These models have been fed 

with engineered data (feature extraction using Librosa and 

selection using techniques like PCA) with the best features. 

In the case of emotions, while some extreme ones (e.g. 

anger) can be easy to identify, some soft and neutral ones 

(e.g. neutral) can be very difficult to recognize. For 

machines to identify emotions from audio signals, they need 

to analyze various features such as pitch, loudness, energy at 

the very core. This research has enabled us to perform 

multi-modal emotion recognition using the TESS [1], 

RAVDESS [2], and our custom dataset. Every human 

expresses some emotions more than others [3]. The 

proposed research work has classified emotions into one of 

six Ekman’s  emotions [4] (Anger, Joy, Sadness, Fear, 

Disgust, and Surprise). This aggregator model can be 

brought to use in many applications. To design systems that 

give more personalized user preferences, it is extremely 

important to analyze how emotion impacts both modes of 

interaction between humans (verbal and nonverbal).  

Some of the common applications are Healthcare, 
Counseling Security, and AI assistants at call centers. For 

example, if an AI assistant could determine if a user is sad 
or  

Angry, it can switch to more informed communication. 

II. LITERATURE REVIEW 

 A lot of work in the field of sentiment/emotion analysis 
from human audio has been done previously using different 

datasets and using several different baseline machine 

learning models. Neiberg et al. [1] worked on emotion 
recognition in spontaneous speech. According to them, it is 

more difficult to detect emotions from live or spontaneous 
sounds than using the pre-recorded dataset. For emotion 

recognition in spontaneous real-time speech, they have 
proposed an approach in which they have used three 

classifiers and combined their results. Since the end of the 

20
th

 century, a lot of research has been done on Sentiment 
Analysis on different modalities such as text, audio, and 

video. Proposed methodologies vary from linguistic analysis 
[20, 21], to ML approaches [22, 23], to data mining 

techniques [24, 25, 26].  

Indira et al. [2]⁠  have used the RAVDESS dataset and 

applied various models like SVM, Random Forest, and MLP 

Classifier. They achieved an overall accuracy of 79% using 
Random Forest. Rajwinder Singh [3] in their Acoustic 

Emotion Classification System achieved an overall accuracy 
of 64.15% using SV-Classifier on the RAVDESS dataset. 

We managed to increase the accuracy by 25.57% using the 
same dataset. Rohit Joshi et al [29] used NLP Techniques to 

see sentiments with the assistance of a tool Sentiment  
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Analyzer that extracts sentiments and is employed to get all 

the references for the given subject efficiently. 

 

III. Dataset 

Collecting data for Speech Emotion Recognition has 

been a challenge since the majority of datasets are 

anonymized and don't reflect diverse accents. This research 

has experimented on sentences from datasets such as TESS, 

RAVDESS, and a custom dataset. Various important 

characteristics of these datasets such as the emotions present 

and their number of samples, class number, etc. are 

presented in Table 1. In each of these 20% of total samples 

has been used for testing, 10% for validation, and 70% for 

training. 

Toronto Emotional Speech Set (TESS) contains a 

collection of sentences of two actresses (aged 26 and 64 

years) and recordings were made of the set portraying each 

of seven emotions as shown in Table 1. There are a total of 

2800 audio records. Ryerson Audio-Visual Database of 

Emotional Speech and Song (RAVDESS) has a total of 

7356 files, which requires a memory of 24.8 GB. 

RAVDESS contains speech by 24 actors, 12 of which are 

male and the remaining 12 are female. These actors 

vocalized two sentences in a North American accent. Each 

emotion is vocalized at 2 intensities: normal and strong. The 

audio consists of a resolution of 16 bits with a frequency of 

48 kHz and is present in both .wav and .mp4 format. There 

are a total of 1440 + 1012 files (1440 Speech and 1012 Song 

files). 

 
T ABLE 1. EMOTION COUNT OF DATASETS 

 

Emotions TESS RAVDESS Custom Dataset 

ANGRY 400 344 170 

SAD 400 344 170 

HAPPY 400 344 170 

NEUTRAL 400 172 165 

DISGUST 400 344 170 

SURPRISED 400 344 - 

FEAR 400 344 170 

CALM - 344 - 

Total  2800 2580 1015 

     

    Our custom dataset consists of recordings from EmoDB 

[10] and SAVEE [11] along with noise additions. Since both 

of these datasets are small, their combination becomes a 

good set for experimentation. EmoDB consists of speech 

files from 10 actors speaking 10 sentences each whereas 

SAVEE consists of 4 actors, 7 emotions , and 480 utterances. 

A total of 1015 audio files with a frequency of 48 kHz are 

present. Our model classifies audio signals into emotions 

that can be affected by noise. Therefore altering the original 

audio signals with noises of varying signal-to-noise ratios 

and helps us in evaluating the effectiveness of our model 

under these adverse conditions. This dataset also gives us 

diverse accents and makes the system more robust. 

IV. FEATURE EXTRACTION 

In any speech recognition system, one of the most 

important tasks is to extract features:  

 Identify the important parts which signify linguistic 

content along with emotion expressed  

 Discard unimportant information like background 

noise etc. 

A characteristic of audio files is their changing nature. 

But if we consider the audio on a short time scale it can be 

estimated to a constant signal i.e. a signal which does not 

change much by which we mean statistically constant. For 

this reason, we keep the sampling rate low and divide the 

audio into small frames of about 20-40 ms each. It is worth 

noting that it is important to choose a correct length of 

signals as if we continue to reduce the size then we get 

fewer and fewer samples which are not enough for a good 

prediction whereas longer samples mean that the audio 

signal is no longer constant and is again of changing nature. 

 Along with providing the fundamental tools necessary to 
retrieve data/features out of music, the Librosa package also 

allows and helps one to visualize the audio signals and also 

helps to extract the features out of the given audio file at 
different sampling rates using various techniques for signal 

processing. Librosa’s load () helps us read one audio file at a 
time. It returns a time-series in the format of a 1D array (in 

the case of mono) and 2Darray (case of stereo). The array is 
composed of amplitudes of audio signals. It also returns sr 

(which is the sampling rate) whose default value is set as 
22400Hz. This package has been used in this research for 

extracting various features from the chosen dataset. There 

are majorly two kinds of features: 

A. Prosodic features: Characteristics of speech that go 

beyond phonemes and constitute auditory qualities 
of audio signals are known as prosodic features [6] 

(or suprasegmentally phonology). We never really 

Fig. 1. Feature Engineering 
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think about the use and interpretation of prosodic 

features while communicating. These features 
appear with the sound which comes when speech is 

connected together. For example, Rhythm, 
Intonation, and stress. One of the prosodic features 

which we take into account for the purpose of our 
research is MFCC (Mel Frequency Cepstral 

Coefficients) [7] [8] ⁠ . 

B. Paralinguistic features: Characteristics of speech 
that do not consist of spoken words are 

paralinguistic features. They emphasize what 
people mean rather than what people say. These are 

very important features as they are capable of 
changing the emotion and the meaning completely. 

For example pitch of audio signal, tone, 
expressions 

 Prosodic features have been used in this research which 

helps us accurately analyze [9] the audio signal and 
determine the emotion corresponding to the sound. The 

features under consideration for this research work are 
MFCC, MEL, Chroma, Tonnetz, and Contrast. 

  

 In humans like other mammals the sound produced is 

mainly dependent on the shape of the vocal tract. 

Determining this shape (of the vocal tract) will mean that 
the phoneme that is produced can accurately be represented. 

MFCC can accurately represent the envelope of a short-time 
power spectrum which in turn actually signifies the shape of 

the vocal tract. The relation of perceived frequency which is 
also known as a pitch to the actual frequency is calculated 

by Mel Scale. An accurate representation of audio signals 

where the spectrum was shown as  12 parts constitute 12 
semitones of an octave. Chroma is related to the 12 distinct 

pitch groups. These features, known as pitch profiles, are 
tools for exploring music whose pitches are grouped into 12 

classes, and whose tuning approximates to the equal-
tempered scale. Contrast refers to the difference in the sound 

of the phonemes produced. Minimizing the features is 
important because it can result in a meaningful model. This 

approach helped us select the most important 150 features 

from a total of 250 audio features extracted (refer to Fig.1.). 
This selection of features helped reduce overfitting when 

applying decision tree-like models along with reducing the 
overall training time and, hence improving effectiveness. In 

Fig.1. Feature reduction has been performed in 3 steps: First 
selecting K-best features, then dropping highly correlated 

features using correlation matrix, and finally applying 

PCA(Principal Component Analysis) to extract the best 
possible 150 features. The last step helps keep as much 

variance by dimensionality reduction while feature 
selection.  

V. PREDICTION MODELS 

 The problem at hand is a classification task. Given an 

audio file, we detect the emotion of the speaker. In this 

research the following baseline models are being used: 

A. K-Nearest-Neighbors (KNN): KNN is used as a 

simple baseline model whose output will be used to 

compare different model’s accuracy. The only 

hyperparameter in this model is the k value which 

is not easy to find. The value of k should be 

optimal as a low value can result in a model in 

which noise has a high effect on the output whereas 

a larger value can overfit the model and the 

computation becomes expensive.  

B. Support Vector Machine (SVM): SVM is a 

machine learning model which can train itself on 

complex nonlinear data similar to the model’s 

output. It does so by the use of kernel functions to 

map the primary features in a higher dimension 

plane. After doing so the data can easily be 

classified by linear classifiers [12]. SVM works 

well with high-dimensional space, hence it suits 

our case. 

C. Decision Trees: A tree-like structure of features 

and their possible outcomes. Since they allow us to 

explore all possible options, decision trees are more 

likely to produce good results. In this algorithm, a 

particular feature is selected at each level, and 

based on the outcome the data is divided into 

multiple categories to the next level. 

D. Multilayer Perceptron (MLP): Artificial Neural 

Network is implemented using Multi-layer 

Perceptron is the simplest neural network classifier. 

It includes an input layer, several hidden layers , 

and an output layer (preferably softmax). It is also 

known as a feed-forward network [13] [14], i.e. 

learns weights moving forward, calculates the loss 

at the output layer, and back-propagates 

rectifying/correcting the weights  and biases 

learned. Parameter optimization is one of the 

biggest concerns when dealing with Multi-Layer 

Perceptrons [4]. MLP classifies noisy inputs 

concerning their similarity with pure inputs hence 

allows us to correctly predict noisy inputs making 

the system more efficient. 

 

 These baseline models are very diverse in their working 

and their comparative study helps us in analyzing all 

perspectives of our data.  

Aggregator Models (Ensemble Learning): Aggregator 

models in machine learning operate on a similar idea. They 

combine the decisions from multiple models to improve the 

overall performance [15]. 

A. Max Voting Algorithm: Predictions are made 

for each data point using multiple models in this 

algorithm. Each model’s prediction is assigned a 

weight and the overall output depends on the 

weighted ‘votes’ derived from each of the 

individual models used. The majority prediction is 

the final output. Lower variance is provided in the 

final output predicted by the voting classifier over 

the individual baseline models. The max-voting 

classifier helps in reducing the dispersion or 

distribution of the prediction and model’s efficacy. 

The two major ways in which max-voting 

ensemble helps us are: Giving better results than 

any individual baseline models in terms of 

performance and accuracy. Providing lower 

variance than any individual baseline models. 

Fig.2. shows the max voting architecture along 

with the weights associated with each baseline 
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model. The final prediction depends on each 

models’ predictions proportionate to their weights. 

 

B. Random Forest: This model is an ensemble 

model (follows a bagging technique) which 

includes different decision trees trained using 

different training parameters on different mini 

datasets produced out of the given input. In the end 

average is taken to enhance the overall confidence 

of the produced output. This also helps in 

controlling the over-fitting of the model. 

C. XGBoost: XGBoost is a type of advanced Gradient 

Boosting [16]. It is also called ‘regularized boosting 
‘because it decreases over-fitting and makes the model 

more robust also increasing its performance. 

VI. EVALUATION METRICS 

The results of our prediction models are below, along 
with a summary of metrics for each model. A major issue 

was overfitting because of the relatively small size of the 
dataset. To reduce overfitting K-fold cross-validation was 

used. To optimize hyperparameters, a standard Grid Search 

CV method was used to find out the best-fit 
hyperparameters. Results are bound to vary (1-2%) unless 

seed values are fixed. The most commonly used methods to 
evaluate the performance of an emotion detection model are 

confusion matrix, precision, recall, F1-score, and overall 
accuracy. 

Accuracy is calculated as the number of correctly classified 

values divided by the total number of values. Overall 

accuracy is a good measure because all the emotions have 

the same weight and/or value. Through this research, we 
aim to build a speech emotion recognition system that 

minimizes the cost of misclassified data points  (false 
positives and true negatives). This can be evaluated through 

two other metrics Precision and Recall.  

Precision = True Positive / (Total Predicted Positive)  

Recall = True Positive / (Total Actual Positive) 

F1-Score = 2 * ((Precision * Recall) / (Precision + Recall)) 
 

We consider F1-score as a better performance measure to 
seek a balance between Precision and Recall and to rule out 

uneven class distributions misclassifications.  

 

Fig. 3. TESS 

 

 

Fig. 4. Custom Dataset  

 

Fig. 2.  Max Voting Architecture 
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Fig. 5. RAVDESS 

TABLE 2. ACCURACY FOR BASELINE MODELS 

 TESS RAVDESS Custom DS 

KNN 77.34% 60.13% 59.36% 

SVM 89.66% 76.41% 62.58% 

MLP 96.76% 82.39% 72.57% 

Decision Trees 94.56% 80.35% 65.71% 

 
TABLE 3. ACCURACY FOR AGGREGATOR MODELS 

 TESS RAVDESS Custom DS 

Random Forest  99.01% 83.05% 82.28% 

Max Voting 99.12% 85.89% 75.28% 

XG Boost  99.46% 89.62% 78.28% 

TABLE 4. CLASSIFICATION REPORT FOR XGBOOST ON TESS 

Emotion Precision Recall  F1 Score  

Angry 1.00 0.99 0.99 

Disgust 1.00 1.00 1.00 

Fear 0.95 0.98 0.97 

Happy 0.99 0.94 0.96 

Neutral 1.00 1.00 1.00 

Surprise 0.97 1.00 0.98 

Sad 1.00 1.00 1.00 

TABLE 5. CLASSIFICATION REPORT FOR XGBOOST ON RAVDESS 

Emotion Precision Recall  F1 Score  

Angry 0.88 0.88 0.88 

Happy 0.82 0.84 0.83 

Neutral 0.87 0.81 0.84 

Sad 0.80 0.80 0.80 

 

TABLE 6. CLASSIFICATION REPORT FOR RANDOM FOREST ON 
CUSTOM DATASET  

Emotion Precision Recall  F1 Score  

Angry 0.79 0.89 0.84 

Disgust 0.64 0.64 0.64 

Fear 0.63 0.61 0.62 

Neutral 0.89 0.75 0.81 

Sad 0.89 0.95 0.80 

Happy 0.88 0.68 0.77 

VII. RESULTS 

 The results from the experiments also show the 

efficiency of different ensemble models compared to the 

baselines, and the state of the art on TESS, RAVDESS, and 
custom datasets. The outcomes in Table. 2-6 show that out 

of all the baseline models (KNN, SVM, MLP, and Decision 
Trees) the best performing one is MLP. Whereas different 

ensemble models perform better in different cases given the 
varied data.  

 The results from Table. 4-6 exhibits the precision, recall, 

and F1 score values calculated for each emotion class in 
each dataset. For TESS (refer to Table 4.) these values are 

stabilized which allows us to attain distributed F1-score 
around 0.99 for all classes. The minimal difference of the F1 

score shows us the robustness and efficiency of the model. 
The model is comparatively less accurate on classes ‘happy’ 

and ‘surprised’ and this result seems apt because the 

aforementioned emotions are known to be difficult to 
distinguish. For the RAVDESS dataset, (refer to Table 5.) 

precision and recall are stabilized which allows us to attain 
distributed F1 score around 0.84 for all classes.  

 In order to evaluate the effectiveness of the proposed 
methodology, we decided to experiment on our custom 

dataset. The custom dataset was tested on the same baseline 
and ensemble models and gave us an overall accuracy of 

82.28% using Random Forest Classifier (refer to Table 3). It 

also gave us an F1 score of 0.78 which depicted the models ' 
effectiveness in classifying 6 emotions accurately. 

According to the results ‘anger’ is the most accurately 
classified emotion in our custom dataset. This dataset 

contains different accents by a large number of actors which 
makes the prediction task even more challenging for the 

model. In addition to this , the noise addition allows us to 

transform the dataset into a more real-life scenario.  

VIII. CONCLUSION 

With this report, we evaluated and analyzed the 

efficiency of baseline models such as K-Nearest Neighbors’ 

(KNN), Random Forests and Support Vector Machine 
(SVM) as well as aggregator models such as Max Voting, 

ADA Boost, XG Boost, and Gradient Boost for the task of 
emotion detection from audios using 3 different datasets: 

TESS, RAVDESS and our custom-made dataset. Apart from 
the difference in datasets, more complex aggregator models 

were used for the comparative study. This led to a speech 

emotion recognition system on TESS, RAVDESS, and our 
custom dataset with F1 scores of 0.99, 0.84, and 0.76 

respectively.  

The best classifier for the given task is XG Boost for 

TESS and RAVDESS whereas  for our Custom Dataset 
Random Forest works best. The efficacies calculated from 

the experimental setup were very satisfactory keeping in 
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mind the challenging trade-off between accuracy and dataset 

size. It is also noted that anger and neutral are the two of the 
easiest to predict emotions (refer to Table 6) whereas fear 

emotion can pose a challenge to the model. 

In the comprehensive study during the research, it was 

found that random forest makes a better prediction and gives 
better results than any baseline machine learning model. 

Though this model acts as a black box and leaves very little 

control to the user as to what the model does. All that we 
can do is tune parameters at random seeds. To optimize 

parameters, a standard Grid Search CV method was used to 
find out the best-fit parameters. XG Boost tends to overfit 

more than random forest but when provided a robust set of 
data points and conservative hyperparameters, it provides 

higher accuracy. 

  IX. FUTURE WORK 

The future vision for this work is to analyze and include 
diverse features and come up with an aggregator model 

which can prove to be a robust approach towards handling 

such problems. Moreover, we can also use the information 
hidden in the spectrogram and use various advanced neural 

network models (like CNN and RNN) to make our model 
even more accurate and real-time. 
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Abstract
Photoplethysmography (PPG) sensor-enabled wearable health monitoring devices can monitor realtime health status. PPG 
technology is a low-cost, noninvasive optical method used to measure a volumetric change in blood during a cardiac cycle. 
Continues analysis of change in light signal due to change in the blood helps medical professionals to extract valuable 
information regarding the cardiovascular system. Traditionally, an electrocardiogram (ECG) has been used as a dominant 
monitoring technique to detect irregularities in the cardiovascular system. However, in ECG for monitoring cardiac status, 
several electrodes have to be placed at different body locations, limiting its uses under medical assistantship and in a station-
ary position. Therefore, to fulfill the market demand for wearable and portable health monitoring devices, researchers are 
now showing interest in the PPG sensor enable wearable devices. However, the robustness of PPG sensor-enabled wearable 
devices is highly deviating due to motion artifacts. Therefore before extracting vital sign information like heart rate with 
PPG sensor, efficient removal of motion artifact is very important. This review orients the research survey on the principles 
and methods proposed for denoising and heart rate peak detection with PPG. The efficacy of each method related to heart 
rate peak detection with PPG technologies was compared in terms of mean absolute error, error percentage, and correlation 
coefficient. A comparative analysis is formulated to estimate heart rate based on the literature survey from the last ten years on 
PPG technology. This review article aims to explore different methods and challenges mentioned in state-of-the-art research 
related to motion artifacts removal and heart rate estimation from PPG-enabled wearable devices.

1  Introduction

In today’s world, monitoring cardiovascular health status 
for early diagnosis is one of the leading research areas. The 
heart rate study is a prominent approach to analyze cardio-
vascular health status during daily routine [1]. Due to its 

simplicity, accuracy, and low cost, Photoplethysmography 
(PPG) is gaining importance and becoming an alternative 
approach to monitoring and studying vital body signs. PPG 
technology uses optical sensors and is popular due to its 
lightweight, fashionable, simplicity, and more importantly, 
it can be used as wearable devices like the smart fitness band 
[2]. Generally, abnormalities in the functionality of the heart 
are identified using heart rate and percentage of oxygen. 
Initially, PPG technology is used in pulse oximetry to moni-
tor oxygen levels in the blood. Due to PPG’s noninvasive 
nature, it has now become a standard of care in the operat-
ing theatre, intensive care unit [3]. Pulse oximetry has the 
flexibility to observe the body vitals both qualitatively and 
quantitatively. PPG is a noninvasive tool that can continu-
ously monitor heart rate, respiratory rate, cardiac outputs, 
and blood pressure.

Even though PPG technology has many advantages, the 
major drawback is erroneous data in certain circumstances, 
mainly due to noise from motion artifacts. Hence the accu-
racy of PPG technology depends upon the suppression of 
noises [4].
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1.1 � Principle of PPG

PPG technology measures the change in blood volume in 
the tissue during a heart cycle using a light source. This 
volumetric measurement provides important information 
regarding the cardiovascular system. A PPG sensor mainly 
consists of two electronic components, a light emitter and a 
light intensity sensing component. Typically, LED is used 
as a light emitter and a photodetector to detect (sense) the 
change in light intensity [5]. A PPG pulse corresponding 
to one heartbeat includes the systolic and diastolic phases. 
During the systolic phase, the volume of blood in arteries is 
more; this is because during this phase heart contracts and 
pushes oxygen-rich blood to all the tissues and organs. The 
systolic phase causes more light is absorbed by the blood 
cells. Therefore the amount of light detected by the photode-
tector during the systolic phase is low. During the diastolic 
phase, the blood has flown back into the heart. Therefore, 
during the diastole phase, the light detected by the photo-
detector increases due to a decrease in the blood volume. 
Depending upon application and sensor placement, PPG can 
be used either in transmissive mode or in reflection mode, 
as shown in Fig. 1 [6].

When a photodetector and LED are placed on parallel 
sides of a finger to detect the transmitted light, this mode 
is known as a transmissive mode. In transmissive mode, 
the probe is in a projection that the photodetector and LED 
face each other with a layer of tissues between them [7]. 
Detection in transmissive mode depends upon transmission 
of light from body parts, so thin structures like the earlobe 
and finger are preferred in this mode. When both photode-
tector and LED are placed on the same side of a finger to 
detect the reflected light, it is a reflective mode. In reflection 
mode, both the sensors are placed next to each other with 
an approximate spacing of 3 cm. Therefore reflection mode 
can use anybody site like the forehead and wrist. Choice of 
the site to place PPG sensors depends on the patient’s blood 
perfusion, comfortability of the subject, and application [8].

The role of the photodetector is to detect and quantify 
the light absorbed during pulsatile and non-pulsatile flow 
[9]. During pulsatile flow, light is absorbed by the change in 

blood flow inside the arteries, which is synchronous with a 
heartbeat. During the non-pulsatile flow, light is absorbed by 
background tissues. Therefore, a photodetector detects the 
volumetric change in blood flow in arteries by detecting the 
light intensity difference [10]. Measurement of this change 
in light intensity thus helps to analyze the functionality of 
the heart.

A PPG signal mainly consists of AC and DC components. 
AC component in the PPG output waveform indicates the 
change in light intensity during the systolic and diastolic 
phase due to the blood in arteries [11]. The steady DC part 
of the PPG waveform indicates the light absorbed by tis-
sues, skin, and bone, as shown in Fig. 2. Analysis of the DC 
component provides valuable information regarding venous 
blood flow, respiration, and thermoregulation. Variation in 
light intensity detected due to arterial blood flow is around 
1% only, which provides information on the heart’s func-
tionality [12].

1.2 � PPG Analysis Using Multiple Wavelengths

Light absorption during systolic and diastolic phases of a 
heart cycle follows Beer’s law and Lambert’s law, jointly 
known as Beer–Lambert’s law. According to Beer’s law, 
light absorbed by the blood is proportional to the concen-
tration of oxygenated hemoglobin and deoxygenated hemo-
globin. As per Lambert’s law, light absorption is propor-
tional to light penetration in the skin [13].

Therefore according to Beer–Lambert law, the amount of 
light absorption (Aλ) through a substance, given by Eq. (1) 
is directly proportional to the light absorber concentration 
(C), optical path length traversed by the light signal (L), and 
light absorptivity at a particular wavelength (ελ)

Body skin mainly consists of three layers, as shown in 
Fig. 3. Due to absorption, only light waves with a larger 
wavelength can penetrate through all three layers.

Therefore the measurement mode and the body vitals 
that need to monitor, determine the selection of LED. Oxy-
genated hemoglobin absorbs light at near infra-red (NIR) 

(1)A
�
= �

�
CL

Fig. 1   Placement of sensor in transmissive mode PPG (left) and reflection mode PPG (right)



A Review on Computation Methods Used in Photoplethysmography Signal Analysis for Heart Rate…

1 3

wavelength, while deoxygenated hemoglobin absorbs light 
at red wavelength. Hence, PPG employing NIR and red light 
wavelength LEDs and photodetectors is generally used for a 
clinical checkup to calculate the hemoglobin concentration. 
The effect of motion artifact on the PPG signal also depends 
on the wavelength of the light used. Longer wavelength light 
like infra-red light gets affected more due to motion artifact 
as it penetrates deep inside the tissue.

On the other hand, the light of a shorter wavelength 
(green light) is generally free from motion artifacts. Light 
at a shorter wavelength penetrates less inside the body tis-
sue. Thus, to mitigate the effect of motion artifacts and the 
absorption of light by body tissues, PPG based on multi-
wavelength optical sensors has been proposed to detect 
blood flow variations at different skin depths [14].

The light emitted by the diode is absorbed by tissues, and 
the amount of absorption in terms of detected light intensity 
is determined by photodetector [15]. When used as a pulse 

oximeter, PPG uses two LEDs of a different wavelength. 
One LED emits light in the red spectrum around 660 nm, at 
which light absorption due to deoxyhemoglobin is greater 
than that of oxyhemoglobin. Another LED emits light in 
the infrared spectrum at a wavelength of 940 nm, at which 
oxyhemoglobin absorbs more light than deoxyhemoglobin. 
Accurate information on the blood circulation during a heart 
cycle is obtained by fixing the wavelength of LEDs between 
660 and 940 nm.[16]. Finally, a Microprocessor unit ana-
lyzes the light absorption at each wavelength to determine 
the concentration of oxyhemoglobin and deoxyhemoglobin.

The rest of the paper is organized as follows: Estima-
tion of heart rate from PPG is outlined in Sect. 2; Sect. 3 
describes different methodologies proposed to date to 
remove motion artifacts. Section  4 highlights different 
datasets available for heart rate estimation using PPG. A 
literature survey based on different algorithms and methods 
proposed for heart rate identification is presented in Sect. 5. 
Challenges, and Discussion are drawn in Sects. 6, and 7 
summarizes the work.

2 � Heart Rate Estimation Using PPG

Realtime estimation of heart rate using a wearable device is 
one of the demanding applications in the health care system 
for the early diagnosis of cardiovascular diseases. Heart rate 
is the average number of times a heart beats per minute. 
Fluctuation in the time interval between subsequent heart-
beats in milliseconds is called heart rate variability (HRV). 
Heart rate and HRV are standard markers for detecting 
health status. In a human body, the behavior of sympathetic 
and the parasympathetic branches of the autonomic nervous 

Fig. 2   Variation in light 
intensity during pulsatile and 
non-pulsatile flow

Fig. 3   A schematic representation of the penetration of light through 
the skin at different wavelengths
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system (ANS) indicate the status of HRV [17]. The sympa-
thetic branch is related to the acting condition of the body, 
and the parasympathetic branches are related to the resting 
and digesting phase of the body. Depending upon day-to-day 
activities, the brain processing signal through ANS to the 
other parts of the body, through which the body can either 
react or stay relaxed. The human body tackles all kinds of 
signals received through the ANS system in a balanced way 
[18]. However, if a body persistently involves an unhealthy 
diet, irregular sleep, stress, and laziness, the balance between 
the ANS system’s branches may be disturbed.

A subject with a high HRV means that the ANS system 
is in balance and responding to both sympathetic and para-
sympathetic inputs. Low HRV indicates that the subject is 
working under stress or fatigue and sympathetic branches 
dominate parasympathetic branches. A body with high 
HRV has a healthy status, but a low HRV indicates more 
stress, due to which the risk of cardiovascular disease may 
increase. Therefore from the last few years, HRV analysis 
has become a valuable tool for the early diagnosis of car-
diovascular disease. Therefore both heart rate and HRV are 
used to measure cardiovascular health status. Heart rate and 
HRV are determined by measuring the volumetric change 
in blood during a heart cycle by passing the light through 
the skin. The PPG output waveform shown in Fig. 4 depicts 
the fluctuation in light absorption during a systolic and dias-
tolic phase of a heart. When the heart contracts, the volume 
of blood flow increases, which increases the hemoglobin; 
therefore, the light absorption due to increased hemoglobin 
also increases—the amount of light detected by the detec-
tor decreases. In the dilation phase, when the blood volume 

reduces, the hemoglobin decreases. Therefore, the amount 
of absorbed light decreases, hence the light detected by the 
photodetector increases. As a result, a pulsatile waveform in 
response to a cardiac cycle is observed as a PPG waveform 
[19].

The volumetric change of blood in tissue is synchronous 
to the heartbeat, which is used to estimate the heart rate. A 
PPG waveform mainly consists of four points O–S–N–D. 
As shown in Fig. 4, the S-point (Systolic Peak) represents 
the peak value in a PPG signal. The calculation of the Peak-
to-Peak interval of consecutive PPG signals (S–S) provides 
information on the heart rate. The Peak-to-Peak interval cor-
relates closely with the R-R interval in an ECG waveform. 
Analysis of pulse interval (O–O) provides information about 
HRV.

For the estimation of heart rate and HRV using PPG, 
it is necessary to analyze different properties of pulsatile 
PPG waveform like time interval between two consecutive 
systolic peaks (tS–S), systolic peak amplitude (Ps), and the 
amplitude of diastolic Peak (Pd) [20]. After calculating the 
accurate value tS–S, the instantaneous heart rate due to a sin-
gle heartbeat is calculated using Eq. (2).

For a time window H, the heart rate is calculated by using 
Eq. (3).

PPG waveform recorded from a healthy subject consists 
of three feature points, systolic Peak (S), diastolic Peak (D), 
and dicrotic notch (N). However, some of the feature points 
may be missing in some PPG waveforms. As the morphol-
ogy of a PPG wave depends on age, gender, and health sta-
tus, some of the feature points may miss the recoded PPG 
signal. The accuracy of cardiovascular functionality estima-
tion depends on the accurate analysis of these features. The 
first derivative and second derivative of a PPG signal help 
identifying the PPG feature points [21]. By analyzing the 
features extracted from these three waveforms, namely the 
PPG signal, the 1st derivative of the PPG waveform, and the 
2nd derivate of the PPG waveform, adequate information 
related to cardiac function can be processed [7]. A schematic 
representation of these three waveforms is shown in Fig. 5. 
It is mandatory to detect feature Point S in PPG signals to 
detect the heart rate accurately. It is important to note that 
reliable estimation of the heart rate and HRV is only possible 
if the Point-S in the PPG signal is detected.

In a healthy subject, the subsequent cardiac cycle’s 
morphological structure possesses almost similar proper-
ties as its predecessor. A missing feature point indicates 

(2)HR
i
=

60

t
S−S

(3)HR
true

=
60H

t
S−S

Fig. 4   Different feature points related to the PPG waveform
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a sign of abnormality in cardiac function. To accurately 
locate feature points in a PPG signal, the derivatives of a 
PPG signal are used.

Between the first and second derivatives of a PPG sig-
nal, the second derivative is widely-used to locate the 
missing feature points. A PPG waveform, along with its 
first derivative and second derivative, is shown in Fig. 5. 
Normalized amplitude values, namely b∕a, c∕a, d∕a, e∕a , 
can be used to detect arterial stiffness [22].

In elderly subjects, the normalized amplitude b∕a 
increases and other normalized amplitudes decrease. 
Analysis of change in amplitude value is used to measure 
the subject’s cardiovascular age index, studied by aging 
index (AGI) as in eq. (4) [23].

Moreover, different intervals between different peaks 
from the second derivative of the PPG signal are used to 
identifying a subject with abnormalities [24].

(4)AGI =
b − c − d − e

a

Using the correlation between consecutive heartbeats 
within a time window, pulse transit time (PTT) and pulse 
wave velocity (PWV) provide vital information about heart 
rate and HRV. PTT is defined as the time required by an 
arterial pulse wave to travel from an aortic valve to a body 
site perfuse by optical light [20]. In reference to the ECG 
waveform, PTT is the time interval between the R-wave peak 
and any feature point on the PPG signal. PWV is used to 
measure the heart rate and heart rate variability. PWV is the 
velocity of a pressure wave when the blood flows through 
arteries. PWV has an inverse relation with PTT as given 
by Eq. (5). Therefore, PTT and PWV form a noninvasive 
method to analyze cardiac functionality.

Here D is the vessel length through traversed by a pres-
sure pulse.

The PPG signal analysis is also affected by various noises 
like motion artifacts, variation due to baseline drift, and 
ambient light noise due to sensor position variation. Out 
of these noises, motion artifact has a significant effect on 
heart rate analysis as the frequency of the motion artifact lies 
inside the required heart rate information band. Hence, accu-
rate heart rate peak identification when the PPG sensor is in 
motion is challenging. For accurate heart rate estimation, the 
effect of motion artifact in the PPG signal must be removed. 
The following section describes the motion artifacts reduc-
tion techniques and their properties proposed to date.

3 � Motion Artifacts Removal Techniques

Accurate and reliable peak detection with wearable PPG 
sensors for heart rate estimation has become a demanding 
application in the health care industry. Physical motion dur-
ing daily activities drastically reduces the accuracy of heart 
rate identification using a PPG sensor. In this section, several 
approaches proposed to date to mitigate the effect of motion 
artifacts from raw PPG signals are summarized.

Due to physical movement, sensor light passes from the 
body tissue deviates from its path, which provides erro-
neous data. The frequency spectrum of motion artifact is 
greater than 0.1 Hz and usually lies inside the heart signal’s 
desired spectrum [25]. Hence, motion artifact is a leading 
noise source that influences various factors in the PPG sig-
nal analysis, potentially limiting the PPG sensor’s usage to 
study and monitor the cardiac system information for health 
monitoring. Thus, the suppression of the noise spectrum 
from PPG signals is one of the leading research topics in 
the healthcare industry.

In [26], decomposition-based independent component 
analysis (ICA) is proposed to suppress the motion artifacts 

(5)PWV =
D

PTT

Fig. 5   Schematic representation of a PPG waveform, its First Deriva-
tive PPG (FDPPG) and Second Derivative PPG (SDPPG)
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components from a PPG spectrum. Moreover, the ICA-based 
approach provides reliable output only if noise and informa-
tion signal possesses a mutually exclusive spectrum. In the 
realtime analysis of cardiac health monitoring, independent 
spectral conditions are not met. Thus, the efficiency of the 
ICA approach becomes suboptimal. Another widely used 
approach to suppress motion artifacts is adaptive filtering. 
As motion artifact behavior is random, a fixed coefficient 
filtering process is not suitable. Therefore adaptive filtering 
based motion artifact removal was proposed in [25]. How-
ever, the adaptive filtering performance depends upon the 
nature of the reference noise signal [27]. Therefore, adap-
tive filters can only provide reliable noise suppression when 
the correlation between the reference accelerometer signal 
and the motion spectrum is high, which is not possible in 
realtime.

Moreover, the high computational complexity of the 
adaptive filter limits their usage in wearable PPG. To make 
the system computationally efficient and to reduce the 
requirement of an additional accelerometer, deep learning 
convolutional neural network (CNN) is proposed to detect 
the noise in a PPG signal. The proposed CNN-based PPG 
signal classification in [25] uses a 1-D CNN network and 
provides the flexibility to the user to select any PPG segment 
of 5-s duration to detect motion artifacts [28]. CNN network 
can automatically extract the features by classification, thus 
reduces the need for threshold setting and segmentation. The 
correlation feature between both left and right hands was 
used to detect motion artifacts without an additional accel-
erometer sensor [29]. Since the nature of the PPG signal is 
nonlinear and varies between subjects, the proposed work in 
[28] uses the artificial neural network approach to analyze 
PPG signal characteristics to detect motion artifacts, and 
by using ANFIS based algorithm, the lost part of the PPG 
signal due to noise is retrieved. In [30], a method based on 
neural-network-based classification was proposed to detect 
the PPG signal accurately.

Based on the penetration depth of different light wave-
lengths, one more approach to removing motion artifacts 
without using accelerometer sensors was proposed [31]. A 
shorter wavelength green light source to estimate heart rate 
and a longer-wavelength infrared light source to provide a 
reference noise signal is used. Moreover, light sources with 
different wavelengths also detect noise that arises due to 
micro motions. In [29], to reduce the computational com-
plexity, a multi-sensor method with multiple wavelengths is 
proposed to study the infected frame instead of analyzing the 
whole PPG signal. As a PPG signal is of pulsating nature, 
the most pulsating signal is used to extract a clean PPG sig-
nal. Multi-wavelength (Red, Green, Infrared) have differ-
ent penetration depths. ICA approach is used to extract the 
pulsatile component. A method based on the fusion of sig-
nals from multiple sensors was proposed in [32] to remove 

motion artifacts from the PPG signal. The method in [33] 
extracts the reference signal through the PPG signal, thus 
reducing the hardware cost.

Most of the proposed methods related to motion artifact 
removal deal with simple exercise or limited physical move-
ment. Therefore, to remove strong-motion artifacts, dis-
crete wavelet signal decomposition and thresholding-based 
approaches are proposed to remove the noise spectrum from 
the PPG signal [34]. A decomposition-based empirical mode 
decomposition (EMD) approach was implemented to extract 
the correct PPG segment from the corrupted PPG signal. 
A modified nonlinear approach named ensemble empiri-
cal mode decomposition (EEMD) was proposed in [35] to 
reduce motion artifacts from the PPG signal to resolve the 
mode mixing problems that arise during time–frequency 
distribution. In the EEMD method, reference noise is added 
to decompose the given PPG signal into IMF, without any 
prerequisite selection criterion on window width.

The potential of the principal component analysis (PCA) 
approach was combined with the EEMD method for accurate 
extraction of vital sign information from the PPG signal. 
Generally, motion artifact removal techniques are either 
based on time analysis or frequency analysis, which possess 
their inherent limitations. Therefore time–frequency based 
approach was proposed in [35]. However, time–frequency 
based approaches failed to provide reliable results when the 
nature of motion noise is periodic and strong. In that case, 
the extraction of a clean PPG signal becomes very difficult. 
Therefore the demand for accurate and reliable motion arti-
fact removal methods for analyzing accurate vital signs is 
still an important research topic.

4 � PPG Database

There are several data sets publicly available to test proposed 
algorithms. Table 1 highlights all the publicly available data-
bases recorded with PPG-enabled wrist-worn devices. One of 
the most standard datasets is IEEE signal processing compe-
tition (SPC) 2015. IEEE SPC 2015 dataset was first used in 
[36]. IEEE SPC 2015 dataset consists of recordings from 23 
subjects, in which the first 12 subjects have undergone simple 
physical exercises like walking (IEEE SPC-12 Training). The 
subjects numbered 13–23 performed arm exercises to intro-
duce some motion noise (IEEE SPC-11 Testing). Two PPG 
signals and three-axis accelerometers are used on the wrist 
while recording the PPG. To test the efficacy of the work, 
the IEEE SPC dataset also recorded ECG signals while the 
subject is at rest. One more publicly available recent dataset 
is named PPG dataset for heart rate estimation in daily life 
activities (PPG DaLiA) [37], which is introduced to overcome 
the limitation on low physical activity used while recording 
the IEEE SPC dataset. In PPG DaLiA, fifteen subjects have 
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undergone physical activities that are similar to daily activi-
ties. PPG DaLiA dataset is specially designed to identify heart 
rate under a motion noise environment. Besides this real-life 
exercise feature, the PPG DaLia dataset has limited informa-
tion on the age group.

The limitations posed by the accelerometer during record-
ing on the accuracy of the PPG data set are improved by intro-
ducing a gyroscope along with accelerometers in the PPG 
signal recorder. During the signal recordings, the subjects 
underwent physical exercise activities like walking, running 
on a treadmill [39].

5 � Literature Survey Based on Heart Rate 
Estimation

Accurate estimation of heart rate is essential to detect any 
abnormalities in body function. The reliability of heart rate 
estimation is always affected due to the presence of motion 
artifacts. Therefore denoising motion artifacts and correct 
heart rate estimation in realtime are current research areas 
while designing smart wearable healthcare devices. This 

motivates researchers to develop and implement a faster and 
reliable way to identify the correct heart rate during physical 
activities. The majority of the proposed work to date related 
to heart rate detection follows a four-step approach, as shown 
in Fig. 6.

Input to the preprocessing stage consists of sensor infor-
mation like accelerometer, PPG, and gyroscope [39]. The 
role of the preprocessing stage is to filter out undesired 
frequency spectrum (out of the desired window) by using 
bandpass filters. For reliable and correct estimation of heart 
rate, the role of the denoising stage is crucial. Using a ref-
erence noise signal (output of the accelerometer sensor) 
while recording a PPG signal helps the denoising algorithm 
remove the noise spectrum from the information signal. 
After removing motion artifacts, by identifying the correct 
peak, the heart rate is estimated in stage-3. A post-process-
ing stage known as the heart rate tracking stage is used to 
provide exact information. The algorithms proposed to date 
showed a tradeoff between complexity and accuracy.

This literature review summarizes the research 
articles related to heart rate estimation using the 

Table 1   Summary of publically available PPG databases

Database Wristband embedding sensor Description

IEEE Signal Processing Competition (IEEE 
SPC-12) –Training [36]

2-Channel PPG (green LEDs wavelength: 
609 nm), 3-axis accelerometer

Twelve male subjects aged 18–35 years
ECG ( HRreference) recorded simultaneously 

from the chest
Sampling frequency: 125 Hz

IEEE Signal Processing Competition (IEEE 
SPC-11) –Testing [36]

2-Channel PPG (green LEDs, wavelength: 
609 nm), 3-axis accelerometer

Eleven subjects aged 19–58 years
ECG (HRreference) recorded simultaneously 

from the chest
The sampling frequency is 125 Hz

IEEE Signal Processing Competition (IEEE 
SPC-23) –Testing + Training [38]

2-Channel PPG (green LEDs, wavelength: 
609 nm), 3-axis accelerometer

IEEE SPC-23 dataset includes both IEEE SPC 
Training and Testing dataset

IEEE Signal Processing Competition (IEEE 
SPC-22) –Testing + Training [38]

2-Channel PPG (green LEDs, wavelength: 
609 nm), 3-axis accelerometer

IEEE SPC-22 dataset does not consider subject 
number 13 from the IEEE SPC-23 dataset

Wrist PPG during exercise [39] 1-Channel PPG (green LEDs, wavelength: 
510 nm)

A low noise 3-axis accelerometer
A wide-range 3-axis accelerometer
3-axis gyroscope for orientation

Out of nine subjects, only one subject partici-
pated in all exercise

ECG (HRreference) is recorded simultaneously 
from the chest

Wrist PPG during walking/running [40] 3-Channel PPG (green LEDs, wavelength: 
525 nm), 3-axis accelerometer, 3-axis 
gyroscope

24 subject with an average age of 
26.9 ± 4.8 year

ECG signal captured using Holter device
The sampling frequency is 50 Hz

PPG dataset for heart rate estimation in daily 
life activities (PPG DaLiA) [37]

4 LEDs (two green and two red) three-axis 
accelerometer

15 subjects aged 21–55 years
The sampling frequency of 64 Hz

Pre-Processing Heart Rate 
Estimation 

De-Noising Heart Rate 
Tracking 

Fig. 6   Flowchart indicating the four main stages in heart rate estimation
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Photoplethysmography (PPG) method. The heart rate esti-
mation performance is studied in the literature by evaluat-
ing average absolute error (AAE), absolute error percent-
age (AEP), and Pearson correlation coefficient. AAE and 
AEP are computed using a reference ground truth heart rate 
value, estimated using ECG. The performance of the heart 
rate algorithm is estimated using the following indexing. 
HRtrue(i) represents the ground truth ECG heart rate in the 
ith time window, and HRest(i) is the estimated heart rate value 
using the proposed method. The output of each proposed 
work was analyzed and compared in terms of mean absolute 
error, error percentage, and Pearson correlation coefficient.

The average absolute error is calculated by using Eq. (6).

For a total number of windows W, the average absolute 
error percentage (AEP) is calculated using Eq. (7).

The other set of parameters used in some works in the 
literature include accuracy (ACC), sensitivity (SCC), and 
specificity, given by Eqs. (8)–(10), respectively.

In Eqs. (8)–(10) true positive (TP) is the number of seg-
ments that are classified correctly. NP is the true negative, 
which shows the number of segments affected due to motion 
artifacts. False-positive (FP) indicates the segment which 
is affected but also classified incorrectly. FN false negative 
shows segment, which is artifact affected. Table 2 summa-
rized all the techniques proposed, along with their evaluation 
results.

An algorithm to minimize the motion artifact effect on 
heart rate estimation is proposed in [69]. Due to lower com-
plexity and normalization features, the Normalized Least 
Mean Square (NLMS) adaptive filter is used to remove 
motion artifacts. After removing the motion artifact, the 
heart rate is calculated from the autocorrelation-based fun-
damental period extraction unit. A threshold-based approach 
is used as a post-processing step to extract heart rate infor-
mation. The proposed algorithm extracts heart rate with a 

(6)AAE =
1

W

∑W

i=1

||
|
|
|
|

W∑

i=1

HR
est(i) − HR

true(i)

|
|
|
|
|
|

(7)AEP =
1

W

W∑

i=1

||HRest(i) − HR
true(i)

||
HR

ture(i)
× 100

(8)Accuracy(ACC) =
(TP + TN)

(TP + TN) + (FP + FN)

(9)Sensitivity(SCC) =
TP

TP + FN

(10)Specificity =
TN

FP + TN

correlation of more than 0.98. The accuracy of denoising 
using an adaptive filter always depends on the accuracy of 
the reference noise signal recorded using the accelerometer. 
An algorithm named signal decomposition for denoising, 
sparse signal reconstruction for high-resolution spectrum 
estimation, and spectral peak tracking (TROIKA) [36] is 
proposed in a wearable PPG device that does not require a 
reference signal to estimate heart rate. TROIKA technique 
for heart rate estimation consists of a three-step process. Step 
1 consists of the signal decomposition method to denoise the 
motion artifacts components. Step 2 used the sparsity-based 
spectrum estimation approach to estimate heart rate. Step 3 
is a post-processing step to track and verify the desired peak 
related to heart rate. An AAE of 2.34 ± 0.82 BPM and AEP 
of 1.80% was calculated with IEEE SPC 12 candidate data-
set. TROIKA approach has shown good results during physi-
cal activities also. To further improve the performance [41], 
proposed an approach named joint sparse spectrum recon-
struction (JOSS), which follows a modified procedure to 
improve the accuracy of previous work TROIKA. It utilizes 
the PPG signals and acceleration signals jointly for heart rate 
spectrum estimation under the multiple measurement vectors 
model. Noise due to motion from PPG signal is removed by 
spectral subtraction instead of signal decomposition. Selec-
tion and verification of peak were used as a post-processing 
step to track heart rate. The authors calculated an AAE of 
1.28 ± 2.61 BPM and an AEP of 1.01% ± 2.29% with the 
proposed technique. JOSS provides a reduction in the error 
compared to TROIKA implemented on the IEEE SPC 12 
candidates’ dataset. Despite the improvement in the result 
recorded with [36, 41], both approaches faced a limitation in 
terms of computational complexity. A novel method called 
spectrum subtraction, peak tracking, and post-processing 
(SPECTRAP) is proposed to reduce the computational com-
plexity [43]. Asymmetric least squares spectrum subtraction 
approach is used to denoise the PPG signal. Instead of using 
heuristic rules based spectral peak tracking, a Bayesian deci-
sion theory was used for reliable estimation of heart rate. An 
AAE of 1.50 ± 1.95 BPM and AEP of 1.12 ± 1.47% were 
calculated with IEEE SPC 12 candidate dataset. SPECTRAP 
showcased the reduction in computation complexity at the 
expense of an increase in the AEP. Using random forest-
based spectral peak tracking algorithm, a method to reduce 
computational complexity by reducing AAE is proposed in 
[46]. The power spectral density of the PPG data segment 
and the accelerometer are compared to remove motion arti-
facts. Using the method in [46], an AAE of 1.23 ± 0.80 BPM 
with IEEE SPC 12 candidate dataset and 1.65 ± 1.56 BPM 
with IEEE SPC 22 candidates’ dataset were showcased with 
a reduced computational complexity with and reduced APE.

Like TROIKA, a method to estimate the heart rate by 
using spectral peak tracking is proposed [42]. The spectral 
tracking method involves multiple heart rate trajectories, 
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while TROIKA uses a single heart rate trajectory. Using an 
adaptive noise cancellation (ANC) filter for denoising, this 
work calculated an AAE of 1.11 ± 2.33 BPM with the same 
PPG dataset used in [37]. TROIKA’s major disadvantage is 
that it uses SSA for signal decomposition, which partially 
removes the motion artifacts from raw a PPG signal. An 
algorithm based on EEMD to minimize the motion artifact 
from the PPG signal, which occurs due to strong physical 
exercise, is proposed [44]. In [44], EEMD is used for signal 
decomposition to remove the motion artifacts from a raw 
PPG signal partially. After signal denoising, the spectrum 
subtraction approach is used to find the correlation between 
motions affected PPG signal and reference noise signal to 
remove the remaining motion artifact from the spectrum. 
This approach resulted in better noise performance than 
TROIKA in terms of AAE and AEP, which are 1.83 ± 1.21 
BPM and 1.40%, respectively.

Instead of signal decomposition, an adaptive motion arti-
fact reduction approach to suppress motion was proposed in 
[45] using an NLMS adaptive filter to reduce motion artifact. 
A time-varying bandpass filter is used for accurate heart rate 
estimation. Filter updates its coefficient at constant intervals 
so that it can efficiently track the frequency component. In 
this method, AAE and AEP have calculated as 1.71 ± 0.49 
BPM and 1.41%, respectively, resulting in a 27% reduction 
in AAE. This approach works well when the motion artifact 
is weak. To improve the performance of the adaptive filter to 
suppress the strong motion artifact from the PPG signal, in 
[47] singular value decomposition (SVD) stage is introduced 
before the adaptive filter to decompose the three-axis accel-
erometer signal having different periodic components. SVD 
eases the convergence of the adaptive filters. The decom-
posed output and reference noise signal used by the adaptive 
filter to suppress the motion artifact from the PPG signal. 
An AAE and AEP of 1.25 ± 0.6 BPM and 0.99% calculated 
respectively.

One major issue faced by benchmark techniques like 
TROIKA and JOSS was the runaway error problem. A 
hybrid approach that abolishes the dependency of heart rate 
estimation over the previous window is proposed [33] to 
overcome the runaway error problem. In this method, a two-
channel PPG signal is used to estimate heart rate. EEMD 
approach is used to obtain a noise-free PPG signal, and the 
RLS adaptive filter is used to remove motion artifacts and 
identify the heart rate peak. An AAE of 1.15 ± 2.37 BPM 
using a single channel and 1.02 ± 1.79 BPM with two chan-
nels are reported.

Apart from various advantages, the proposed in [33] does 
not denoise the signal effectively when the motion artifact 
frame exists close to the heart rate frame. A method named 
precise heart rate tracking(PREHEAT) is proposed in [57] 
by introducing a dynamic order correlation-based recursive 
least-squares (cRLS) adaptive filter to minimize the effect Ta
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of motion artifact effectively. After denoising, Wavelets are 
used in addition to Fourier transform to detect the correct 
heart rate peak. PREHEAT calculates an improved AAE 
of 0.83 ± 0.96 BPM. PPG time–frequency features based 
motion artifact removal approach was proposed in 2016 [51], 
named time–frequency spectra of PPG signal (TifMA) for 
realtime heart signal analysis. Compared to published work 
related to motion artifact removal and heart rate detection, 
TifMA also tests the noise frame usability for heart rate peak 
detection instead of deleting them. Using frequency modu-
lated and amplitude modulated data from the usable sig-
nal, the proposed algorithm accurately estimates heart rate 
value using a subsequent window approach. The affectivity 
of TifMA was tested in terms of specificity and selectivity.

Various methods proposed in the literature to denoise a 
PPG signal are based on signal decomposition or adaptive 
filtering that failed to provide reliable results in realtime 
applications. An approach based on cascaded RLS adap-
tive filter and EEMD is proposed in [35] to overcome the 
limitations posed by realtime PPG applications. The author 
computed an AAE of 1.16 ± 2.23 BPM and AEP of 0.93% 
with the IEEE SPC 12 candidate’s dataset.

In particle filter-based algorithm for heart rate estimation 
using photoplethysmographic signals (PARHELIA) [48], a 
method based on particle filter for heart rate estimation is 
proposed with tracking multiple candidates. A particle filter 
can help recover an incorrect track to the correct track. PAR-
HELIA uses the acceleration signals to update the weight of 
particles in the particle filter to reduce the effects of motion 
artifacts. Updating weight depends on three steps, namely 
prediction, weight calculation, and resampling. An AAE of 
1.17 BPM was calculated with PARHELIA, which showed 
an improvement of 8.6% compared to the TROIKA. Another 
work based on particle filter proposed in [59] the heart peak 
by focusing on those consistent with time. Instead of three 
axes reference noise signal, a single reference noise signal 
was used to reduce computational complexity having the 
highest peak frequency. Instead of relying on any reference 
characteristics points for measurement, the proposed filter 
considers noisy signals as input and modifies the weight 
of selected particles to analyze heart information. Heart 
rate was estimated by detecting the highest weight particle 
assigned to each window. To further refine the heart rate 
estimation, a fusion method was used, in which an AAE of 
1.4 ± 1.55 BPM is calculated [59].

An algorithm named multiple reference adaptive noise 
cancellation technique (MURAD) is proposed in [49] to 
improve the effectiveness of adaptive filters for accurate 
heart rate estimation. In this method, the three-axis accel-
erometer reference noise signal and the difference between 
two PPG signals are used as the reference noise signal. 
Instead of using a fixed reference noise signal for each 
window, the proposed work provides flexibility to select a 

realtime reference noise signal for accurate and reliable heart 
rate estimation. An AAE of 0.97 ± 1.83 BPM and AEP of 
0.76 ± 1.5% were calculated with MURAD algorithm. In 
[50], a different approach to separate motion artifacts spec-
trum and PPG spectrum from raw PPG data is proposed. The 
harmonic sum model retrieves the fundamental frequency 
component of the reference noise acceleration signal within 
a short window range to estimate the heart rate spectrum 
from raw a PPG signal. An AAE of 0.73 ± 0.83 BPM was 
calculated, which showed improved error performance over 
methods already reported.

As observed from the literature, the frequency-domain 
approach, like EMD [33, 44], increases the computational 
complexity. In [70], a modified EMD approach with vari-
ance characterization to identify motion-affect periods in 
the whole PPG signal from a predefined time window is 
proposed to overcome the computation complexity issue. 
An AEP is calculated as 1.03%, which demonstrated the 
use of a modified EMD approach introduced in wearable 
devices [70]. A method that uniquely detects heart rate peak 
frequency under the realtime environment with reduced sys-
tem complexity is proposed in [53] to reduce computational 
complexity. A unique property of this work was that it does 
not rely on heart rate information recorded in the previous 
window for heart rate detection. To avoid large-amplitude 
reference noise signal detection in detecting heart rate, a 
spectral division approach is used to extract the reference 
accelerometer spectra from the PPG signal. A composition 
of all frequency components is used to measure the highest 
peak frequency under the desired range. Finally, a constant 
value based jump procedure was introduced to track the 
heart rate in the noisy spectrum.

Wiener filter and phase vocoder based new approach 
named WFPV is proposed in [53] to overcome the limita-
tions of computational complexity faced by methods based 
on heuristic rules or thresholds detection for heart rate esti-
mation. A Wiener filter is used to attenuate the effect of 
strong motion artifacts. A phase vocoder was used, which 
allows the user to estimate heart rate for a short period. Com-
pared with previously presented methods, WFPV improved 
AAE to 1.02 BPM and AEP to 0.81%. The Wiener filter used 
reference noise signals from accelerometers from all three 
axes to filter motion artifacts. In [64], a modified method to 
remove motion artifacts by using a three-axis acceleration 
reference noise signal is proposed.

Some zeros were added at the end of the signal to make 
heart rate resolution less than 1 BPM to identify heart rate 
peak frequency. The heart rate is further tracked by com-
paring the estimated result with a predefined threshold. An 
AAE of 1.02 ± 0.44 BPM was calculated, which is better 
than most of the proposed work. Conceptually similar work 
was also presented in [56] to estimate the correct heart rate 
peak. A one-variable Kalman filter was employed to refine 
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the heart rate value. To reduce the effect of the motion noise 
SVD technique filters out a subset matrix of noise-free PPG 
signal. To assess the present work compared with [53], the 
authors calculated two more parameters for maximum abso-
lute deviation and standard deviation. Maximum absolute 
deviation provides the capability to assess the algorithm’s 
accuracy at each point in a window and a standard deviation 
computed over the whole window.

Considering the advantages of time–frequency 
approaches simultaneously, a time–frequency based short-
time Fourier spectral tracking (SFST) approach was pro-
posed to estimate heart rate in a short period. As FFT pro-
vides limited resolution to study heart rate, [54] replaced 
FFT with STFT for realtime heart rate estimation. After the 
preprocessing step, the signal is divided in a short time win-
dow using the STFT approach to reduce motion artifacts. A 
cyclic moving average filter is used to filter out unexpected 
variance values in heart rate due to complex motion arti-
facts. Using IEEE SPC 12 candidates’ dataset, calculated 
results showed improved AAE results of 1.06 ± 0.69 BPM 
and AEP of 0.94% ± 0.53%. In [55], a new method to utilize 
the potential of a time–frequency based approach for heart 
rate estimation is proposed. A combination of RLS adaptive 
filter (a time-domain approach) output and SSA (frequency 
domain approach) output was used to minimize the motion 
artifacts in [58]. By considering the previous heart rate time 
window, a conditional sum approach was used to avoid false 
estimation of heart rate. For reliable heart rate peak detec-
tion, tracking of heart rate within a search range is imple-
mented as a post-processing step, which resulted in an AAE 
of 1.16 ± 1.74 BPM.

Researchers have devoted many efforts to provide low 
computational complexity approaches to estimate heart rate 
for wearable devices accurately in recent years. In [58], 
an approach based on the random forest binary decision 
algorithm for accurate heart rate estimation is proposed. A 
binary decision algorithm helps in deciding between two 
algorithms used for motion artifacts removal. For feature 
extraction, wavelet-based techniques were used. Compared 
with the result of a similar approach, this work calculated 
an AAE of 1.23 BPM with low computational complexity.

Another concern in developing wearable devices is the 
accurate estimation of heart rate during intensive physical 
activity. In [60], an algorithm to identify heart rate in a real-
time environment is proposed. The main objective of this 
work is to remove the motion artifacts spectrum that occurs 
due to physical movement across the sensor. For denois-
ing, the Wiener filtering approach was used. To solve the 
difficulties faced in heart rate estimation during intensive 
exercise, the finite state machine (FSM) based algorithm 
was used under the post-processing step, ignoring inaccu-
rate estimations. Compared with the previously reported 
method, an improved result in terms of AAE 0.79 ± 0.6 

BPM was calculated with IEEE SPC 23 candidate dataset. 
Even though the accelerometer signals cancel out the motion 
artifact, they introduce gravitational acceleration error. To 
solve the problem of gravitational acceleration, a gyroscope 
is used to record the reference noise signal [40].

For heart rate estimation using wearable devices, prop-
erties like tracking ability, robustness, and computational 
cost are considered important design parameters and can be 
realized by a combination of adaptive filters [71]. By assign-
ing different weights to the combined layers of an adaptive 
filter, the adaptive filter’s denoising performance can be 
improved [61]. The output of two parallel cascaded networks 
was combined using a convex combination to improve the 
output efficiency, which depends on the choice of filters and 
adaptive filter parameters. A three-stage cascaded network 
model was proposed to filter out motion artifacts in three 
directions. The output from the cascaded RLS and cascaded 
LMS stage were combined using the convex combination. 
An AAE of 1.12 BPM was calculated on the same dataset 
used in [36]. Using the LMS filter properties, a method to 
minimize motion artifacts was also introduced to estimate 
heart rate accurately. A notch filter was used to reproduce the 
PPG signal from the detected heart rate peak [63]. An AAE 
of 0.92 BPM was calculated, which showed an improved 
result compared to the state-of-the-art techniques.

Despite this improvement in error performance, the per-
formance of the LMS filter depends upon an adjustment of 
tap weight, which is directly related to the input vector. If 
the input vector is not bounded, then the LMS filter may face 
gradient noise amplification due to the incorrect selection 
of step size. To avoid the gradient noise amplification and 
step size issues, a three-stage cascaded adaptive filter RLS, 
NLMS, LMS based approach is proposed in [72]. In [72], 
two different pairs of adaptive filters are combined using a 
convex combination to effectively denoise the PPG signal. 
Sigmoid function based parameters are assigned to each pair 
of adaptive filters were updated at each iteration to improve 
the filtering performance. The FFT-based approach is used 
to estimate the heart rate. Convex combination assigns con-
stant value at each combinational layer consists of differ-
ent output combinations of the adaptive filter. It provides 
maximum value to those layers that perform well in that 
iteration. Using IEEE SPC 12 candidates’ data set, an AAE 
of 0.92 BPM is calculated. For reliable denoising and heart 
rate, in [73], three stages of cascaded adaptive filters output 
are combined using the softmax normalized function. The 
FFT approach estimates the heart rate value by using a phase 
vocoder. An AAE of 1.86 BPM was calculated on large data-
sets, which showed less error than other techniques that used 
the same data set to test the algorithms. By combining the 
output of adaptive filters, estimation of heart rate becomes 
more accurate, but computational time increases. In [68], a 
new denoising algorithm named combination of adaptive 
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filters using single noise reference signal (CASINOR) is 
proposed to reduce computational time and error values. 
Only RLS and NLMS adaptive filters are used to denoise 
the signal. A sigmoid function was also used to combine the 
output of both filters. The main feature of CASINOR was 
that it requires only a single reference acceleration noise 
signal instead of a three-direction reference noise signal. 
The accelerometer signal with maximum power is chosen as 
a reference noise signal. After spectral estimation, a phase 
vocoder is used to refine the heart rate peak values. Using 
CASINOR, an AAE of 1.92 BPM is calculated with IEEE 
SPC 23 candidates’ dataset.

Following the decomposition approach for denoising in 
[73], a method based on VMD is introduced to study the 
PPG signal in small data length to improve heart rate esti-
mation accuracy. Further to the identified heart rate peak, 
the PCA approach was used to select the more heart rate 
relevant mode. With shorter length data, the proposed [73] 
decompose method identified heart rate peak with less error. 
Further, to identified accurate heart rate spectrum peak dur-
ing physical exercise, in [74], a personalized deep learning 
approach was introduced. For accurate estimation, the algo-
rithm was trained according to the realtime situation. An 
AAE of 1.47 ± 3.37 BPM was calculated with IEEE SPC 23 
candidate’s dataset. In realtime, the nature of noise cannot 
be predicted. A fixed reference noise model may not work 
effectively to analyze the signal in a realtime environment. 
In [75], a neural network-based classification approach to 
separate clean segments without reference noise accelera-
tion signals is proposed for realtime applications. The main 
feature of this work was that instead of assessing the com-
plete PPG frame, it access individual pulse behavior. The 
efficacy of the work depends upon the accuracy of the ref-
erence template. In [66], a hybrid approach comprised of 
VMD and neural network classification to estimate heart rate 
in a realtime environment is proposed. This work identifies 
the beat morphological structure of beat besides heart rate 
estimation using a neural network model-based template 
matching feature. An AAE of 0.53 BPM was calculated on 
IEEE SPC 23 candidate’s dataset, which showed improved 
performance over the state-of-the-art techniques. In [76], 
a hybrid approach to jointly estimate heart and respiratory 
information from the IMF spectrum is proposed. In this 
method, the EEMD approach is used to generate the desired 
frequency window’s IMF function. PCA technique was used 
to extract the most relevant feature for heart rate estimation. 
The method showed similar results on IEEE SPC 23 candi-
date’s dataset obtained, but the accuracy and reliability of 
this work are far greater than the EEMD approach. Effec-
tiveness of work is calculated in terms of mean and variance 
with a value of 99.95% and 0.0010% respectively.

Most of the techniques presented were tested with the 
common dataset IEEE SPC 2015. However, this dataset was 

recorded with little physical exercise, and each dataset has 
a duration of less than one hour. In [75], to design a more 
robust system, a new dataset PPG DaLiA is introduced, 
which contains recording with some real-life daily activities 
with a duration of more than 36 h. Two-channel PPG signal 
and three-axis accelerometer signal are firstly separated in a 
short window duration of eight seconds. Then Fast Fourier 
approach was implemented on each window for heart rate 
estimation. The tracking step is introduced in the CNN layer 
to improve accuracy and reliability, which relies heavily on 
the correlation property of the subsequent window of the 
heart cycle.

In [62], to reduce the computation complexity problem 
faced by benchmark techniques [44], an SVD based algo-
rithm to estimate heart rate from motion corrupted raw 
PPG signal is introduced. A genetic algorithm was used to 
optimize the value of parameters used under the heart rate 
tracking step to deal with the different motion artifacts cases. 
From the acceleration signal, the KNN classifier is used to 
detect the intensity of physical activities. The proposed [62] 
approach produced comparable results but required less 
complex processing stages. An AAE of 2.17 BPM was cal-
culated on the same dataset [42]. One more technique based 
on neural networks for heart rate estimation is introduced in 
[38], which uses an eight-layer filter model to track the heart 
rate. The Gaussian distribution function is used to improve 
the accuracy of the estimation signal. Complex mathemati-
cal calculations limit the application of the eight filter model 
to use in the realtime analysis of heart rate.

To improve mean absolute error performance, A method 
based on the power spectrum of the desired signal to improve 
mean absolute error performance is proposed in [65]. This 
approach deal with the signal’s power for measuring accu-
rate heart rate peak during body movement. Estimating the 
true heart rate of the present window depends on the accu-
racy of the previous window; hence the crest factor property 
of FSM is used to check the response of heart rate in the.

subsequent window. The mean value of the previous heart 
rate window in terms of the Gaussian kernel function is mul-
tiplied by the current time window to improve the SNR value. 
Improved results in terms of AAE of 1.20 BPM and AEP of 
1.05% were calculated with IEEE SPC 23 candidates’ dataset. 
After considering problems faced in time and frequency-based 
approaches, in [67], a modified approach simultaneously uses 
both the PPG modes to reduce the effect of noise. The effect 
of noise imposes on the PPG signal depends on the penetra-
tion depth of light used to capture the signal. A total of six 
sensors of different wavelengths were used to illuminate the 
skin. Out of six sensors, four sensors were used for reflection 
mode and two for transmissive mode. Separate LEDs were 
used because the transmissive mode needs a light source that 
penetrates deeper into the skin. Blue, green, and infrared light 
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show superior results compared to other light sources for esti-
mating heart signals.

6 � Challenges and Discussion

In the last decade, monitoring cardiovascular health has 
become an essential feature for the early diagnosis and pre-
vention of cardiovascular diseases. Due to a lack of efficient 
monitoring tools, the mortality rate due to cardiovascular 
diseases increases year by year. To prevent any accidents 
related to cardiovascular disease, personal health monitoring 
devices are gaining importance. Therefore the demand for 
battery-operated wearable sensing devices is ever increas-
ing. Wearable devices with PPG sensor technology will give 
people the flexibility to measure their health status at any 
time and any place.

Based on the literature review, PPG technology can moni-
tor heart rate in wearable devices like bands and watches. 
The accuracy of wearable PPG-based monitoring tools suf-
fers from effects related to motion artifacts. Researchers 
devoted a lot of effort to design an accurate and reliable 
monitoring tool in the healthcare system to tackle motion 
artifacts. We have also highlighted the algorithm proposed to 
reduce the effect of motion artifacts from the PPG signal. In 
the literature, time-domain approaches like adaptive filtering 
and frequency domain approach like signal decomposition 
are used to denoise. Later on, some of the methods combined 
the positive feature of both techniques to provide accurate 
results. Signal-based techniques can give noise-free signals, 
but they faced computational complexity problems.

On the other hand, adaptive noise cancellation showed 
reliable results only when reference noise signals correlate 
highly with the motion spectrum, which is not possible in 
realtime. In addition to this work, proposed related to heart 
rate estimation using PPG provide inaccurate results if the 
noise spectrum lies close to the heart rate peak. Moreover, 
due to the non-stationary nature of the biological signal, 
Fourier-based heart rate estimation also not provides reli-
able results.

Despite the outstanding progress in the past few years 
related to motion artifact removal from PPG signal discussed 
in section (III), an effective and computational efficient 
motion artifact removal algorithm is still in great demand. 
Therefore there are still many issues to be resolved to imple-
ment a realtime continuous method using PPG to monitor 
cardiovascular behavior during physical activities.

7 � Conclusion

This paper presents a review of the potential of Photop-
lethysmography technology in the field of biomedical signal 
processing. This paper presented a comprehensive review 

of state-of-the-art research on suppressing motion artifacts 
and heart rate estimation using a PPG-enabled wearable 
device. In the last decade, the ratio of death worldwide due 
to cardiovascular diseases increases day by day. This hike 
is due to faster changing lifestyle, stress level, and people’s 
food habits across the world. To reduce the risk of cardio-
vascular diseases, a frequent medical checkup is needed for 
continuous assessment. So regular monitoring of cardio-
vascular health status is important for early diagnosis and 
timely treatment of cardiovascular disease. Therefore the 
need for a portable and wearable device for early diagnosis 
is growing day by day. Due to their small size and low cost, 
PPG sensor-based wearable devices showed their potential to 
use as a health monitoring device in the future. This review 
paper summarized different techniques proposed in the last 
ten years for noise suppression and heart rate estimation with 
PPG technology. Some of the methods were computationally 
inefficient, and others were inefficient under realtime moni-
toring. Despite many advantages of the Photoplethysmogra-
phy sensor, it can produce erroneous data in certain circum-
stances. One of the main reasons for error is the occurrence 
of motion artifacts. Therefore the role of the PPG sensor for 
extracting vital information is limited due to motion artifact. 
A reliable health monitoring device in a realtime environ-
ment requires signal processing algorithms that effectively 
remove motion artifacts and are computationally efficient.
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Abstract

Purpose –The Fourth Industrial Revolution (4IR) holds the potential to improve capabilities- and technology-
based innovation, which will enable breakout for architectural, engineering, construction and operation and
maintenance (AECO) companies, for international competitiveness. Though the top management of such
companies is convinced on the utility of the applications, they are unsure on the strategy of implementing the
same. The objective of this research is to suggest a strategy framework for digital transformation of the AECO
value chain.
Design/methodology/approach – The nascent level of research on 4IR in construction necessitated the
adoption of the integrative review methodology for the study. Extensive literature review of research on
strategy and 4IR has been utilized to establish the validity of the first two pillars, namely “a strategy of simple
rules in a complex environment; and deployment of dynamic capabilities.”The validation of a construct for the
third pillar of “confluence of change and continuity forces” has been achieved via hypothesis testing of data
obtained through a questionnaire survey.
Findings – The present study has integrated three diverse ideas of strategy, named as the pillars, to facilitate
sustainable digital transformation. Within the third pillar, top three continuity forces which offer resistance to
change are organization culture, existing delivery processes and networks, and existing standard operating
procedures. On the other hand, the leading drivers of change are needs of competitiveness; global industry
trends and the advent of new technologies/innovations.
Research limitations/implications – This provides a practical approach to operationalize digital
transformation of the AECO at an organization level. The validation relied on opinion and perspectives of a
sample frame in the Indian context, which was its limitation.
Originality/value – This paper suggests a strategy framework of three pillars to help address specific
strategy dilemmas during implementation of digital transformation of particular organizations in AECO. The
study contributes to both theory and practice by helping leaders of AECO companies, associations,
policymakers and the academia to strategize transformations successfully.

Keywords 4IR, Strategy as process and practice (SAPP), Digital transformation strategy, AECO

competitiveness, Comprehensive/integrating framework, Continuity and change

Paper type Conceptual paper

Introduction to 4IR context
The Fourth Industrial Revolution (4IR) has the promise and potential to improve capabilities-
and technology-based innovation, which will enable breakout for architectural, engineering,
construction and operation (AECO) companies, for international competitiveness (Momaya,
2014). While 4IR is the buzzword these days (Deloitte, 2019), its potential to contribute to
competitiveness should be assessed critically. The active use of digitalization, automation
and the widening use of information and communications technology (ICT) across industries,
via the use of technologies of cyber-physical systems, Internet of Things (IoT), cloud
computing and cognitive computing, is described as 4IR. The term Industry 4.0 was first
coined by the German association “Industrie 4.0” in 2011. The association, consisting of
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executives, scholars and policymakers, suggested a future based on the digitalization of firm
processes (Kagermann et al., 2013). The core idea 4IR revolves around running businesses by
adopting digital technologies that can help companies create connections between their
machinery, supply systems, production facilities, final products and customers to gather and
share information or data on a real-time basis. The revolution opens possibilities for modern
techniques to supportmany components within the industry andwith limitless potential. The
4IR aims for viable and sustainable production systems, involving a higher level of
complexity by integrating the production, product and service processes (Lasi et al., 2014; Lee
and Lee 2015; Bahrin et al., 2016).

McKinsey estimates that switching to automated 4IR can boost productivity in technical
professions by 45–55% (Caylar, 2016). IoT-assisted production has already been deployed by
companies like Airbus, Cisco, Siemens and several other leaders in the 4IR space. The
quantum of savings has, however, still not been captured officially. The changes that are
powered by these emerging technologies are expected to offer a better way to organize and
manage all standard processes (prototyping, development, production, logistics, supply, etc.)
across industries. The technology initiatives are often referred to as exponential technologies
because their deployment in each period has the potential to double its productivity
performance. In other words, it looks to progressively halve the cost in each period elapsed. It
enables a price performance that makes it possible to solve contemporary business problems
in ways hitherto unknown or not possible previously.

Likewise the manufacturing industry, AECO performance can also be enhanced through
4IR. The implementation of 4IR in AECO can give rise to the scenario where every
mechanized automation would be interconnected through technologies to operate and share
information and eliminate human intervention to increase efficiencies (Axelsson et al., 2019).
It is appreciated that there are several complexities within AECO, which hinder the easy
adoption and compatibility of the technologies. Oesterreich and Teuteberg (2016) have
highlighted barriers including complexity, uncertainty, fragmented supply chain, short-term
thinking and organization culture. The AECO projects are complex in nature due to the
involvement of several stakeholders in a project. Each project itself is unique, and the level of
risks and uncertainty in a project adds to the complications. Adding to this, the temporary
and short-term nature of projects is a major hurdle to progress and innovative processes. The
companies have to constantly deal with troubles recruiting a talented workforce, with the
right talent, networking with contractors and suppliers and inadequate transfer of
knowledge across projects or even within the industry.

The culture within the industry is known for its reluctant and suspecting nature. While
other industries have adopted product and process innovations into the core of their
operations, the engineering and construction sector has not kept its pace to adopt
technological opportunities (Chan and Ejohwomu, 2018; Hasan et al., 2018). As a result, there
has been a predominant stagnation of productivity and efficiencies. Adopting 4IR can be a
rare opportunity to achieve inflection in the productivity curves within the industry.
Conversely, a reluctance in implementing 4IR technologies can prove to be the nemesis for
laggards. It is the companies that compete within an industry, and unless they take proactive
measures to adopt the impending changes, they will be rendered uncompetitive, and new
players will replace them. The business world is full of examples like the Xerox/Canon or
Caterpillar/ Komatsu stories.

Potential uses of 4IR in AECO
Tools such as three-dimensional (3D) scanning, building information modeling (BIM), drones
and augmented reality have a potential for extensive use in AECO. By incorporating these
innovations, companies can increase productivity level, safety and quality of projects.
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BIM has become the single largest central integrating tool at all stages in the project value
chain (Mzyece et al., 2019; Ji et al., 2020; Gerrish et al., 2017; Bazjanac, 2006). It creates a
possibility to interact and collaborate on a real-time basis throughout the project life cycle. It
helps all stakeholders identify potential lacunae in design, construction or operational issues
(Ejohwomu et al., 2017; Azhar, 2011). Support from augmented reality, virtual reality ormixed
reality can increase customers’ understanding of the final product early in the design phase,
to avoid changes during project execution (Juan et al., 2017). Proactive use of BIM can improve
building quality by the timely discovery of problems. It also enables the concept of integrated
project delivery into a collaborative process of consultants and other stakeholders, to reduce
waste and optimize efficiency through all phases (Okedara et al., 2020; Glick and
Guggemos, 2009).

The IoT is a network of Internet-connected objects that can collect and exchange data on a
real-time basis. It comes functional with cyber-physical systems, which allow humans to
monitor the processes in real time without physical presence. It can find applications in
increasing productivity and monitoring, maintenance, safety and security including
wearables, unmanned aerial vehicles like drones, quality control, optimization and creating
digital twins, amongmany others. Besides, IoT devices and sensors can collect job site data in
a more affordable, efficient and effective way than previously imaginable (Rane and Narvel,
2019). Improved work safety on-site can be achieved through IoT devices, given the
industry’s high risk of workplace injuries and accidents.

Construction is currently known to be predominantly driven by manual labor. The
productivity and the quality of work produced vary hugely even within the same context
(Ellis, 2019). Potentially, robots are capable of working longer, faster and harder. Hence,
construction labor is a prime candidate for automation. Reduced labor costs can also be
affected through the use of robotics and automatic workflows, be it brickwork or plastering.
Automatic tracking of equipment and materials (through the use of embedded sensors like
radio-frequency identification [RFID]) can reduce inventory handling costs (Dallasega et al.,
2018; Ejohwomu and Hughes, 2019). Project time can be saved by using concepts like
prefabrication, 3D printing and additive manufacturing (in an offsite mode), rather than the
conventional brick and mortar construction (Moon et al., 2020; Liu and Xu, 2017; Tao
et al., 2019).

Cloud computing in combination with BIM-based platforms or social media applications
can efficiently improve collaboration among companies and help in streamlining the supply
chain management. Big data analytics can support project managers in enhanced decision-
making through increased access to accurate and real-time information (Qian and
Papadonikolaki, 2020). Predictive simulation can offer insight into modeling factors such
as resource utilization, queuing length, sensitivity analysis and what-if scenarios in
construction processes. Simulation models can represent a complete portrayal of any system.
It may also allow various attributes within a model to be investigated during the
experimentation stage of a project, e.g. risk analysis and assessment (Rane et al., 2019).
Sensitivity analyses may include activity durations, machine breakdowns, material quantity
variations, weather and resource configurations, just to name a few. The benefits of adopting
the above technologies have been elicited in detail by Oesterreich and Teuteberg (2016) in
their research.

The emerging trends in the global construction industry also reveal affinity toward 4IR
technologies as summarized in Table 1.

The statements indicate the rapid adoption of 4IR in construction also. Mahidhar and
Davenport (2018) argue that no one can afford to ignore these general-purpose technologies,
which will soon transform the landscape of business and society. The companies which
ignore would soon be obsolete, and there will be no scope of catching up later. To realize the
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comprehensive benefits of 4IR, it is also necessary to integrate the technologies across the
entire value chain.

Most companies across the construction industry are still struggling to evolve a successful
strategy for digital transformation to adopt 4IR technologies, despite the evident benefits
they offer. Thus, the need for an emergent strategy framework for digital transformation

Trend data/statement Surrogate implication Source

The construction industry is one of the least
digitized industries

Urgent need for digitalization Koeleman et al. (2019)

95% of all data captured in construction and
engineering industry go unused

Need for data management
systems

Snyder et al. (2018)

Global spending in construction is expected to
touch US$ 17.5 trillion, with China, the USA
and India leading the way and accounting for
57% of all global growth

Prospective growth of Indian
companies; need for breakout in
international competitiveness

Valente (2019),
Bhattacharya et al.
(2012), Momaya (2001,
2014)

6.5% compound annual growth rate (CAGR)
in modular construction by 2026 is predicted

Shift to new technologies Fortune Business
Insights (2019)

About 90% of firms using prefabrication
report improved productivity, improved
quality and increased schedule certainty
compare to traditional stick-built construction

Productivity through new
technologies

Momaya (2001), Dodge
Data and Analytics
(2020)

14% of trades report prefabricating more
than 50% of their work in the shop versus
field

Increased use of mechanization Dodge Data and
Analytics and Autodesk
(2018)

29% of firms are putting longer completion
times into their bids for new work because of
the lack of workers; 44% of firms report
increasing construction prices due to labor
shortages

Moving away from manual
labor; initiatives to enhance
productivity

AGC News (August)
(2019), Momaya (2001)

52% of rework is caused by poor project data
andmiscommunication; US$ 31.3bn in rework
was caused by poor project data and
miscommunication in the USA alone in 2018

Better coordination and
management through digital
means

Young (2019)

29% of firms report investing in technology to
supplement worker duties

Use of technology to remove
human intervention

Brown (2019)

60% of general contractors see problems with
coordination and communication between
project team members and issues with the
quality of contract documents as the key
contributors to decreased labor productivity

Better coordination and
management through digital
means

Dodge Data and
Analytics and Autodesk
(2018)

50% variation in productivity of two groups
of workers doing identical jobs on the same
site and at the same time. This gap in
productivity was found to vary by 500% at
different sites

Extensively varying
productivity standards of
manual interventions an irritant

Ellis (2019)

75% of construction companies use cloud
storage

Use of digital data management Matthews (2018)

4% increase in safety application usage in
2019; 63% of contractors are currently using
drones on their projects; 37% of contractors
expect to adopt equipment tagging by 2022;
33% of contractors expect to use wearable
technology in the next three years

Need for digitalization and new
technologies

Ellis (2019)

Table 1.
Snapshots on trends
and changes expected
in construction
industry
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across operations, technology, personnel, regulation and other resources in the industry
emerges as the prime objective of this study.

Research methodology
This study uses the integrative review methodology to synthesize a framework based on
three pillars of strategy. This researchmethodology is particular suitable for an area which is
nascent in its stages of development and has to draw from seminal and extant literature
review papers. This enhances the rigor of combining diverse methodologies, which can
combine both empirical and theoretical sources in an integrative review. Integrative review
method holds the potential to allow for diverse primary research methods to contribute to
evidence-based practice initiatives (Marabelli and Newell 2014). The purpose of using an
integrative review method is to overview the knowledge base, to critically review and
potentially reconceptualize, and to expand on the theoretical foundation of specific topics
(Webster andWatson, 2002). Torraco (2005) recommends the integrative approach where the
purpose is to assess, critique and synthesize from available seminal literature, thus enabling
new theoretical frameworks and emerging perspectives.

The first two pillars in this study have been drawn and supported by seminal extant
literature review on strategy. For newly emerging topics, the intention is rather to create
initial credibility on new conceptual frameworks and theoretical models. This type of review
can be identified in various business literature reviews (e.g. Covington, 2000; Gross, 1998;
Mazumdar et al., 2005). Synder (2019), too, has strongly argued the use of literature review in
support of such a methodology. The third pillar proposed also utilizes the support of past
literature on change and continuity, though its construct needed to be validated in the specific
research context. This has been addressed through hypothesis testing of data obtained in a
questionnaire survey on a five-point Likert scale, as elaborated in a subsequent section of
this paper.

Development of framework for transformation strategy in AECO
There have been several suggested models for digital transformation like the “BUILD”model
proposed by Herbert (2017). Such models are generic and cannot be applied to the
construction industry keeping their unique and complex nature in mind. Shaughnessy (2018)
has suggested strategies based on an agile framework. Others (Mugge et al., 2020; Brunetti
et al., 2020) have also argued for practical and tailor-made strategies. Verhoef et al. (2021)
suggest an appropriate combination of organization structure and allied metric calibrations.

Also, the current study adopts the term architecture, engineering, construction and
operations (AECO) for discussing the integrated impact of 4IR across the entire industry
value chain. As has beenmentioned earlier, most companies across the AECO value chain are
still struggling to evolve a successful strategy for digital transformation to adopt 4IR
technologies, despite the evident benefits they offer. The dilemma remains where to start and
what to address first? Every company needs to figure out its strategy based on its nature,
requirement and stage of maturity.

Having established already the “why,” i.e. need for adoption of 4IR in AECO and the
“who,” i.e. the stakeholders in the AECO value chain, the focus needs to be on “what” and
“how” of the strategic planning (refer Figure 1). For any company which is already operating
in the value chain (and more so successfully), all proposed changes amount to disruption of
business activities, which have the potential of stunting productivity and financial
performance. This causes a major dilemma for the top management of the company
translating into a lot of reluctance and hesitancy. Hence, the “what” and “how” of strategic
planning shall depend solely on the company’s standing, skills, capabilities, the current line of
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businesses andmaturity of the company. Any transformation should take care of the existing
line of businesses and retain existing value already created within the company. A well-
crafted strategy provides a clear road map, consisting of a set of guiding principles or rules,
that defines the actions people in the business should take and the things they should
prioritize to achieve desired objectives. Knowledge and understanding of the 4IR landscape
and strategic positioning will facilitate and enhance its effective implementation (Alade and
Windpo, 2020).

Strategy as practice attempts to explain how managerial actors perform the work of
strategy, both through their social interactions with other actors and with recourse to the
specific practices present within a context. Hence, practices must be used to mold the context
of the activity, leverage a new pattern of activities and to reconceptualize the rationale in
which activities occur. As a new pattern of activities arises, this may create friction with the
old practices, leading to their modification or alteration. The prevailing processes and
practices within an organization are, therefore, expected to affect and conversely get affected
by the changing patterns of activity. However, if planned judiciously, these inherited
practices may be used to mediate between the proponents in modifying or leveraging new
patterns of strategic activity (Hendry, 2000; Whittington, 1996, 2002). In the current scenario
of digital transformation too, this interpretation should hold good. Given this understanding
and the typical AECO context, it is suggested to craft a strategy framework pillared on three
key concepts.

The first pillar: simple, actionable and agile strategy
Though the AECO value chain environment may not be very Volatile, it is Uncertain,
Complex and Ambiguous, thereby having three attributes of the VUCA environment.
Researchers have shunned complex strategy making in such environments (Sull and
Eisenhardt, 2012). Here strategies that are formulated require to be simple, uncomplicated,
flexible to respond quickly, accommodate options and what-if solutions. The managers too
often root for simple and implementable action plans rather than complex strategizing, for
achieving growth targets (Jarzabkowski andWhittington, 2008). They need to craft a handful
of simple rules. Agile processes would need to be adopted and consistently applied, to provide
an effective approach to address the constant change expected to be encountered (Sushil,
2005). Companies must be able to gauge the current and future levels of consumer-driven
change, couple that with existing project and programmanagement capabilities, and develop
an action plan to deliver agile projectmanagement in the true sense. Simultaneously, there is a
need to conceptualize the underlying strategic and organizational problems enough, for
taking appropriate and effective action in the said situations. Agility would again be relevant

Figure 1.
Crafting a strategy
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across the value chain with a purpose to respond to customers and relevant stakeholders
quickly, on a real-time basis.

Embedding of an AECO Capability Centre (Transformation Command) in the company
structure and the value chain would be critical to facilitate the first pillar of simple, actionable
and agile strategy as shown in Figure 2. This suggested transformation command will be
similar to the concept of global capability centers that are common in the information
technology (IT) industry (Ahuja, 2020). The transformation and integration of the complete
AECO value chain in alignment with 4IRwould necessarily require it to be heavily dependent
on digital capabilities. The initiative should be led by a group of persons who understand the
vision of the company and its intricacies for structuring system. A team of professionals from
diverse backgrounds, namely strategists, program and project managers, cognitive and
systems thinkers, data analysts and data scientists, digital operatives and robotic
programmers have to come together and constitute this group. This team would be
capable of spotting new projects while increasing visibility and transparency across the
organization. The business environment which is expected to be full of competitive and
economic uncertainties has to be led with enterprise-wide capabilities. This group would also
lead the business and strategic initiatives within the organization, like a central core and
guidance group.

This is suggested because the transformation of the business will mandate a structural
shift in work scope, methods, talent/ skill needs and benefits realized. The AECO capability
centerswill be responsible to strategize, ideate and create roadmaps on the implementation of
technologies related to 4IR across the entire value chain. The operations, executive functions
and processes, however, will continue to be decentralized.

Attention has to be centered on fourmajor areas, namely identifying immediate objectives,
managing risk, ensuring coordinated and team approach, and getting results across the entire
value chain. The command would also identify the priority areas and phases of the
penetration of the digital initiatives. The role and expertise of the command can extend to
hand-holding, mentoring, evolving new practices and tools and techniques. The immediate
areas of intervention in the value chain shall be identified on basis of competencies available
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and the urgency to record quick wins and celebrate (Kotter, 2007). The transformations have
to be ongoing, continuous and everlasting, thereby charting new territories and new
opportunities on a self-sustaining basis. It should not be limited to a few isolated successes
and rather look to slowly but steadily integrate all stages of the value chain. It is also essential
for all the initiatives and successes to be replicable and scalable.

The transformation command itself is also expected to grow and mature over a while. For
this, the group needs to evolve partnerships across the business ecosystems which should
include academia, government agencies and various industry forums. This will enable them
to evolve, keep a pulse on the market trends, new technologies and customer requirements.
This would also catalyze the development of additional new capabilities. Our proposition for
the first pillar of digital transformation for the AECO value chain is as follows:

Proposition 1. The strategy for digital transformation for the AECO value chain shall be
simple, flexible, agile and actionable in nature.

An appropriate structure of an organization is required to render flexibility and agility in its
responses. For achieving the same, a sub-proposition is as follows:

Proposition 1a. The digital transformation initiatives shall be crafted, led and guided by
an interdisciplinary capability center also known as the transformation
command.

Before crafting the strategy, some of the key questions that the transformation command
would need to answer would be as follows:

(1) Which 4IR applications/technologies does the company already use?

(2) What are the focus areas in which the company is technologically and culturally
ready to adopt 4IR concepts? This will help in evaluating the routes, priorities and
phasing.

(3) Which 4IR applications/technologies would bring quick and quantum benefits vs
minimal efforts/resources to give quick wins?

(4) Which 4IR applications/technologies are expected to bring long-term sustainable
competitive advantage and differentiate it from competitors?

(5) Which current and prospective projects are opportunities to leverage or skill up the
4IR initiatives within the company?

To obtain specific answers to the above questions, it would be required to map the dynamic
capabilities of the company, which forms the second pillar of the strategy framework.

Second pillar: strategy based on dynamic capabilities
Dynamic capabilities refer to a subset of capabilities directed toward strategic change, both at
the organizational and individual unit level. These enable companies to create, extend and
modify their business models, including those through alterations in resources, operating
capabilities, scale and scope of businesses, products, customers, ecosystems and other
features of their external environments (Teece, 2018; Helfat and Winter, 2011; Zollo and
Winter, 2002). Dynamic capabilities of an organization include the sensing, seizing and
transforming needed to craft business transformations. Teece (2017) suggests that they can
be categorized according to three general types of functions, namely sensing new
opportunities and threats, seizing new opportunities through business model design and
strategic investments, and transforming or reconfiguring existing business models and
strategies. Dynamic capabilities are linked in part by organizational routines and processes,
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the gradual evolution of which is punctuated by nonroutine managerial interventions that
may become necessary from time to time. For the digital transformation, this may well
become one of the most critical features.

In practical terms, business transformations, especially those involving a novel field of
technology; a different customer base; organizational reengineering; some combinations of
these and other disruptive changes within an existing business are unlikely to succeed
without major financial resources and strong commitment. Business model transitions that
fit comfortably with the existing business are observed to be far easier to implement (Teece,
2018). It is also suggested that small transitions can enhance value capture, which is
something that matches the idea of judicious confluence of continuity and change, which
would be discussed subsequently.

Dynamic capabilities would also enable an enterprise to upgrade its ordinary capabilities
and the capabilities of partners and collaborators, toward high-payoff endeavors. This is
completely in alignment with the vision of digital transformation in the AECO value chain.
This requires developing and coordinating the company’s and partner’s resources to address
and shape changes in the business environment. All this, however, may affect the timeline of
implementation. This is because the strength of any company’s dynamic capabilities
determines its speed and degree and associated costs of aligning its resources. It logically
includes aligning its business model(s) with customer needs and aspirations. To achieve this,
companies must be able to continuously sense and seize opportunities. This may involve a
phase-wise transformation of the organization and culture to proactively address novel
threats and opportunities, as and when they arise. Hence, our second proposition:

Proposition 2. The digital transformation strategy shall be crafted based on the dynamic
capabilities of a company.

Third pillar: strategy of transformation on the move: a mix of change and continuity
The arrival of new general-purpose technology (as in the case of 4IR) opens opportunities for
radically new business models, to which corporate strategy is required to respond. A new
wave of business model innovation leads to the emergence of new services andways of doing
business. Once in place, a business model shapes strategy and vice versa, in a reciprocal
relationship. They constrain some actions while facilitating some others. In the event of a
conflict between strategy and the business model, the onus is on top management to
determine which of the two should change. It often takes time for the business model
innovation to catch up to technological possibilities because business models are more
context dependent as compared to technology. All these may cause conflicts between the old
and new order within the company.

Contradictions are grounded within the internal dynamics of the organization, arising
from dilemmas over past and projected future range of activities. There is always a need to
accommodate and mediate between constituents to promote a more collective capacity for
change (Jarzabkowski, 2003). Since contradictions and mediation are important components
of change, distributed and participative approaches to resolve these differences act as levers
of change.

Theories of change and change management have long been topics of research in the field
of management and to a limited extent in strategic thinking. The globalization process of the
1990s and more recently the advent of 4IR and digitalization has made the business
environments highly turbulent. Rapid change has generated immense interest from strategic
thinkers and practitioners. Over the years, diverse theories, such as crafting strategy,
strategic flexibility, complexity and chaos, strategic change and transformation, blue ocean
strategy, etc. have evolved in the ever-dynamic business environment. Management
literature has extensive frameworks and models, in several books and journals on change,
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change management and organizational change (Carter and Varney, 2018; Rosenbaum et al.,
2018; Varsos and Assimakopulos, 2016; Burke, 2013; Bamford and Forrester, 2003;
Washington and Hacker, 2005; Oakland and Tanner, 2007). However, the record of success
in change management has hardly been encouraging so far (Hughes, 2011; Burness, 2011;
Beer and Nohria, 2000; Sturdy and Grey, 2003). Several researchers and theorists have
suggested multiple novel ways of effecting change outcome also (Gondo et al., 2013;
Pettigrew, 2000; Beer and Nohria, 2000; Tsoukas and Chia, 2002).

It is, however, interesting to note that crafting any strategy involves synthesizing one
which is suitable to the context. Such a strategy should look to accommodate the existing
objectives of a live/running organization, along with the intended strategy and/or a reactive/
adaptive strategy in harmonywith the change in the business environment (Mintzberg, 1988).
Usually, a company that is bidding for transformation looks to continuing with the existing
business successfully too. The bigger the inertia of motion (continuity), the stronger the
continuity momentum. It would be extremely difficult to first stop a moving vehicle and then
change its course. This would result in a waste of effort and resources. This logically forms
the origin of the school of thought, proposing a judicious mix of continuity and change to
provide stability and dynamism simultaneously. Following this line of thought, companies
require to create a strategy road map to address the so-called “confluence” of continuity and
change at multiple levels (Sushil, 2012).

Nasim and Sushil (2011) argue that “managing change is invariably managing
paradoxes.” They treat the balance of continuity in terms of alignment orientation, rigor
and discipline and change in terms of adaptive orientation, flexibility and agility. The mix is
viewed as analogous to a "flowing stream" which reinforces the concept of natural growth
and development. The concept of balancing change with continuity has to gain prominence
and that too logically, in business environments that evolve continuously (Sushil, 2005, 2012;
Gupta, 2016; Sutherland and Smith, 2011; Malhotra and Hinings, 2012; Brown and
Eisenhardt, 1997; Leana and Barry, 2000). Mintzberg et al. (1998) have also highlighted the
need for balancing change with continuity, as per business objectives. In his discourse on
planned vs emergent strategy, Mintzberg (1988) established that strategy making is both
“deliberate and emergent” and hence needs to be crafted rather than just planned. According
to him, a fundamental dilemma of strategy making is the need to reconcile the often
conflicting forces of stability and change. While there is a need to focus efforts and gain
operating efficiencies, on the one hand, adapting and maintaining pace with a changing
external environment needs to be taken care of on the other hand (Mintzberg, 1988, p. 82).
Internal continuity has to be maintained to competencies and organization culture, while
externally, it should cater to the new opportunities and customer needs (Pettigrew, 2000;
Drucker, 1999). Collins and Porras (1994), too, have argued on preserving the core while
changing continuously. The integration of two opposing forces changes and continuity is
extremely challenging but would be worthwhile in terms of payoffs. Makinen (2017)
concludes in his study in the specific context that process is initially incremental rather than
transformative, it constructs the foundation which is not a deterministic, carefully
preplanned project, but it is rather highly emergent and iterative in nature.

Customer requirements need to be the basis for a sound framework for identifying the
areas of continuity and change and helping the company integrate upfront for effective
strategy formulation. Such logical alignment would result in higher customer satisfaction
and thereby, competitive advantage. Conversely, expanding the pool of business and range of
services also provides an avenue for better growth.

A construct incorporating the change and continuity forces in the context of digitalization
in the AECO value chain, along with the motivations/takeaways and challenges/downsides
has been adapted/collated from the literature on related works of various researchers in
strategy and 4IR (Bhattacharya et al., 2020; Oesterreich andTeuteberg, 2016;Wirtz et al., 2018;
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Adetunji et al., 2008; Ahuja et al., 2017; Nasim and Sushil, 2011; Yoon and Chae, 2009; Dawes,
2009; Momaya, 2011; Riley, 2007). These have been exhibited in the construct in Figure 3. A
few prominent literature review learnings from the references on continuity and change cited
above have been discussed in the following paragraphs. Extensive discussions of the
motivations and challenges have been avoided, which can be a topic of further in-depth
research.

In the context of the AECO value chain, there can be many forces that contribute to the
inertia of continuity, as shown in the construct. Large size of customer base may already
exist, whom a company needs to continue serving during and even after implementing the
transformation. But these products or services may be required to be delivered differently
and more efficiently. In business and commercial organizations, inertia may creep in due to
the fear of losing a large customer base. It acts as a major deterrent for change and thus
becomes a strong continuity force.

Most companies may have varying extents of already established huge physical
infrastructure, which could be in danger of becoming redundant due to transformation.
Thus, the bigger the physical set-up already in place, the larger would be the force of
continuity. The technologies, equipment and hardware being utilized also become a continuity
factor, especially when there is a chance of them being rendered redundant. Legacy processes
or existing processes of service delivery are identified as another major continuity force in
implementation. Such a preexisting network of supply chain/ delivery processes, standard
operating procedures or the actors involved therein contribute to greater continuity forces in
an existing company.

Core competencies rooted in the old system can bemajor continuity forces resisting change
within a company. These may have a major and a valid claim within the company of earning
its bread and butter, especially when they are currently delivering superior financial results.
The culture of any organization is the major driving force for maintaining continuity.
However, a positive attitude, and progressive mindset inculcated as a legacy in the culture,
can also facilitate the transformation. Some groups or lobbies associated with the company
can still be expected to be most resistive to change, indicating a higher level of continuity on
the culture front. Inherently, there is a need to build a culture that supports the organization’s
strategy and continues to integrate the work processes with company culture. Companies
focusing on organization culture are expected to be five times more successful in digital
transformation as compared to others (BCG, 2020).

However, as the transformation progresses, over some time, the influence of such forces is
expected to diminish, other than ones involving competencies and organization culture. A new
order is expected to replace most of them consequent to the transformation. Therefore, the
implementation needs to be gradual and not abrupt.

On the other hand, some other forces push a company to change, as is exhibited in the
construct (Figure 3). Information Technology (IT)-enabled processes in general have already
recorded significant successes within various domains and even promised to disrupt how
business is done. It also lends the characters of efficiency, responsiveness, accountability and
democratization to the work processes (Moon, 2002). As a result, businesses have undergone
a rapid and continual change (Stojanovic et al., 2006).

The process of globalization is pervasive. Globalization has placed strong pressures on
companies to compete for trade flows, investments and resources (Butzbach et al., 2020;
Parente et al., 2018; Rodrik, 2018) and is a strong force outside, especially given the industry
trends internationally (Verbeke et al., 2018). It has created possibilities for interactive
initiatives, putting companies worldwide under pressure to change how to conduct their
business. This challenges all the players to set the bar for higher thresholds of
competitiveness and to sustain competitive advantage.
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Despite all localization forces, the customer’s expectation for better service deliveries
owing to rapid technological changes has been a major driver to adopt digitalization. New
opportunities for businesswith a novel range of services are expected to be a major harbinger
of change. A larger pool of work scope instead of individual products and services can help to
tap new opportunities and changing customer requirements. A new customer requirement is
likely to lead to further development of internal capabilities and skills.

Integration of the entire value chain unfolds a plethora of advantages in terms of
democratization of information and synergies in operations (Lee et al., 2018). While the
vendors/suppliers may benefit from the improved, transparent and efficient system, the
company itself would gain in terms of cost efficiencies and customer satisfaction by
delivering as per exact needs. For all the stakeholders, an integrated platform promises a
wide array of collaborations, which can bemutually beneficial. Collaborations can be of many
kinds including sharing of resources and infrastructure. This will contribute significantly
toward faster growth and sustainability. Services running on the cloud, using big data, or
artificial intelligence have the potential for a multitude of possibilities in digital
entrepreneurship (Giones and Brem, 2017).

New technologies have been the prime force of change across all domains (Mahardika et al.,
2019; Preece, 1988; Hattori and Tanaka, 2016). The adoption of cyber-based technologies to
conduct business and deliver services has become a global driver of change. Technology is
expected to facilitate, enable and empower. Industry experts and researchers believe that
technology will continue to unfold, evolve and drive programs till eternity.

Government policies and legislation can be yet another major force for change. By creating
a favorable business environment for adopting 4IR at the national level, the government/
statutory bodies can ensure and catalyze the change. Institutional as well as cyber-
infrastructure, along with essential electricity and data connectivity would be critical success
factors for a national-level change facilitator.

Therefore, our third proposition based on the forces of change and continuity is as follows:

Proposition 3. The digital transformation shall be successfully implemented by
managing a judicious confluence of change and continuity forces.

Thus, the proposed framework for digital transformation in the AECO value chain based on
the three pillars identified and discussed above can be represented below as in Figure 4.

DIGITAL TRANSFORMATION STRATEGY IN AECO INDUSTRY VALUE CHAIN

Simple and Agile Strategy 
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Confluence of Change and 

Continuity
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Capabilities
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Validation of the proposed framework
Among the three suggested pillars of the framework, the first two are strongly supported by
the existing seminal strategy literature, as cited earlier. The third pillar which was extremely
AECO context specific required validation checks. The continuity and change forces
identified from diverse literature reviews have been validated through a questionnaire
survey. The survey was administered to senior and mid-senior AECO industry professionals
to respond to the themes that emerged out of the literature review. They were asked to rate
their responses on issues on a five-point Likert scale. They were also provided with ready
theoretical definitions of various terms for better understanding. Around 125 questionnaires
were distributed, and 42 valid responses were received.

Descriptive statistics like a high mean score (more than three) in conjunction with median
ormode (four and above) of the response distribution endorsed the significance of the element
issues under analysis and hence provided a fair basis of acceptance. To further authenticate
the survey results, a single tail “z” statistic test has been used to compare the mean value of
each of the elements with a specified constant mean test value of 3, at a 2.5% level of
significance. Since the questionnaire responses ranged from strongly disagree (1) to strongly
agree (5), a mean value of more than 3 was assumed to be a reasonable test value for
hypothesis testing.

The major conclusions that can be drawn from the survey have been elicited in the
following sections.

Use of 4IR applications in AECO:
The first set of hypotheses was to establish the immediately relevant 4IR technology
applications and their utility in the AECO value chain. They had been enumerated as follows:

Null hypothesis (H0): (4IR application name) does not have a significant role in the digital
transformation of the AECO value chain.

Alternate hypothesis (H1): (4IR application name) has a significant role in the digital
transformation of the AECO value chain.

An application would be assumed to be having a significant and valid role to play if the
value of the z-statistic exceeded 1.96 (significance level lesser than 0.025 or more than 97.5%
confidence level). The results of the analysis have been summarized in Table 2.

In general, all respondents were upbeat about the use of 4IR technologies in the AECO
value chain. They view the transformation to be inevitable and would positively impact
productivity in a significant way. Around 50%of respondents feel that cost of implementation
is a factor currently. Few have suggested that over time, these technologies will become
economical. The suggested list of technologies in AECO for hypothesis testing was collated
from relevant past research (Oesterreich and Teuteberg, 2016; Woodhead et al., 2018; Wirtz
et al., 2018; Deloitte, 2015; B€uy€uk€ozkan and G€oçer, 2018). Among the technologies available
Virtual/Augmented Reality; Simulations; Cloud Computing; Internet of Things; Data
Analytics; Machine Learning or Artificial Intelligence; Cyber Security; Automation/ Robotics;
Building Information Modeling and Drones/Sensors/Wearable devices have all emerged as
significant applications through the hypothesis testing of the responses. On an immediate
basis, Building Information Modeling; Augmented Reality; Machine Learning and Drones/
Sensors are the top four identified applications for immediate deployment, as per the survey
carried out.

The significance of continuity and change forces
On basis of the literature review cited earlier, eight forces of continuity and nine forces of
change had been identified. Hypothesis testing of the data collected in the questionnaire
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survey was carried out, on both these sets of forces. The hypotheses had been enumerated as
follows:

Null hypothesis (H0): (The name of change/continuity force) does not significantly impact
the 4IRdigital transformation of the AECO value chain.

Alternate hypothesis (H1): (The name of change/continuity force) significantly impacts the
4IR digital transformation of the AECO value chain.

Thus, a force would be assumed to be having a significant and valid impact if the value of
the z-statistic exceeded 1.96 (significance level lesser than 0.025 or more than 97.5%
confidence level), indicating a higher level of effect. The results have been summarized in
Tables 3 and 4, as exhibited below.

All the continuity forces listed, except stable business performance, tested were significant
in the current context of the AECO value chain. The possible interpretation for this is that a
company doing well would be expected to have spare resources to invest in digital
transformation. Conversely, a company not performing well may turn to digital
transformation to change its fortunes.

The top three continuity forces which offer resistance to change are organization culture,
existing delivery processes and networks, and existing standard operating procedures. All
these are behavioral aspects involving stakeholders, who have become comfortable within
the existing system. Individuals are often led to deep-seated fears or insecurities about their
skills and abilities, fear of the unknown and new environment or fear of losing control,
which discourages them to favor change (Kegan and Lahey, 2001). The human mind also
gets accustomed to a way of working and in a comfort zone over some time. Several
researchers have highlighted deep-rooted prejudices associated with established

Applications

Mean
score
(x)

Median
value

Mode
value

Std.
dev.
(s)

Calculated
z-statistic

Null
hypothesis
Status H0

Contributes
significantly

Advanced
manufacturing/3D
printing

3.48 4 4 1.77 1.75 Accepted No

Additive
manufacturing

3.29 3 3 1.42 1.30 Accepted No

Augmented/
virtual reality

4.10 4 4 1.18 6.04 Rejected Yes

Simulation/
predictive
modeling

3.90 4 5 1.48 3.97 Rejected Yes

Cloud computing 3.95 4 4 1.30 4.74 Rejected Yes
Internet of Things 3.90 4 4/5 1.48 3.97 Rejected Yes
Blockchain 3.43 3 3 1.45 1.91 Accepted No
Data analytics 3.81 4 3/5 1.46 3.60 Rejected Yes
Machine learning 4.00 4 4 1.10 5.92 Rejected Yes
Cyber security 4.00 4 5 1.41 4.58 Rejected Yes
Automation/
robotics

3.95 4 4 1.14 5.42 Rejected Yes

Building
information
modeling

4.52 5 5 1.31 7.52 Rejected Yes

Drone sensors,
wearable devices

4.29 5 5 1.42 5.85 Rejected Yes

Note(s): Mean test value 5 3; cut off “z” statistic value > 1.96 at 2.5% level of significance

Table 2.
Summary of perceived

significance of
applications of 4IR

in AECO

Digital
transformation

in AECO
industry



organization practices and culture (Hellriegel and Slocum, 2011; McLaughlin et al., 2008;
Senarathna et al., 2014; Sethi, 2003). These require a substantial realignment of attitudes
and mindset.

The change forces too, other than collaborations and partnerships,were all hypothesized to
have a significant impact. This againmay be specific to the context of AECO because it still is
a very fragmented value chain. Collaborations and partnerships may at a later point in time
become significant, once the integration of the value chain has been effected. The leading
drivers of change are needs of competitiveness; global industry trends and the advent of new
technologies/innovations. Any company in the globalized and business ecosystem can survive

Applications

Mean
score
(x)

Median
value

Mode
value

Std.
dev.
(s)

Calculated
z-statistic

Null
hypothesis
Status H0

Contributes
significantly

Existing core
competencies

3.43 4 3 1.16 2.38 Rejected Yes

Existing
infrastructure

3.38 3 4 1.20 2.05 Rejected Yes

Technologies in
use/deployed

3.43 4 3/4 1.33 2.10 Rejected Yes

Existing SOPs 3.67 4 5 1.28 3.38 Rejected Yes
Stable business
performance

3.05 3 3 1.20 0.26 Accepted No

Organization
culture

3.81 4 4 1.03 5.09 Rejected Yes

Existing delivery
processes and
networks

3.71 4 5 1.19 3.89 Rejected Yes

Note(s): Mean test value 5 3; cut off “z” statistic value > 1.96 at 2.5% level of significance

Applications

Mean
score
(x)

Median
value

Mode
value

Std.
dev.
(s)

Calculated
z-statistic

Null
hypothesis
Status H0

Contributes
significantly

Global industry
trends

4.00 4 5 1.14 5.68 Rejected Yes

New opportunities 3.81 4 4 1.08 4.87 Rejected Yes
Emerging
customer needs

3.52 3 4 1.08 3.15 Rejected Yes

New technologies/
innovations

3.90 4 4 1.09 5.37 Rejected Yes

Needs of
competitiveness

4.05 4 5 1.02 6.63 Rejected Yes

IT-enabled
processes

3.62 4 4 0.92 4.36 Rejected Yes

Value chain
integration

3.67 4 4 1.06 4.06 Rejected Yes

Collaborations
and partnerships

3.33 3 3 1.15 1.87 Accepted No

Policies and
legislations

3.38 4 4 1.20 2.05 Rejected Yes

Note(s): Mean test value 5 3; cut off “z” statistic value > 1.96 at 2.5% level of significance

Table 3.
Summary of perceived
significance of
continuity forces
in AECO

Table 4.
Summary of perceived
significance of change
forces in AECO
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and succeed, only by staying ahead of peer competition. These top three change forces are
critical toward ensuring this sustainable competitive advantage in the AECO value chain, as
has been duly underscored by prior research also (Bhattacharya et al., 2020; Ambastha and
Momaya, 2004; Momaya and Ambastha, 2005).

Conclusions and research implications
4IR involves running businesses by adopting digital technologies that can help companies
create integration between their machinery, supply systems, production facilities, final
products, employees and customers to gather and share information or data on a real-time
basis. The revolution opens possibilities for modern techniques to support key components
within the industry. The AECO industry too should not remain insulated from these
developments. In general, all respondents of the questionnaire survey are upbeat about the
use of 4IR technologies in the AECO value chain and industry value system. They view the
transformation to be inevitable andwould positively impact productivity, strategic flexibility
and international competitiveness in a significant way. Around 50% of respondents feel that
cost of implementation is a key barrier currently. Few have suggested that over a while, these
technologies will become economical. However, currently, the research on applications of 4IR
in AECO is still at a nascent stage.

The AECO value chain is typically characterized by problems of complexity, uncertainty,
fragmented supply chain, short-term thinking and conservative culture. The projects too are
complex in nature due to the involvement of several stakeholders. Given this unique nature, a
suitable integrated framework should ideally address all the identified issues and
bottlenecks.

The conceptual framework presented in the present study has integrated three diverse
ideas of strategy, named as pillars, to deliver digital transformation in the AECO value chain.
These ideas are based on creating a strategy of simple rules; a strategy based on dynamic
capabilities and a strategy having a confluence of change and continuity.

Strategy of simple rules is less complicated, flexible responses to any circumstance or
context, while accommodating multiple and what-if solutions. These are expected to provide
an effective approach to address constant change in a transient business environment. For
this purpose, AECO Capability Centers or Transformation Commands have been proposed.
Strategists; program and project managers; cognitive and systems thinkers; data analysts
and data scientists; digital operatives and robotic programmers have to come together and
constitute this group. The groupwill be responsible to strategize, ideate and create roadmaps
on the deployment of technologies related to 4IR across the entire AECO value chain and
system.

Dynamic capabilities refer to a subset of capabilities directed toward strategic change,
both at the organizational and individual unit level. Mobilizing the dynamic capabilities of a
company can enable the creation, extension and modification of business models, through
alterations in its resources; operating capabilities; scale and scope of businesses; products;
customers; ecosystems and other features of their external environment.

A confluence of change and continuity provides a feasible and practical path to carry out
the 4IR digital transformation, without disrupting the current business revenues. In the quest
for transformation, the internal operations and current sources of revenues get ignored.
There is a need to ensure that the strategy crafted and implemented is suitable to the context
and maturity of the company in question. The transition journey while judiciously balancing
the conflicting forces of continuity and change is expected to be smooth, seamless and
successful. These conflicting forces may be both internal and external to any organization.
Empirical studies carried out on the change continuity construct evidence that the top three
continuity forces which offer resistance to change are organization culture, existing delivery
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processes and networks, and existing standard operating procedures. The leading drivers of
change are needs of competitiveness; industry trends worldwide and the advent of new
technologies or innovations.

An exact strategy based on the “three-pillar framework” would need to be crafted for
particular companies based on the detailed analysis carried out as per the proposed
framework. The framework can help guide a company through its various stages of
transformation maturity based on diagnostics of trends in competitiveness (Momaya, 2001,
2011). It will give a company the option to choose the areas of intervention based on its
priorities, preferences, choice and comfort. As a downside, the flexibility offered can also
result in complacency creeping into the organization. The company has to be wary and alert
to this aspect. As a mitigating measure, there is a need to create a very strong vision, which
needs to be reinforced regularly in no uncertain terms within the organization, by the
capability centers proposed. Depending on the performance goals, there would be a need to
fix metrics for the transformation. Discussion on the same has currently been kept beyond
the scope of this study. Likewise any strategy, these have to be quantifiable, objectively
stated and fixed time frames (also referred to as SMART objectives) to create a sense of
urgency. There should be an attempt to record quick wins and celebrate them as a
motivator for the workforce. Successful performances and target achievements need to be
rewarded with more delegation of responsibilities. This will positively strengthen the
organization culture and encourage rapid adaptation of the new processes. Similar to any
other quality management process, the motto needs to be continuous improvement, albeit
incremental (like Kaizen).

It is expected that slow enhancements in international competitiveness (Momaya, 2011) of
the AECO industry would be a vexing problem for many developing countries such as India
(Manda and Dhaou, 2019; Bhattacharya et al., 2012, 2021) as they are still investing
significantly in infrastructure. The potential of 4IR initiatives being leveraged to address
problems like the following can have very contentious and useful implications.

(1) Massive deficits on international trade (e.g. reflected in net forex losses) due to
excessive dependence on imported inputs in machinery, plant, etc. is an issue in
several countries. 4IR should look to address them and overcome these hurdles by
enhancing productivity exponentially, without gettingweighed down by the barriers.

(2) For several reasons known for decades, most AECO companies in developing nations
have been less capable of investing in innovation and leveraging capabilities for
exports (Bhat and Momaya, 2020). This mindset needs to be addressed.

(3) To mitigate problems of international competitiveness (Momaya, 2001), early
exposure and experiences for young engineers of AECO firms become very critical.
Education and training infrastructure and support from technological institutions are
crucial to this need.

(4) Specific to digital transformation in AECO, there is a need to integrate efforts across
the value chain; compilation of success stories; realization of lean objectives or
innovative models for new business and start-ups. This will help create knowledge
resources on a prospective basis and realize benefits in the long term.

Limitations and topics for further research
This study, however, has a few limitations. The dynamics within the project portfolio have
not been kept within the ambit of this study. Given the multidimensional nature of the
constructs and framework involved, theoretical research is required to be carried out to
strengthen and further refine them. The propositions too would need further testing to be
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extended and replicated in various contexts. The interplay of the continuity and change
forces may not have been completely revealed in the hypothesis testing carried out as these
may tend to counter each other’s effects. This would require advanced statistical analysis to
gain valuable insights.

The current validation relied on the opinion and perspectives of respondents. The
responses of practicing professionals were limited to the Indian context. Hence, their opinion
is expected to be influenced by their domain and geography of experience.

Despite the above limitations, this perspective paper indicates several high potential
topics to revive international competitiveness (IC) of the AECO companies and industry
value chain by leveraging not only 4IR but more sustainable concepts such as flexibility
for Society 5.0 (Keidanren Policy and Action, 2016) that aged societies in countries such as
Japan are piloting. The record of firms of emerging countries may not be remarkable, but
the future can be shaped for bigger contributions if revolutionary innovations such as 4IR,
digital platforms and their drivers such as “Sharing Economy” are adapted strategically
for better future international competitiveness, prosperity and sustainability
(Momaya, 2019).
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The numerous advancements conducted experimentally to improve the efficiency of steam desalination
systems to extract the essential oil from the peppermint plant are presented in this article. Peppermint oil
is important for human life because of its health benefits. It is used in the medical sector and food indus-
try as an herb and fragrance, respectively. In this study, two types of distillation systems, namely the solar
distillation system and the electrical energy-based distillation system, are discussed. The major factors
that lead to increased system efficiency, such as the mass flow rate of heat transfer fluid, inlet water flow
rate to boiler and batch size of peppermint, are addressed.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Technology Innovation
in Mechanical Engineering-2021.

1. Introduction

Approximately 80% of the population relies on herbal medicines
to meet their health needs. As a result, medicinal and aromatic
plants are important because the products derived from plants
are used to make herbal medicines. According to WHO reports,
about 21,000 species are used as medicinal plants. Distillation pro-
cess is used to extract the essential oil (EO) from these aromatic
plants [1]. The EO obtained from these plants is utilized as a fra-
grance in the cosmetic industry and for flavouring in the food
industry. The medical industry also used the peppermint oil for
its functional use [1,2].

The Attention of food and medical industries has attracted the
peppermint (Mentha peperita L.), a medicinal herb, because of its
health advantages. The use of Peppermint oil as health benefits
are shown in Fig. 1 [3].

Peppermint oil is extracted from peppermint plant leaves
through the steam distillation process. The boiler, distillery, and
condenser are the main components of the distillation system.
Steam distillation is a process in which water is heated up to boil-
ing point by a heat source and converted into steam in the boiler.
Distillery consists of peppermint leaves and the steam generated in
the boiler is passed through the leaves. The oil is evaporated from
the leaves at a temperature range of 250–300 �C. The evaporated

steam then passed to the condenser through the connection pipe
and condensed. The oil and water then separated in a Florentine
flask. The steam distillation system is shown in Fig. 2 [3].

This paper discusses technical advancements in steam distilla-
tion systems for peppermint oil extraction. The paper aims to pro-
vide complete information for designing an energy-efficient
peppermint oil extraction system, which will help researchers,
developers, and the people associated with the field, leading to fur-
ther futuristic development in the concerned area.

2. Technical advancement in steam distillation systems for
peppermint oil extraction

Radwan et al. (2020) designed the conventional and solar
energy based steam distillation system to extract the peppermint
oil from leaves. The setups for conventional and solar energy based
distillation are shown in Fig. 3 and Fig. 4, respectively. An electrical
heat source was used for evaporation of water in a conventional
distillation system. The solar distillery consisted of a parabolic
solar disc as a heat source. The study concluded that the productiv-
ity, essential oil yield, and extraction efficiency of the system are
affected by variation in the boiler inlet mass flow rate and batch
size of peppermint. The productivity and essential oil yield
increase with an increase in batch size and boiler inlet flow rate,
and however, the requirement of energy for distillation reduce
[1,2].
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Fig. 1. Health benefits of Peppermint oil.

Fig.2. Steam distillation system for oil extraction from peppermint leaves.
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Gavahian and Chu (2018) designed and developed an ohmic
accelerated steam distillation system (OASD) to extract lavender
oil. The OASD system is illustrated in Fig. 5. Ohmic electrodes were
used for heating the water. In this study, the yield and energy con-
sumed for distillation of the proposed system have been calculated
and compared with the conventional distillation system (SD). The
results indicated that the productivity of the OASD system was
3.3–3.8% more than the SD system; however, the energy consump-
tion to extract 1 ml essential oil was 55.55% lower than SD system
[4].

Chen and Spiro (1994) studied a microwave heating-based sys-
tem to extract the essential oil from peppermint plants. This study
aims to predict the factors that evaluate the microwave heating
rate of plants and solvent mixture. The power output affects the
rate of extraction of essential oil from the peppermint plant. The
extraction rate of essential oil increased with an increase in the
power output. The oil extraction system is illustrated as in Fig. 6
[5].

Gavahian and Farahnaky (2017) presented a review on ohmic
assisted hydro distillation (OAHD) systems for Peppermint oil
extraction. This study discusses the concepts of OAHD and its
recent implementations. OAHD is an innovative application of
ohmic heating that takes advantage of volumetric heating to fix
the drawbacks of conventional distillation system. The processing
time, energy consumption, and operational cost of the proposed
system were lower compared to SD systems. The OAHD system
is illustrated in Fig. 7 [6].

Kulturel and Tarhan (2016) developed a solar energy based dis-
tillation system to extract the essential oil. The seven compound
parabolic collectors (CPCs) attached in series were used as heat
source to heat the oil. Heat transfer oil was circulated through
the circulation pump to heat the water in the boiler. The experi-
mental setup is shown in Fig. 8. An experimental study was per-
formed to determine the performance of the system for various
ambient and operating conditions[7].

Munir et al. (2014) designed and fabricated solar distillation
system to extract essential oil from the peppermint plant. Thermal
energy requirements for the distillation process and system effi-

Fig.3. Conventional steam distillation [2].

Fig.4. Solar distillation system [1].

Fig.5. (a) SD; (b) OASD system [4].
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ciency were evaluated in this study. The proposed system is shown
in Fig. 9. Solar disc, distillery and condenser are the main compo-
nents of the system. Tracking system was also coupled to receive
maximum solar radiation. A secondary receiver was used to focus
the radiation received from disc to boiler. The efficiency of the sys-
tem was achieved to 33.21% and 1.548 kW thermal powers avail-
able for the distillation process. An average 3.5 kWh energy was
consumed for the processing of 10 kg batch [8].

Afjal et al. (2017) fabricated a hybrid solar distillation system
for the essential oil extraction from the peppermint and evaluated
the essential oil yield and thermal energy requirement for distilla-
tion (Fig. 10). The distillation system consisted of a solar disc, dis-
tillery, and coil condenser. A supplementary biomass arrangement
was also attached with the distillation system to supplement the

Fig.7. OAHD system to extract the oil [6].

Fig.8. Solar distillation system to extract the oil [7].

Fig.6. Oil extraction system [5].
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system for the period of severe weather conditions or seasonal cli-
matic conditions in a typical year [9].

3. Conclusions

The present study concentrated on numerous technical
advancements conducted to improve the performance of steam
distillation system for oil extraction from peppermint leaves. Fol-
lowing conclusions were reported based on the present study
(Table 1):

� The productivity of the system is affected by the change in heat
transfer oil mass flow rate, inlet water mass flow rate, and batch
size of peppermint.

� The yield and essential oil yield of the system increased with an
increase in batch size and inlet water flow rate.Fig.9. Solar distillation system for peppermint oil extraction [8].

Fig.10. Schematic solar distillery [9].
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� The energy requirement for the distillation process was lower in
the solar and electrical energy-based distillation system com-
pared to the conventional distillation system.
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Table 1
. Conclusion of numerous steam distillation systems for peppermint oil.

S.
No.

Authors Classification Heat Source Purpose Conclusions

1 Radwan et al.
(2020) [1]

Solar energy Solar disc Water
heating

� Performance of the system was evaluated by calculating the yield, essential oil yield
and extraction efficiency.

� The performance parameters were affected by the inlet boiler flow rate and batch size
of peppermint.

2 Radwan et al.
(2020) [2]

Electrical
energy

Electrical
heater

Water
heating

� The study concluded that the productivity, essential oil yield, and extraction efficiency
of the system are affected by variation in the boiler inlet mass flow rate and batch size
of peppermint.

� The productivity and essential oil yield increased with an increase in batch size and
boiler inlet flow rate and however, a requirement of energy for distillation reduces.

3 Gavahian and Chu
(2018) [4]

Electrical
energy

Electrical
electrodes

Water
heating

� In the study, the yield and energy consumed for distillation of the proposed system
have been calculated and compared with the biomass conventional distillation system
(SD).

� The results indicated that the productivity of the OASD system is 3.3–3.8% more than
the SD system. However, the energy consumption to extract 1 ml of EO is 55.55% lower
than SD system.

4 Chen and Spiro
(1994) [5]

Electrical
energy

Microwave
heating

Water
heating

� The result concluded that power output affects the rate of extraction of essential oil
from peppermint plants. The extraction rate of essential oil increased with an increase
in the power output.

5 Gavahian and
Farahnaky (2017)
[6]

Electrical
energy

Electrical
heating

Water
heating

� OAHD is an innovative application of ohmic heating that takes advantage of volumetric
heating to fix the drawbacks of a conventional distillation system.

� The processing time, energy consumption and operational cost of the proposed system
were lower compared to SD systems.

6 Kulturel and
Tarhan (2016) [7]

Solar energy Parabolic
trough
collector

Heat
transfer oil
heating

� An experimental study was performed to determine the performance of the system for
various ambient and operating conditions.

� The maximum solar utilization efficiency was evaluated as 80%.
7 Munir et al.

(2014) [8]
Solar energy Solar disc Water

heating
� Thermal energy requirements for the distillation process and system efficiency were
evaluated in this study.

� The efficiency of the system was achieved to 33.21% and 1.548 kW thermal powers
available for the distillation process.

� An average 3.5 kWh energy was consumed for the processing of 10 kg batch size of
peppermint.

8 Afjal et al. (2017)
[9]

Hybrid (solar &
conventional)

Solar disc
and Biomass

Water
heating

� Thermal energy for the distillation process and essential oil yield were evaluated in
this study.

� The results indicated that essential oils from peppermint and eucalyptus leaves were
extracted as 0.40% and 0.59% w/w, respectively.
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Abstract—The VSC-based multi terminal HVDC 
technology is gaining popularity in power system to integrate 
and efficiently operate multi-area AC systems of same or 
asynchronous frequency as one grid.  Nevertheless, this 
technology has enabled to enhance controllability and stability 
of AC-DC integrated system. Depending upon the amount of 
power transfer between AC and DC systems, control strategy 
adopted for MTDC system varies. Master-Slave, Voltage 
Margin and Voltage Droop control are classical DC voltage 
control strategies for VSC-based MTDC systems. Although 
Voltage Droop technique is reliable but it suffers from 
drawbacks like inability to deliver constant active power to 
critical AC systems, inability to maintain DC voltage to a 
constant value, risk of irreversible switching from droop 
control mode to constant power control mode, etc. Voltage 
Margin technique is reliable than Master Slave control but 
suffers from power oscillations and large DC voltage overshoot 
when DC voltage control is transferred from main master 
controller to reserve controller. In this paper, an adaptive 
Master-Slave control technique with modulation of converter 
currents in Master terminal is proposed where direct-axis 
converter current is allowed to increase well up to maximum 
IGBT current carrying ability limit. Thus, augmented Master 
control scheme is able to compensate for more unbalanced 
power in DC grid than the conventional one thereby 
preventing severe DC overvoltage or arresting DC voltage 
from running down. The proposed control has enabled to 
improve the reliability and stability of AC-DC grid and is 
found to be more flexible than conventional Master-Slave 
control.

Keywords—Vector control, Voltage source converters, 
Multiterminal DC systems, Master-slave control. 

I. INTRODUCTION 

The extensive use of HVDC transmission technologies is 
well justified because of many benefits offered by the DC 
transmission over AC transmission like unconstrained bulk 
power transmission over long distance, reduced power 
losses, flexible power flow control, effective conductor 
utilization, reduced RoWs, enhanced AC-DC power system 
stability, evacuation of power from remotely located RESs, 
islanding operation and many more [1,2]. Also, with advent 
of HVDC technology, it has been possible to not only 
interconnect two asynchronous systems stably but also an 
AC area can be divided into a multi-area system. The 
Voltage Source Converter (VSC) based HVDC technologies 
and topologies have ushered a new dimension to enhance the 
stability and security of the power system of large AC-DC 
network integration. Besides the various benefits indicated, 
few other attributes of these technologies are rapid power 

reversal, feasible multi-terminal systems, improved power 
quality, decoupled power flow control and dynamic reactive 
power compensation, etc. [3].  

As regards the anatomy of the various control techniques 
that are employed in HVDC system, the vector current 
control scheme is used for control of VSC-based HVDC 
transmission in which generation of direct-axis reference 
current is done either by DC voltage control or by constant 
active power control. Similarly, generation of quadrature-
axis reference current is done either by AC voltage control or 
by constant reactive power control. In a point to point VSC-
HVDC system, one converter exercises DC voltage control 
while other is transferring constant active power [2].     

Multi-terminal (MTDC) systems are formed by 
interconnecting DC grids of various converter terminals to a 
common DC voltage [1]. It is necessary to have proper DC 
voltage control and active power control [4]. At least one 
converter in MTDC grid is responsible for regulation of DC 
voltage so that balanced power exchange takes place in 
between AC and DC system [5]. Basically, MTDC control 
system is based upon how the generation of direct-axis 
reference current is done. Master-Slave (MS) control, 
Voltage Margin (VM) control and Voltage Droop (VD) 
control are three basic control techniques for VSC-MTDC 
systems whose features are depicted in Table I [1-3].  

MS control is not so reliable due to its dependency on 
single converter for critical task of DC voltage regulation. 
Also, in case of increase in unbalanced power in DC grid, 
Master may lose its capability of maintaining stable DC 
voltage. As a result, overvoltage or undervoltage can occur 
due to lack of further DC voltage regulation [1,3]. For larger 
Voltage Margin controlled MTDC systems, more reserve 
masters are required, thus, making it cumbersome to define 
reference DC voltages for each converter station [1, 3-5]. In 
certain critical AC systems and in passive AC networks, it is 
desired to have a constant active power output from VSCs 
[3]. But voltage source converter stations controlled by VD 
technique are unable to deliver constant active power, if 
required [4]. With power losses & deviation in DC voltage 
neglected, this control cannot provide desired power flow 
without deviation from allotted power references [1]. In fact, 
such system is unable to regulate DC voltage to a fixed value 
rather only keeps the DC voltage within a permissible range 
[4].  Also, while transferring unbalanced power in grid, it 
does not take care of power margin left with the converter. 
Therefore, converter control may switch from droop control 
to constant power control mode which cannot be reversed 
[3]. Unlike droop controlled MTDC systems, DC voltage 
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regulator in Master Slave-MTDC systems keeps DC voltage 
constant and compensates for power balance in DC grid 
including power losses in DC grid [1]. 

TABLE I. DC VOLTAGE CONTROL IN MTDC SYSTEMS

Criterion Master-Slave Voltage Margin Voltage Droop

DC Voltage 
Regulation Single.

Done by more than 
one but one at a 
time.

Two, more than 
two or all at a 
time.

Automatic 
Power 
Sharing

Unbalanced 
grid power 
transferred by 
Master to hold 
DC voltage 
constant. 

DC voltage control 
transfers to the 
next priority 
converter when 
DC voltage 
matches its 
setpoint. 

Unbalanced 
grid power is 
shared as per 
droop constants. 

Stress on  
single 
converter(s)

Yes. Yes. No. 

Power 
Quality Good.

Oscillations are 
produced during 
transfer of DC 
voltage control. 

Free from 
oscillations.

Control 
Structure Simplest Complex Simpler

Ability to 
keep DC 
Voltage 
Constant

Yes.

DC voltage 
overshoot is 
observed while 
control is shifted.

Steady state 
error.

  
In this paper, an adaptive Master Slave control strategy 

for VSC-based MTDC systems has been proposed. It is 
interesting to note that the proposed scheme is based on a 
Converter Current Modulation (CCM) technique [2] 
employed by modifying vector current control scheme for 
VSC-HVDC converters.  This control scheme enables a VSC 
terminal to be acting as Master in order to have improved 
power transferring capabilities than the conventional Master 
converter, thereby offering reliable and secure MTDC 
system in comparison to conventional Master Slave MTDC 
system. Further, reliability of Master Slave control system 
can be improved by incorporating a backup Master into 
MTDC system which can take over DC voltage regulation 
from Master if the later goes into outage. This is achieved by 
sending a communication signal to the backup Master about 
the Master terminal outage.  

This paper is divided into six sections. Section II 
describes VSC-based HVDC transmission systems and 
conventional vector current control scheme for converter 
control. Section III explains MTDC systems and their 
control. The proposed scheme to improve Master Slave 
control based on Converter Current Modulation scheme is 
explained Section IV. Simulation and Results are presented 
in Section V to validate performance of proposed scheme in
a four-terminal MTDC system by introducing a power 
variation in DC grid. Section VI provides the conclusions.  

II. VSC-BASED HVDC TRANSMISSION SYSTEM AND
VECTOR CURRENT CONTROL SCHEME 

A. Description 
A typical VSC-HVDC system consists of transformers, 

AC filters, phase reactors, DC capacitors, three-phase 
converter bridges and DC lines and/or cables. Fig. 1 shows a 
VSC-HVDC transmission system having symmetrical 
monopolar configuration using IGBT valves as switching 
devices. The DC capacitors keep DC voltage of the link 

constant by their energy storing capacity. In addition, they 
offer DC harmonic filtering to avoid undesirable harmonic 
flow in AC systems. The phase reactors aid in the active and 
reactive power flow in between AC/DC system.  AC Filters 
are also used to block flow of any harmonics from entering 
into the respective AC systems. Pulse Width Modulation 
(PWM) technique is used by VSC system to produce AC 
voltage waveform of desired magnitude, phase angle and 
frequency. The PWM employment reduces the filtering 
requirements of VSC-HVDC system with respect to 
conventional HVDC system [6].

0

0

AC
AC

AC Filter AC Filter

Phase
Reactor

Phase
Reactor

DC Corridor

Rectifier End Inverter End

VDC

C/2

C/2

C/2

C/2

VSC 1 VSC 2

PCC

Voltage

Fig. 1. VSC-HVDC transmission system having symmetrical  ...      
….……monopolar configuration. 

B. Vector Current Control Scheme for  Voltage Source 
Converter 
This control technique uses synchronous dq-reference 

frame approach for control of VSC to exercise independent 
control of active power and reactive power. From Fig. 2,

c

di
V V Ri L

dt
                                                   

Vdc

Idc

C
Ic

Il

Vc V
i

R, L

PCC

Fig. 2. A grid-connected VSC. 

Performing three-phase to dq transformation on (1), 

                                  
To synchronize the converter output voltage, Vc with the 

grid voltage, V at PCC, a Phase Locked Loop (PLL) is 
employed. The output voltage of the converter is aligned 
with direct-axis component of the grid voltage by the 
PLL.Assuming, PCC voltage is constant and balanced, thus 
its quadrature component becomes zero [7]. Therefore, 

                                                                  

Thus, by modifying d-axis current and q-axis current, the 
decoupled control of active and reactive power is achieved. 
This control technique uses Outer Control (OC) loop and 
Inner Current Control (ICC) loop as shown in Fig. 3. 

The ICC loop obtains reference currents, id*and iq* from 
the OC loop. Measured values of id and iq are compared 
with their respective reference values. The error obtained is 
fed into PI controllers. Using (2),

,
dq

c dq dq dq qd

di
V V Ri L L i

dt

3
2AC d dP V i

3
2AC d qQ V i

2
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(5) 

The reference converter output voltage, Vc,abc
*  is 

generated by performing inverse Park’s Transformation on 
the obtained value of Vc,dq

* from (5). 

The conventional decoupled vector control strategy is 
shown in Fig. 3. The OC Loop generates the direct and 
quadrature axes reference currents, id* and iq

* for supplying to 
inner loop. The outer loop has two inside layers. The first 
one is having linear PI controllers and is known as PI 
Control Layer while the second layer is Current Generation 
layer as shown in Fig. 3. It can be noted that, for constant 
DC voltage and constant AC voltage control, id

* as well iq*are 
directly obtained from the PI control layer. However, if the 
VSC is operated in constant Active Power control mode 
and/or constant Reactive Power control mode, the reference 
current components, id

* and iq
* are obtained from the Current 

Generation Layer. 

id
*

iq
*

PI
Vdc*

Vdc

PIV
V*

P* PIP

PIQ
Q*

V
Vdq

X

+

+

PI-Control
 Layer

Current Generation Layer

idmax*

-idmax*
iqmax*

-iqmax*

idmax*

-idmax*

iqmax*

-iqmax*

Vc*
To VSCPI

id

PI
iq

Inner Current  Control
Loop

*Vcq

*Vcd

Vd

Outer
Control
Loop

Fig. 3. Vector current control scheme for voltage source converter. 

The PI Control layer consists of four different PI 
controllers (Fig. 3); each of which process error of reference 
and actual value of DC voltage, AC voltage, active power 
and reactive power respectively. Depending upon the 
application for which VSC is put to use, only two out of four 
PI controllers are in operation at a time. Depending upon the 
VSC control objective, only one out of DC voltage error 
processing PI controller or active power error processing PI 
controller operates at a time. Similarly, one out of AC 
voltage PI controller or reactive power PI controller is acting 
at a time. The reference current generation, idq

* is done by 
using following four equations [7] corresponding to the four 
control modes of VSC-HVDC transmission system: 

*
* * 2

( )( )
3

i AC

d p AC AC

d

K P
i K P P

s V
                                    

                
                                                               

* *( )( )i

d p DC DC

K
i K V V

s
                                                   (7)   

*
* * 2

( )( )
3

i AC

q p AC AC

d

K Q
i K Q Q

s V
                                 (8)                                                 

* *( )( )i

q p

K
K V V

s
i                                                

The first component in all the four equations as stated 
above is obtained from the PI control layer while the second 
component for (6) and (8) is obtained from the Current 
Generation layer in the Outer Control loop of the vector 
control scheme of VSC-HVDC system. For protection of 
IGBT valves, it is necessary to prevent overcurrent flowing 
via VSC. Thus, limits are applied on direct-axis and 
quadrature axis currents, idmax

* and iqmax
* [7].

III. MULTITERMINAL HVDC SYSTEMS AND THEIR 
CONTROL 

A VSC-based MTDC grid is formed by connecting more 
than two voltage source converters at their high voltage DC 
sides [1,8]. In such systems, one or more than one VSC may 
be transferring power to same AC system. Otherwise, each 
VSC will be inverting/rectifying into/from different 
synchronous/asynchronous AC systems. The VSC 
technology makes it easier to increase size of MTDC grid by 
just adding more voltage source converters as DC voltage is 
always same. A typical four-terminal MTDC network 
topology is shown in Fig. 6a, Section-V.

Like any point to point VSC-based HVDC system, a 
MTDC system should have at least one converter dedicated 
for control of DC voltage in the grid. Irrespective of power 
flowing via this converter, DC voltage should be maintained 
constant across its terminals or at least should be held within 
the permissible limits. A MTDC system where one & only 
one single terminal is dedicated to control DC voltage at a 
time is known as single node DC voltage control technique 
[3]. In Master Slave technology of VSC-based MTDC 
system, the converter terminal dedicated for DC voltage 
control is referred to as Master converter while rest 
converters are Slaves which are required to have constant 
power flowing through them. This DC voltage controlling 
Master controller is desired to exhibit following features: 

1) It would regulate DC voltage of MTDC grid by 
compensating for unbalanced power in the grid due 
to a converter outage or change in active power 
delivered by any other slave terminal. [1]. 

2) It would be able to operate both in rectifier as well 
as inverter mode as per the power requirements of 
the DC grid [9].

3) It can be tied to a stronger AC network which can 
supply power to the DC grid during contingency 
and vice versa to enable minimal frequency 
variations [10-13]. 

4) While operating as rectifier, it would be able to 
supply losses in the DC grid.  

Master converter will regulate DC voltage by 
compensating for unbalanced power in DC grid but is 
constrained by its design limits [10, 14]. In a Master-Slave 
regulated MTDC system, increase in DC grid voltage is 
avoided by Master converter absorbing  more power  from 
the grid while a drop in DC grid voltage will authorize 
master converter to supply scarce power into the DC grid [9, 
13, 15-16]. Fig. 4 shows characteristics of master converter.
It is depicted that Master terminal can balance power in the 
DC grid up to a maximum value of Pmax, depending upon 
its converter rating. 

In case of outage of master converter, DC voltage of 
MTDC grid will collapse due to absence of any other DC 
voltage controlling terminal. Such converter outage can take 
place due to some DC fault, etc. To increase reliability of 
Master Slave technology, a Backup Master converter 
terminal is often used. This backup terminal is chosen to be 
one among the slave terminals in the MTDC system. The 
controller of this converter terminal switches its action from 
constant power control mode to DC voltage control mode 
upon receiving a communication signal about the failure of 
Master terminal to control DC voltage further [3]. 

* *
, ( )( )i

c dq p dq dq dq qd dq

k
V k i i Ri L i V

s

3
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-ve

VDC Ref

+veDC Power

DC Voltage

Rectification
mode

Inversion
mode

-Pmax +Pmax

Fig. 4. DC-voltage power characteristics of master terminal of …..….          
……… Master-Slave control.  

DC voltage of grid can also become unstable if active 
power handling capacity of master converter reaches its rated 
value, Pmax. A Master controller hitting its capacity limits, 
±Pmax will push the entire MTDC system into an unstable 
state resulting either in to overvoltage or  to undervoltage 
[9,10]. Although, a converter outage due to a DC fault can’t 
be avoided but it is possible to increase active power 
handling capacity of Master converter terminal so that DC 
voltage can be controlled stably by it up to maximum 
possible extent, thereby resulting in a strong MTDC grid 
operation. This can be done by Converter Current 
Modulation scheme explained in next section.      

IV. PROPPSED CONVERTER CURRENT MODULATION 
SCHEME FOR MASTER CONVERTER OF MASTER-SLAVE 

MTDC SYSTEM

 In order to obtain maximum active power support from 
VSC-HVDC transmission system during a frequency 
disturbance, Converter Current Modulation (CCM) 
Technique is employed in [2]. In present paper, this CCM 
technique has been utilized to increase active power handling
capability of Master converter terminal of Master-Slave 
controlled MTDC system. The proposed scheme is very 
much similar to the traditional vector current control scheme 
used for controlling voltage source converters. Except that, 
here values of direct-axis and quadrature-axis converter 
reference currents, id* and iq

*, are determined without 
applying any constraints. In fact, the value of id

* is allowed 
to increase up to the maximum current that can be carried by 
IGBT valves used in the converter. This is done by 
introducing a Converter Current Modulation layer in the 
vector current control as shown in Fig. 5.

 Conventionally, for DC voltage regulating vector current 
controlled Master terminal of MTDC system, its maximum 
active power handling capacity is constrained by idmax

* limit. 
Similarly, the reactive power compensating capability of 
voltage source converter is also limited by a similar iqmax

*

limit applied on quadrature axis reference currents. These 

limits are applied on converter currents because a VSC is 
responsible to provide not only desired active power support 
but also reactive power compensation into interconnected 
AC network. However, if required, for maintaining DC 
voltage stability of MTDC grid, Master terminal can 
prioritize DC voltage control and thus, can increase its active 
power transfer capability to maintain constant DC voltage.   

Whenever, DC voltage tries to vary from reference value,
the limits applied on the converter currents can be 
dynamically altered. However, during modulation of 
converter currents, in response to DC voltage change, the 
maximum value of id

* is prioritized over iq
*. Also, such 

improvisation in reference currents is entertained only when 
DC voltage stability of MTDC grid is at risk. If not so, the 
values of id

* and iq
*calculated by vector current control 

scheme in Master converter control system holds valid.    

Under normal conditions, when DC voltage of MTDC 
grid is maintained constant to reference value, the values of 
id* and iq* obtained from PI control layer in OC loop are 
passed as it is to inner current control loop. However, when 
DC voltage of the grid starts to increase or decrease beyond 
the reference value, the values of id* and iq* obtained from 
outer control loop become the input to the newly introduced 
CCM layer instead of entering ICC loop directly as shown in 
Fig. 5. However, no constraints are applied on the reference 
currents before entering CCM layer. But in CCM layer, id

*

obtained from the OC loop is limited to a value equal to the 
maximum current that can be carried by IGBT valves, which 
is usually 1.5 times the rated current [17]. The value of iq

* is 
calculated as vector difference between the maximum 
current carrying capacity of IGBT valves and the obtained 
direct-axis reference current. Since, id

* is free to be increased 
up to maximum valve current carrying capacity, at the same 
time, the magnitude of iq can be reduced to zero. 

By employing the CCM technique for controlling the 
Master terminal, the value of id* (obtained from the PI 
controlled error between reference and measured DC 
voltage) can be increased to a greater extent with respect to 
vector current controlled Master terminal. Due to this 
increase in value of id

* obtained from the OC loop of CCM-
controlled Master terminal, the amount of active power 
inverted or rectified by it into/from the DC grid to keep DC 
voltage constant is more than the conventional Master Slave 
MTDC system. Such CCM controlled Master Slave MTDC 
system, thus, can work with additional stability than the 
conventional Master Slave MTDC system.     

Fig. 5. Proposed scheme to increase active power handing capability of Master Slave controlled VSC-based MTDC system 
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For fulfilling the objective of increasing active power 
handling capability of DC voltage controlling terminal of 
Master-Slave MTDC system, the equations for generating id

*

and iq
* used in [2] are worked out as shown in (10) and (11).

In these equations, Vdc represents DC voltage at the 
terminals of Master converter in MTDC grid. Vdc

* is 
reference value of DC voltage given to Master. Vdcmin and 
Vdcmax are the minimum and maximum allowed values of DC 
voltages in the MTDC grid. It can be observed that the 
reference value of reactive current is dependent upon both 
the DC voltage of grid and as well as upon the magnitude of 
the direct-axis reference current.   

*
di , if *V Vdc dc

or min maxV V Vdc dc dc

*,di if *
;max maxI i Ivsc vscd

and if

minV Vdc dc
     or maxV Vdc dc

*
di max ,vscI if *

maxi Ivscd
and if   

minV Vdc dc
;

max ,vscI if *
maxd vsci I and if maxV Vdc dc ;     

                                                         (10)

*
qi , if *

dc dcV V

or min maxV V Vdc dc dc ;

2 2* *
max ,vsc di i

if *
max max ;vsc d vscI i I and if

minV Vdc dc
     or     maxV Vdc dc ;

*
qi = 0, if *

maxd vsci I and if
minV Vdc dc

;

= 0, if *
maxd vsci I and if maxV Vdc dc ;    

                      

 During a severe DC grid disturbance event when the 
unbalanced power present in DC grid is beyond the rated 
capacity of Master converter, by action of Current 
modulation, as explained above, DC voltage of MTDC grid 
can be brought back to the rated value. However, during this 
action of Master converter terminal, it may have to either 
neglect or reduce its priority for offering reactive power 
support to the interconnecting AC grid, only during the 
disturbance period. Once, DC voltage of the grid is brought 
back to rated value, generally a few seconds, once again, 
Master converter will continue to provide reactive power 
support offered by it to the interconnected AC network 
before the disturbance. However, during the period of 
disturbance, when lesser or no reactive power support is 
offered by the Master terminal to interconnected AC grid, 
the deficient reactive power can be supplied by other reactive 
power compensating devices in the AC grid. These can be 
either AVR of synchronous generators, FACTS devices, etc. 
Thus, not only DC voltage can be held stable but also AC 
voltage will be maintained within the permissible range. 

V. SIMULATION AND RESULTS 

A typical configuration for a four-terminal VSC-based 
MTDC system is shown in Fig. 6a. The present paper is 
focused upon VSC-based MTDC control systems; therefore, 
detailed AC grid modelling has been avoided. In fact, three-
phase ideal voltage sources are considered to represent AC 
grids. Average order VSC-HVDC models have been 
considered over detailed switching models to optimize 
simulation times. Since, the present work does not require 
any simulation of converter outage or DC fault, thus, a 
symmetrical monopolar configuration is chosen for 
interconnection among the converters on the DC side. Each 
DC cable connection is represented by an equivalent pi-
section model having two cascaded sections. The parameters 
of AC and MTDC systems are shown in Table II. The base 
MVA and base voltage values are taken as 200 MVA and 
100 kV respectively.  

A four-terminal MTDC system is considered in this 
paper based on representation in Fig. 6a. First it is controlled 
by conventional Master Slave control technique and is 
referred as MS-MTDC. In this conventional system, 
maximum values of id

* and iq
* are considered as 1.1 pu and 

0.8 pu respectively, thereby making ivscmax as 1.36 pu. 

MS-MTDC mentioned above is compared with another 
control scheme based on proposed CCM technique. This 
system is referred here as CCM-MS-MTDC. In Master 
converter of such system, initially no limits are applied on id

*

and iq
*. But the maximum current carrying capacity of IGBT 

valves is considered as 1.36 pu only. In MS-CCM-MTDC, 
only Master terminal is controlled by CCM technique, rest 
converters are controlled by vector current control scheme 
only. This is because other than master converters, others are 
operating in constant power mode so their operation via 
CCM or vector control does not affect the performance of 
master (whose performance is significant). Simulink 
representation of CCM-MS-MTDC is shown in Fig. 6b. 

TABLE II. SYSTEM PARAMETERS 

S.No. System Components Ratings
1. AC System Rating 230kV, 50 Hz
2. AC System Capacity 2000 MVA

3.
Transformer Ratings 4 no’s each of 230 kV / 100 kV, 

200 MVA, 50 Hz, R=0.0025 pu, 
X=0.075 pu. 

4. Phase Reactor 0.15 pu
5. DC Side Voltage ± 100 kV
6. DC Side Power 200 MW

7. DC Cable Parameters 100 kV, r=0.139 mΩ/km, l=15.9 
mH/km and c=23.1 μF/km.

8. Length of DC Cable 4 X (2  X  75 km) symmetrical 
monopole

9. DC Capacitance 70 μF

The converter terminals T1, T2 and T4 in both MS-
MTDC and CCM-MTDC utilize active power controller 
while that at T3 is Master terminal and exercises constant 
DC voltage control having 1 pu as reference DC voltage. It is 
considered that DC voltage is allowed to vary within ±10% 
as the permissible limits. The sign convention used for 
power is positive (+ve) for rectified power into the DC grid 
and negative (-ve) for power inverted from the DC grid. 
Also, in MS-MTDC & CCM-MS-MTDC, converter 
terminals T1 and T2 are rectifying 1.0 pu & 0.97 pu 
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respectively into the DC grid while terminal T4 is inverting 1 
pu from the DC grid. This is shown in Fig. 7. Also, for both 
of the MTDC systems, Master Terminal T3 is maintaining 
DC voltage of 1 pu as shown in Fig. 8 by inverting 0.93 pu 
(depicted by Fig. 7b) from the MTDC grid. Thus, in normal 
operating conditions, the behavior of both these systems is 
exactly same. 

To illustrate the superior control capabilities of CCM-
MS-MTDC system over the MS-MTDC, at t=7s, the active 
power set point of terminal T4 controller is decreased from  -
1 pu to -0.7 pu. In response to this decrease in active power 
inversion, the active power flowing via all the four terminals 
of MS-MTDC and CCM-MS-MTDC are shown in Fig. 9 
and Fig. 10 respectively. It is observed that as the controllers 
at terminals T1 and T2 employ constant power controllers, 
thus, they do not depict any considerable changes in their 
output power after applying the active power variation at T4 
at t=7s.   

Terminal 1

Terminal 4 Terminal 3

Terminal 2

MTDC NETWORK

v

v

v

Fig. 6. (a) A typical configuration for a four-terminal VSC-MTDC 
………...system. 

  For DC voltage regulation, Master terminal will invert 
this extra active power left in DC grid which could not be 
inverted via terminal T4. As depicted by Fig. 9b, the Master 
terminal of MS-MTDC system can only increase its active 
power inversion from -0.929 pu to -1.195 pu. Any more 
active power inversion is not possible due to the predefined 
limits applied on the direct-axis reference current of the VSC 
controller. As the maximum allowed direct-axis reference 
current is 1.1 pu, therefore, Master terminal of MS-MTDC 
system is unable to invert active power beyond 1.195 pu 
from the DC grid. Due to constraints on direct-axis converter 
current, MS-MTDC system is not able to further inverter 

unbalanced power in the DC grid and as a result, the DC 
voltage of the grid rises and becomes more than 1.4 pu in 
just 1.7s as depicted in Fig. 11 and becomes unstable. Thus, 
making Master-Slave controlled MTDC system unstable. 
The direct axis reference current for this system is shown in 
Fig. 12. 

However, in CCM-MS-MTDC system, to invert the 
additional active power left by terminal T4 into the DC grid, 
its Master controller terminal, increases its active power 
inversion from -0.929 pu to -1.22 pu, as seen in Fig. 10b.
Due to the elimination of pre-imposed limits on the 
converter currents of the Master terminal of CCM-MS-
MTDC system, id

* of this converter have flexibility to 
increase from 0.89 pu to 1.16 pu as shown in Fig. 13.
However, still more active power can be inverted by this 
Master terminal (if required) as id

* is still lesser than ivscmax
(1.36 pu). 

Fig. 7. Active power a. rectified by terminal T1 and terminal T2
………b. inverted by Master terminal T3 and terminal T4 in MS- 
………… MTDC and CCM-MS-MTDC.  

Fig. 8. DC voltage maintained by Master terminal T3 of MS-MTDC 
……    and CCM-MS-MTDC. 

MTDC
Grid

QAC

*QAC

*id

VSC1

Inner
Current
Control

*iq+

+

PI

PIPAC

PAC*

3
2 Vd

3
2 Vq

VSC2

Inner
Current
Control

*iq

*id
+ PI

*QAC

QAC

PAC

PAC*

3
2 Vd

3
2 Vq

+ PI

VSC3

Inner
Current
Control

QAC

*QAC

*id

VSC4

Inner
Current
Control

*iq+

+

PI

PIPAC

PAC*

3
2 Vd

3
2 Vq

Slave
Terminal

Slave
Terminal

Slave
Terminal

Master
Terminal

-1 pu

0.97 pu

iq*

id*

3
2 Vq

*i'q

i'd*
PI

*QAC

QAC+ PI

VDC
*

VDC

(1 pu)

Ivscmax

-Ivscmax

Iqmax

Iqmax

I u I2

I u I2 Ivscmax

sqrt

Min

1 pu

-0.7 pu

Outer Control Loop with CCM Layer

Outer Control
 Loop

Fig. 6 (b)    Converter Current Modulation based Master Slave controlled VSC- based MTDC system in MATLAB/Simulink.  
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Fig. 9. Active power a. rectified by terminal T1 and terminal T2 b. 
inverted by Master terminal T3 and terminal T4 in MS-…………       
……  MTDC. 

Fig. 10. Active power a. rectified by terminal T1 and terminal T2  b. 
inverted by Master Terminal T3 and terminal T4 in CCM-………MS-
MTDC into DC grid. 

Fig. 11. DC voltage regulated by Master at T3 after applying active ………
. power variation at T4 in MS-MTDC.  

Fig. 12. Direct-axis converter reference current flowing via Master at  T3 
after applying active power variation at T4 in MS-MTDC. 

Fig. 13. Direct-axis converter reference current flowing via Master at …….
T3 after applying active power variation at T4 in CCM-MS-……….
MTDC. 

Fig. 14. DC voltage regulated by Master at T3 after applying active ………
power variation at terminal T4 in CCM-MS-MTDC. 

Fig. 15. Reactive power flowing through Master terminal T3 after  ……….
applying active power variation at terminal T4 in CCM-MS- ………
.MTDC. 

Initially, due to extra power left in DC grid at t=7s, 
results in increase in DC voltage of CCM-MS-MTDC 
system to 1.035 pu as illustrated by Fig. 14, but by current 
modulation ability of CCM-MS-MTDC system, Master 
terminal now inverts more active power and thus, aids to 
maintain DC voltage of grid to 1 pu. 

It can be observed from Fig. 15 that in CCM-MS-MTDC 
system, reactive power delivered by T3 into interconnected 
AC system 3 is almost unaffected by applied active power 
variation even after application of CCM technique.  This is 
because of two reasons. First, no reactive power demand 
change is made by interconnecting AC network 3. Secondly, 
the value of iq

* (before the applied active power variation at 
T4) was less than vector difference between ivscmax and id

*.
So, in this case, increase in value of id

* has no effect on value 
of iq

*, as the vector sum of id
* and iq

* after the applied 
variation is still lesser than ivscmax. This can be followed from 
equations (10) and (11) and also CCM layer shown in Fig. 5. 
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VI.CONCLUSION

In this paper, a converter current modulation-based DC 
voltage control scheme has been superimposed in Master-
Slave VSC-based MTDC system for DC voltage regulating 
converter station. In effect, the active power handling 
capability of the Master terminal performing DC voltage 
control has been considerably augmented. This is done by 
allowing direct-axis reference current of Master converter to 
take value up to the maximum current handling capacity of 
IGBT valves; whenever DC voltage goes unstable. As a 
result of which, the DC voltage regulating VSC can 
compensate for more unbalanced power in MTDC system in 
comparison to its counterpart utilizing DC voltage control by 
conventional vector current control scheme, which has been 
tested in the four-terminal VSC-based MTDC system. In 
case of unbalanced power in DC grid, the result shows that 
more DC power can be inverted by the proposed converter 
current modulation-controlled Master converter than vector 
current controlled Master converter.  The augmented control 
mechanism promises better DC voltage stability than 
conventional Master Slave technique used for VSC-based 
MTDC system thereby preventing severe overvoltage and 
undervoltage in DC grid. 
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Abstract—With the advent of the internet among people in 

recent times, usage of social media and expressing views online has 

become part of everyone’s routine. People are sharing their 

opinions on social media through text, videos, images, etc. Due to 

the nature of data shared on social media, it could be used to 

effectively analyze the emotions of humans, understand and model 

various events. One such event that happened in recent times is a 

pandemic due to the Covid-19 virus. Through this paper, we try to 

compare the emotions and sentiments of people worldwide during 

four phases of complete and relaxed lockdown through tweets. The 

four phases of lockdown are defined as Constricted Phase, Semi 

Constricted Phase, Semi Relaxed Phase, Relaxed Phase.  This 

work will enable the community to provide useful insights and 

show how people adjusted and how they fought themselves to the 

pandemic. 

Keywords— COVID-19, Twitter, Emotion Analysis, N-grams 

I. INTRODUCTION  

The pandemic caused by the novel corona virus was reported 
to have originated from China and in a few months engulfed the 
entire world. The first confirmed case of this explosive surge 
was reported in Wuhan, China1 . At the time of writing this 
document, there were around 82 million confirmed cases of 
COVID-19 globally, and around 1.8 M people had succumbed 
to the virus. US is the worst hit country with the maximum 
number of coronavirus cases followed by India and then Brazil 
at the time of writing this document2 . To fight the pandemic, 
preventive measures were taken by the countries worldwide in a 
bid to reduce its spread desperately. The major steps among 
these included: Initiations of country wide lock-downs, stay at 
home norms, Social distancing, and usage of masks and 
sanitizers. The lockdowns forced people into staying at their 
homes which led to huge impacts on economies, businesses, 
public events and almost every other day to day activities 
concerned with the human life. The company facing losses due 
to the pandemic led off many people leading to a large number 
of people jobless. Being unemployed and also getting infected 
by the virus spiked high levels of stress in the personal lives of 
people as well as in the communities. Studies of behavioural 
economics dictate that emotions and feelings (Happy and Joy, 
Optimistic, Confident, Depressed, Fear, etc.) of an individual 

 
1 https://health.economictimes.indiatimes.com/news/diagnostics/coronavirus-

in-china-may-have-come-from-bats-studies/73923178 
 

profoundly affects his/her decision-making skills along with the 
way they behave socially [1]. Social networking sites such as 
Facebook, Twitter, Instagram, etc., are perfect epitome of 
platforms which hold the potential of revealing valuable insights 
related to human emotions at both personal and community level. 
Many people turned to such media to express their reaction to 
the pandemic and an increase of posts and tweets related to 
COVID-19 was observed. Among these, examining tweets is 
particularly much more of value during and after COVID-19 
pandemic due to its robustness to capture the unprecedented rate 
of changing reactions of people to the situation during these hard 
times. Thus, the analysis of twitter data focused on COVID-19 
might provide significant insights to comprehend the people 
behaviour and response to the pandemic. To make the analysis 
constrained, we have defined and collected the tweets as per the 
basis of the lockdown phases. We defined the analysis time 
period during pandemic into 4 phases as  shown in Table I. 

Through this study, we are trying to understand the 
sentiment and human emotions through the Lockdown Phase's 
perspective globally. This study brings out the sentimental 
exposure and expression of the people in a bounded time frame 
and study general opinion about covid during this time period. 
Create these components, incorporating the applicable criteria 
that follow. The categorization of these lockdown is inspired 
from Lockdown Phases in India. 

TABLE I. LOCKDOWN PHASES CATEGORIZATION 

Phase  Time Period Description 

    Phase 1  25th March – 14th April Constricted Phase 

    Phase 2 15th April – 3rd May Semi Constricted Phase 

    Phase 3 4th May –17th May  Semi Relaxed Phase 

    Phase 4 18th May–31st May Relaxed Phase 

 

II. RELATED WORK 

Online Social Media like Twitter generates a lot of data daily 
which could be used for a plethora of research fields like mass 
communication, engineering, social science, and psychology. 
Twitter has remained a very popular choice among researchers 

2 https://www.worldometers.info/coronavirus/ 
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for studying emotions of people, reaction to a particular calamity 
or disaster. In the past, Twitter has been used to study Effect of 
Hurricanes on Human Mobility [2], predicting flu trends [3], 
electoral prediction [4], sentiment analysis [5]. Christian et al [6] 
analysed corpus of tweets that relate to the COVID-19 pandemic 
and identified common responses to the pandemic using Text 
Mining, Natural Language Processing, and Network Analysis to 
and analysed how responses change with time.  Lisa et al [7] 
used twitter data on information and misinformation to COVID-
19. During the time of COVID-19 both information and 
misinformation are spreading on the Internet space. The author 
provided initial step to understanding discussions pertaining to 
COVID-19 via social media. The research concluded with 
author providing various implications for understanding disease 
spread, information seeking behaviours during public health 
crises, and general communication patterns in this 
unprecedented combination of global pandemic and modern 
information environment. A lot of researchers around the world 
are studying the impact of corona virus on the human emotions. 

III. DATA DESCRIPTION  AND COLLECTION 

The data pertaining to Covid Pandemic is collected from 
twitter using twint library during 25th March to 31st May. We 
have collected more than 2 million tweets which is around 200 
MB of data stored a csv file. We have used COVID-19 related 
keyword ’covid’ to collect the data. We processed various 
features from the tweets such as Tweet ID, time, Tweet Text, 
name ,place ,user id, etc. if available. Figure 2 is a high-level 
description of data along with the features scraped from twitter: 

 

 

Fig. 1. Methodology. 

 

The processed data is saved in the data repository within the 
folder named as “data”3 .  The data folder contains 4 csv files 
each having data related to each phase. Every file consists of 
tweets for the particular phase that is specified as the name of 
that file. The data is divided and collected according to 
Lockdown Phases as given below: Phase 1: 25th March to 14th 
April Phase 2: 15th April to 3rd May Phase 3: 4th May to 17th 
May Phase 4: 18th May to 31st May. 

 
3 https://github.com/princetyagitech/phase_data 

 

      Fig. 2. Data description. 

IV. DATA PRE-PROCESSING AND CLEANING 

The   raw   tweets   data   collected   for   each   phase   is   
pre-processed in order to perform the analysis in a much 
effective and efficient manner. Unprocessed tweets may 
interrupt all sorts of analysis as it contains numerous stop words 
and improper words which lead to ambiguous results.  The data 
pre-processing includes all the necessary steps involved for 
cleaning the data, and also transforming it into something 
meaningful. This converts the text data into much more 
comprehensive state enabling machine learning algorithms to 
run and perform better. The pre-processing is done in the 
following stages: 

Removing of Stop words: Generally, a stop word can be 
defined as a word which most commonly used in a language. In 
English examples of these words would be such as “the”, “a”, 
“an”, “in”, etc. These words do not add much significant 
meaning in a sentence nor do they change the topic used. Thus, 
such words can be safely ignored while keeping the meaning of 
a sentence intact. Removal of these words allows the algorithm 
to focus more on those words which contribute to the definition 
of the text. 

Tokenization: The next step of pre-processing is dividing of 
phrases and sentences of the tweets into small units or in form 
of individual words.  Each of this newly obtained smaller unit is 
referred to as a token and the process is called tokenization.  The 
tokens extracted aid in developing better modelling and 
representative understanding of the context of the text processed. 

Lemmatization:  Lemmatization is a process which 
involves grouping together words with the same root and keep 
them in a non-infected form.  This enables the infected forms of 
the words to be analysed as one single item.  This process is very 
much similar to stemming but has an added advantage of 
bringing context to the words.  To explain in easier terms, 
lemmatization connects words with almost same meaning to one 
single word.  For E.g.: “help”, “helping”, and “helper” are all 
linked and reduced to “help”. 

V. EXPERIMENTS AND RESULTS 

We have done numerous analysis on the data scraped from 
twitter. During the Lockdown Phases, we have tried to compare 
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how human emotions and sentiments have changed as 
Lockdown proceeded from Phase 1 to Phase 4. We have also 
provided various insights during this time through the various 
data analytics on the data like frequent words in each phase, 
bigrams, trigrams and understand the pandemic situation.  

A. Frequent Words in each Phase 

The type of words and their frequency play a significant role 
in determining the sentiment of the tweets. We have illustrated 
the frequent words in each phase using word clouds. A 'word 
cloud' is a visual representation of word frequency. The more 
commonly the term appears within the text being analysed, 
larger is the size of the in the word cloud image generated. To 
generate the word clouds, we cleaned the obtained tweets of 
each phase by removing the punctuations, stop words and 
perform lemmatization. Building on the previous steps, the 
cleaned data was processed on which the world cloud was 
generated for each phase of lockdown. The word-cloud 
illustrates the top 50 high frequency words for each phase. 

Phase 1: Figure 3 illustrates the frequently occurring 
keywords the Phase 1, which are: Covid, coronavirus, pandemic, 
health, people, test, new case, death, and time. Phase 1 was 
constricted phase of the lockdown around the world. During this 
period, people of the world seemed to be talking much about the 
pandemic and discussing way to deal with it. 

Fig. 3. Phase 1 word cloud                 Fig. 4. Phase 2 word cloud 

Fig. 5. Phase 3 word cloud                 Fig. 6. Phase 4 word cloud 

 

Phase 2: In this semi constricted, Constrictions on the 
movement of people and services decreased compared to Phase 
1. Figure 4 depicts some of the most frequent words which are: 
Covid, food delivery, death, lockdown, transport, services, using 
drugs, people and case. The above highlighted words in the word 
cloud indicate that as people moved into this phase, the twitter 
was flooded with tweets related to food delivery, transport 
services, and lockdown. This may depict the issues that started 
arising related to transport, common services related to health 
and food.    

Phase 3: During phase 3 many services were restored to 
some extent while intra movement of people was controlled. The 
most frequent words appeared in the tweets are:  Covid, People, 
may, death, pandemic, test, patient, trump, time, home, etc. 
(Figure 5). During this semi relaxed phase in order to save the 

economy many companies has started allowing employees to 
begin work from home. The US president Donald Trump was 
also discussed in the tweets related to ‘covid’.   

Phase 4: In this relaxed phase the most frequently occurring 
words are: mask, back, life, death, health, new, case, pandemic, 
number, may, still, home, etc. (Figure 6). The use of masks is 
now being discussed along with a still ever-increasing number 
of deaths and COVID-19 cases.     

B. Sentiment (Polarity) during the 4 Phases of Lockdown 

With the aim to understand the people's reaction during the 
COVID-19 pandemic, we performed extensive analysis on the 
sentiments of the shared tweets and the users in different phases 
of lockdown. The sentiment analysis was done by using 3 
polarities - Positive, Neutral, Negative. We used the Sentiment 
intensity analyser from python Text Blob library.  We have 
defined ranges to polarity to categorize tweets into three 
categories- positive, neutral and negative. Table II. provides 
ranges used for sentiment categorization. 

TABLE II.  RANGES USED FOR SENTIMENT CATEGORIZATION 

Range   Sentiment  

    0.05 to +1.0  Positive  

    -0.05 to +0.05  Neutral  

    -0.05 to -1.0  Negative   

    

 

 

 

Fig. 7. Polarity distribution during all phases of lockdown 

 

We found that there is good contrast between the content 
shared by positive and negative users during the different phases. 
Fig. 6 and 7 below represent the temporal sentiments in the 
collected tweets. We observed that the polarity of the sentiments 
is distributed across the scale while it mostly ranges between -
0.40 to 0.40. However, in some we can see a spike in positive or 
negative polarity. Also, we observed that most of the tweets are 
in neutral zones with a bit of positive polarity. It is quite visible 
from the Fig. 7 that most of the negative emotions occurs in the 
range -0.4 to 0.6 compared to positive emotions. The number of 
positive, negative and neutral tweets are presented in Fig. 7 and 
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Fig. 8 according to the phases. We can see that the number of 
tweets with negative polarity is fairly large in the data in the first 
few phases of lockdown and this number decreases as the 
lockdown proceeded.  

 

 

Fig. 8. Sentiment distribution from phase 1 to 4 of lockdown 

C. Emotions during the 4 Phases during of Lockdown 

The Table III. shows emotion scale [8] used for analysing 
emotions of people and has been applied to polarity estimation. 
The highest emotion on the scale is happy and joy with value 1 
which denotes better-feeling, while Depressed and Fear is the 
lowest on the scale with value -1 denoting a much more negative 
emotional state. The middle emotional state with 0 value 
represents neutral and relaxed state. The rest of the emotions are 
distributed across these above-mentioned emotions in a 
spectrum. From the emotional charts in Figure 9 we find that the 
majority of reactions throughout all the phases is of neutral and 
relaxed, hopeful, calm and confident. The minority class is 
comprised of Discouraged and difficulty, Depressed and Fear, 
Happy and Joy. As lockdown has proceeded from Phase 1 to 
Phase 4, negative emotions have decreased while positive 
emotions have increased as illustrated in the Figure 9. 

D. Bigrams  

Text analytics provides a powerful way to find the context in 
the large dataset. It could be used to find useful insights in the 
data through finding unigrams, bigrams, trigrams or n-grams.  

TABLE III.  EMOTIONAL SCALE [8] 

Scale Emotion 

1  Happy and Joy  

0.8 Confident 

0.6 Optimistic 

0.4 Hopeful 

0.2 Calm and Content 

0.0 Neutral and Relaxed 

    -0.2 Relieved 

    -0.4  Pessimistic and impatient 

    -0.6 Worry and Boredom 

    -0.8 Discouraged and difficulty 

Scale Emotion 

    -1.0 Depressed and Fear 

  

 

 

 

Fig. 9. Emotional distribution during all phases of lockdown. 

 

The most frequently occurring pair of words used together 
in a document is referred to as a Bigram.In the similar fashion a 
frequently occurring group of three words used together is called 
a trigram. Bigrams can be very useful when text is very large 
and we have to find the occurrence of two words which occur 
together in the data. To extract these, the data was first made free 
of stop words. Following the stop word removal, the sentences 
were tokenized and broken into smaller bits of words. These 
tokens were then lemmatized and then collected in a single text 
document. The nltk library was then used to extract bigrams 
from this formerly saved text document of lemmatized tokens. 
We have shown bigrams for each phase of lockdown. The top 
bigrams in each phase show what people are going through and 
believing as the phases are proceeding further. We have shown 
the top 50 frequent bigrams for each phase individually. 

Phase 1: The most common bigrams during this phase are 
‘covid case’, ‘covid death’, ‘tested positive’, ‘stay home’, ‘fight 
covid’, ‘social distancing’ point towards the spread of virus 
during this time and various measures taken by people to stop 
its spread through social distancing. During this period a lot of 
death due to covid happened and people are asked to stay at 
home. 

Phase 2: ‘food delivery, ‘nursing home’, ‘covid crisis’, 
‘covid vaccine’, ‘service transport’ signalling towards the fact 
that lot of people are ordering food online and people are talking 
about getting vaccine for covid in future. 

Phase 3: A lot of bigrams during this phase are related to 
death due to covid like ‘death toll’, ‘died covid’, ‘death rate’ and 
few related to stop spread of covid such as ‘wear mask’, ‘stay 
home’. 
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Phase 4: Many of bigrams are related to testing and health 
during this phase- ‘covid test’, ‘covid testing’, ‘public health’. 
During this phase people are staying at home. People are also 
aware to get themselves tested for covid. 

 
      Phase 1   Phase 2 

 
          Phase 3      Phase 4 

Fig. 10. Bigrams from phase 1 to phase 4 

VI. CONCLUSION 

This is the study of sentiment and emotional analysis on 
twitter data related to COVID-19 pandemic. The data has been 
collected during 25st March 2020 to 31st May 2020 by using 
Twint. We have shared our dataset publicly which further could 
be used for further research and analysis. We performed 
extensive sentiment analysis and related that with frequent 
keywords to find out the reason behind sentiment for better 
understanding of the human emotions during each phases of 
lockdown. We have successfully presented all the emotions and 
sentiment in the research. 

ACKNOWLEDGMENT  

There is no direct funding for this work. Authors are highly 
thankful to Delhi Technological University for providing basic 
facilities for the work. We also like to thank Twint library for 

providing open-source code which proved to be useful in 
collecting the data.  

REFERENCES 

[1]  Virlics, Agnes. "Emotions in economic decision making: a 
multidisciplinary approach." Procedia-Social and Behavioral Sciences 92 
(2013): 1011-1015. 

[2] Ahmouda, Ahmed, Hartwig H. Hochmair, and Sreten Cvetojevic. ”Using 
Twitter to Analyze the Effect of Hurricanes on Human Mobility 
Patterns.”Urban Science 3.3 (2019): 87. 

[3] Achrekar,  Harshavardhan,  et  al.  ”Predicting  flu  trends  using  twitter 
data.”  2011  IEEE  conference  on  computer  communications  
workshops(INFOCOM WKSHPS). IEEE, 2011. 

[4] Gayo-Avello,  Daniel.  ”A  meta-analysis  of  state-of-the-art  electoral  
pre-diction from Twitter data.” Social Science Computer Review 31.6 
(2013):649-679. 

[5] Agarwal, Apoorv, et al. ”Sentiment analysis of twitter data.” Proceedings 
of the workshop on language in social media (LSM 2011). 2011. 

[6] Lopez, Christian E., Malolan Vasu, and Caleb 
Gallemore. ”Understanding the perception of COVID-19 policies by 
mining a multilanguage Twitterdataset.” arXiv preprint 
arXiv:2003.10359 (2020). 

[7] Singh, Lisa, et al. "A first look at COVID-19 information and 
misinformation sharing on Twitter." arXiv preprint arXiv:2003.13907 
(2020). 

[8] Sharma, Karishma, et al. ”Covid-19 on social media: Analyzing 
misinformation in twitter conversations.” arXiv preprint 
arXiv:2003.12309 (2020). 

[9] Pokharel, Bishwo Prakash. "Twitter sentiment analysis during covid-19 
outbreak in nepal." Available at SSRN 3624719 (2020). 

[10] Kleinberg, Bennett, Isabelle van der Vegt, and Maximilian 
Mozes. ”Measuring emotions in the covid-19 real world worry dataset.” 
arXiv preprintarXiv:2004.04225 (2020). 

[11] Lwin,  May  Oo,  et  al.  ”Global  sentiments  surrounding  the  COVID-
19pandemic on Twitter: analysis of Twitter trends.” JMIR public health 
and surveillance 6.2 (2020): e19447. 

[12] Kleinberg,  Bennett,  Isabelle  van  der  Vegt,  and  Maximilian  
Mozes.”Measuring  emotions  in  the  covid-19  real  world  worry  
dataset.”  arXivpreprint arXiv:2004.04225 (2020) 

[13] E. Kušen, G. Cascavilla, K. Figl, M. Conti and M. Strembeck, 
"Identifying Emotions in Social Media: Comparison of Word-Emotion 
Lexicons," 2017 5th International Conference on Future Internet of 
Things and Cloud Workshops (FiCloudW), Prague, 2017, pp. 132-137, 
doi: 10.1109/FiCloudW.2017.75. 

[14] Groh, Georg, and Jan Hauffa. "Characterizing social relations via nlp-
based sentiment analysis." Proceedings of the International AAAI 
Conference on Web and Social Media. Vol. 5. No. 1. 2011. 

 

 

 

475

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on June 11,2021 at 06:35:14 UTC from IEEE Xplore.  Restrictions apply. 



Comparative Study of Different Image Captioning 

Models 

Sahil Takkar 
Department of Computer Science 

and Engineering 

Delhi Technological University 

Delhi, India 

Email:  

sahiltakkar4@gmail.com 

Anshul Jain 
Department of Computer Science 

and Engineering 

Delhi Technological University 

Delhi, India 

Email: 

 jainanshul3863@gmail.com

Piyush Adlakha 
Department of Computer Science 

and Engineering 

Delhi Technological University 

Delhi, India 

Email: 

piyushadlakha204@gmail.com 

Abstract—This paper has compared various deep learning 

models for generating caption of images gathered from Flickr 

8k Dataset. Also, this research work attempts to combine a 

CNN type encoder for extracting features from images and a 

Recurrent Neural Network for generating caption for the 
extracted features. The CNN encoders used are VGG16 and 

InceptionV3. The extracted features are then passed to a 

unidirectional or a bidirectional LSTM for generating 

captions. The proposed model has used beam search as well as 

greedy algorithms to generate captions from vocabulary. The 
generated captions are then compared with actual captions 

with the help of BLEU scores. The Bilingual Evaluation 

Understudy score (BLEU) is used to compare how close a given 

sentence is to another sentence. The BLEU score of captions 

generated using beam search as well as greedy algorithms are 

analyzed and compared to see which is better. 

Keywords—VGG16, InceptionV3, Bidirectional LSTM, 

BLEU, Beam Search 

I. INTRODUCTION

Nowadays, Artificial Intelligence (AI) is a very important 

part of the innovation sector and hence the basis of our 

project is also Machine Learn ing and AI. In  the recent 
history, the sector of Deep Learn ing[1] has impressed 

everybody when compared to already famous currently 
present Machine Learning(ML) methodologies like Decision 

Trees, Logistic Regression, SVM, Naive Bayes, K Nearest 
Neighbors, Random Forest, etc. because of its extraordinary 

results in terms of accuracy as compared to that of already 

present traditional Machine learning models like KNN, 
Logistic Regression etc. It is a d ifficult task to generate a 

relevant description for an image but once done it can prove 
to be a great benefit to society. This can help visually 

impaired  people to have better understanding of their 
surroundings by generating a suitable caption for an 

environment. It has many other applications like usage in 
virtual assistants, recommendations in editing applications, 

for social media etc. 

Generating a caption[2] from an image is a notably 
harder task as compared to that of classifying an image, 

which has been the centre of attraction for the computer 
vision community. A description for an image must take into 

account the relationship between different objects presents in 
the image. Along with the visual description of the objects in 

image, the knowledge mentioned above has to be stated in a 

natural language understandable by humans. It means that, a 
language model is required, where it not only understands 

the image but also expresses it in a natural language. The 
attempts made in the past have all been to use two different 

models, one for understanding the image[3] and another for 

using that understanding to generate a caption and then 

stitching the two models together. 

The proposed method has attempted to combine the two 
models into one combined model, which consists of a 

CNN[4] type encoder that aids us in extracting features of 
image by creating encodings of images. Here, the pre-trained 

VGG16 and Inception V3 architecture model is used for 
encoding images. The CNN encoders extract features from 

the image and store them in the form of numerical encodings 
which can be easily understood by the machine. These 

extracted features are then passed to a type of Recurrent 

Neural Network namely LSTM network. The network 
architecture of the LSTM network works in almost the same 

way as that used in natural language machine translators. 
LSTM is replaced with bidirectional LSTM in order to see 

which one works better for prediction captions from 
extracted features. 

The proposed project uses the Flickr 8k set of data which 

consists of eight thousand (8000) images and for each and 
every image, there are 5 captions respectively. By default, 

the dataset is splitted into two folders, image fo lder and text 
folder. For each image the caption is stored along with the 

respective ID as there is a distinctive image-id for every 
image in the set. The images in the dataset are divided into 

three parts: Training set, development set and Test set. Test 

and development set consist of 1000 images each whereas 
the training set consists of 6000 images. The model predicts 

a caption based on the vocabulary it creates from the tokens 
of words that it gathers from descriptions of images gathered 

from the training dataset. The description predicted by our 
model is then compared with the actual description provided 

in the dataset via BLEU score. 

The upcoming sections of the paper will briefly discuss 

about the tools, techniques and dataset. Also, this research 

work attempts to discuss the CNN encoder namely VGG16 
and Inception-v3 and the RNN[5] decoders namely LSTM 

and Bidirectional-LSTM decoder in full length. Also, this 
research work d iscusses about algorithm for caption 

generation, which has used to generate the predicted 
captions, namely argmax and Beam search. The BLEU score 

metric is used for comparing the accuracy of the different 

image captioning models being proposed. BLEU score helps 
in analyzing the text quality which has been generated by the 

ML model. BLEU score was among the earliest developed 
metrics to get such high correlation with actual verdict. The 

value of BLEU score always lies between 0-1. If BLEU 
score is zero, it means machine translation is not relevant to 

actual description at all. On  the other hand, a BLEU score of 

1 means that the machine translation is equivalent to actual 
description.  BLEU score has also been discussed in detail in 

coming sections. At the end this paper includes the examples 
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of some images, which have been used to test the proposed 

model. 

II. RELATED WORK

Caption Recommender System is an integral part of 

understanding the environment, which has various 

applications (e.g. - subtitle generation, helping visually 
impaired  people to understand their surroundings, 

storytelling from albums, search using image, etc.). Since 
many years, many different image caption recommendation 

approaches have been developed. 

There have been a lot of contributions from the 

architecture created by the winner of the ILSVRC. Along 

with the VGG the research made in the field of natural 
language translation have helped us continuously in bettering 

the performance in text generation. 

Researchers at AI Lab used a Convolution Neural 

Network for each potential object in the image for producing 
high-level features of the image. Then a Multiple Instance 

Learning (MIL) [6] was used for figuring out the best area 

which matches with each word. Th is method gave a BLEU 
score of 22.9% on MS-COCO dataset. 

The Vinyals came up with a new model called NIC 
(Neural Image Caption), Show and Tell model [7], which 

was nothing but an encoder RNN which was given input 
through a CNN model for computer vision. After this a 

group of researchers took the NIC model and modified it. 
They used a technique that makes use of images datasets and 

their corresponding captions to study the inter-modal 

correlations between natural language and image data. The 
model used by those researchers was based on a new 

combination of CNN around image fields, the LSTM or 
bidirectional RNN over textual descriptions, and a planned 

aim of putting the two modals together via bimodal 
embedding. Flickr 30K, Flickr 8K and MSCOCO were the 

datasets used by them to achieve these bests in business 

results. Jonathan further modified their model in 2015 when 
he suggested an idea of a model related to dense captioning 

in which the model detects each of the different areas of the 
image and then suggests a group of captions. Chen Wang 

also suggested a model which makes use of multiple LSTM 
networks and a deep CNN in the year 2016. 

Over a period of time there has been enhancements not 

only in the captioning models but also in score metrics used 
for evaluating the accuracy of the models. This project has  

used the BLEU score for evaluation. BLEU - being a 
standard evaluation metric adopted by many of the groups. 

Now, new state of the arts metrics has come like CIDEr 
which are replacing older metrics like BLEU score, etc. 

CIDEr was proposed by Vedantam [8]. 

III. APPROACH

Recent developments in the field of technologies related 
to image captioning has been the main source of motivation 

for our research work. The model proposed in this paper has 

an eventual aim as to predict natural language descriptions 
for various areas of the image.  

The research work focuses main ly on obtaining the 
results for several image captioning models by making use of 

BLEU score metric and hence comparing the performance of 
different image captioning models. Various CNN models 

such as VGG16, Inception-V3 etc are used for encoding the 

images and extracting features from the images. Further 
these encoded images are used with two types of decoders, 

namely  unidirectional LSTM and bid irectional LSTM to 
obtain the results. We have used greedy search and beam 

search algorithm to generate the caption from encoded 
features. The generated caption is then compared with the 

original caption from dataset on the basis  of Bilingual 

Evaluation Understudy score. 

A. Convolution Models : Encoders

This section discusses various convolution models used

for the research work. There are two encoders namely, 

VGG16 and Inception-V3. Each convolution model has been 
described in brief in the following subsections. 

VGG16: VGG16[9] consists of a 16-layer network for the 
completion of the task of encoding the image. Out of 16 

layers present in the VGG16 network, 3 are dense layers and 
rest 16 are convolution layers. The architecture of VGG16 is 

shown in Fig. 1. For the feature extraction to be done on the 

image, the dimension of the image has to be a 224*224 
image. We have fixed the length of the stride to be 1 for the 

CNN layer which have filters of size 3*3. The next step is 
Max pooling, it  is executed using a window size of 2*2-pixel 

with a length of stride taken to be 2. 

Fig. 1. VGG16 Architecture 

Inception-V3: InceptionV3[10] consists of a 48-layer deep 
convolutional network for performing the task of encoding 

the image. InceptionV3 stacks together 11 inception modules 

each of which consists of convolution and max-pooling 
layers. For the feature extraction to be done on the image, the 

dimension of the image has to be a 229*229 image. Three 
fully connected layers of size 512, 1024 and 3 are added to 

the final concatenation layer. The architecture of Inception-
V3 is shown in Fig. 2. 

B. Decoders

This section discusses various decoder models used for 

the generation of captions for images. There are two 
decoders used in this research work namely, unidirectional 
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LSTM and Bidirectional LSTM. Each type of LSTM 

network has been described in brief in the following 
subsections. 

Fig. 2. Inception-V3 Architecture 

LSTM (Long Short-Term Memory): LSTM[11] have been 

widely used by the researchers in the areas of text 

translation, audio to text  conversion etc. As in the traditional 

RNNs, the straight structures are also present in LSTM, but 

there is a d ifference in the build ing manner of the reiterating 

modules. The main method by which LSTM preserves the 

past info is by line running on the top of LSTM network 

which is called as cell states. All of the modules in the 

network consist of a cell state. These cell states are fed 

informat ion with the help of different gates. Fig. 3 shows 

four contacting layers of our LSTM model. 
These gates are composed up of sigmoid function -whose 

value varies between 0 and 1- so it can be decided how much 

information is to be passed to the next layer. If the value of 
the sigmoid function is 1, it  means the whole of the 

information is passed to the next cell else if it is 0 then no 
information is passed.  Hence the cell states help the network 

to maintain the info in the system. 

Fig. 3. Four contracting layers of LSTM 

Bidirectional LSTM: Bidirectional LSTM [12] are an 

addendum to the conventional LSTMs and can help in 

significantly enhancing the performance of the model 

problems related to sequence classification. A Bidirect ional 

LSTM, or bi-LSTM, is a model for sequence processing that 

consists of 2 LSTMs: one taking the input in a forward 

direction, and the other in a backwards direction. 

Bidirect ional LSTMs work upon 2 LSTMs in place of one 

on the sequence provided as input. Fig. 4 shows the 

architecture of our b i-LSTM network. The first LSTM trains 

itself on the input sequence as-is and the second LSTM 

works upon the reversed copy of the input sequence. By 

using the bi-LSTMs the amount of information available to 

the network is increased effectively, which helps in 

enhancing the context available to the algorithm and thus 

result in complete and faster learning of the model.  

Fig. 4. Bi-Directional LSTM network

C. Dateset Collection

We have used the Flickr 8k[13] dataset for training and
validation purposes. This dataset has been provided by 

University of Illinois at Arbana - Champaign. The dataset 
contains 8000 images and for each image it has 

corresponding 5 descriptions. By default, the dataset is split 
into two folders, image folder and text fo lder. For each 

image the caption is stored along with the respective id as we 

have a distinctive image-id for every image in the set. The 
images in the dataset are divided into three parts: Training 

set, validation set and Test set. Test and validation set consist 
of 1000 images each whereas the training set consists of 

6000 images. 

Apart from this there are other datasets also available like 

MS-COCO[14] and Flickr30k[15] for captioning images but 

both these datasets have at least 30,000 images and training 
the model on these datasets requires a lot of power and is 

computationally very expensive. 

Fig. 5. A random image from dataset along with the following captions. 

1. black dog and spotted dog are fighting 

2. black dog and tri coloured dog playing on the road

3. two dogs of different breeds looking at each other on the road
4. two dogs on pavement moving toward each other

5. black dog and white dog with brown spots are staring at each

other in the street
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D. Data Preprocessing

Flickr 8k dataset consists of nearly 6000 train images and

for each image we have corresponding 5 descriptions. These 
text descriptions require some min imal pre-processing before 

we can use it to train the model. 

We first loaded the file containing all the descriptions 
along with their corresponding image id. We looped through 

the file  and created a dictionary which maps each photo 
identifier to a list containing textual descriptions for the 

image. After this we did some cleaning of the textual data in 
order to reduce vocabulary size. Cleaning of textual 

descriptions involve: removing punctuations, converting text 

to lowercase, removing stop words like ‘a’, ‘an’ etc. and 
removing tokens containing digits.  

Next step is to create a vocabulary of all the unique 
words present across all the image descriptions. Finally, for 

each description which corresponds to an image in training 
dataset we need to add a ‘<startseq>’ token at the start of 

each caption and an <endseq> token at the end of each 

caption. The <startseq> token signifies the start of a 
sequence while <endseq> token signifies end of a sequence. 

E. Feature Extraction

In our research work, image acts as an input to the 

decoder network. For training the decoder, the image data 
must be provided in the form of fixed size vectors. 

Therefore, each image is converted into a fixed size vector 
which will then be fed as input to RNN.  

We use a transfer learning method for extracting features 
from the images. For this purpose, we used pre-trained 

models and its weight trained on larger similar data. We 
computed the image features using these pre-trained models 

and saved them in a file. Later we loaded these features and 

fed them into the neural network as the interpretation of the 
image given in the dataset.   

F. Model Training and Evaluation

For training purposes, we used the Google colaboratory

notebook. We trained the decoder model on a batch size of 
32 and 64 using Adam optimizer and 

categorical_crossentropy as loss function. We used training 
and validation loss as the metric to evaluate the model after 

each epoch. We monitored the validation loss of the model 
during training. When the validation loss of the model 

improves at the end of an epoch, we saved the model into a 

file. 

At the end of the training period, we used the model with 

best skill on the train ing dataset as our final model. The final 
code for our research work is available at [16]. 

G. Performace Measures

We have used two algorithms to generate the captions

from the features extracted using CNN encoders .  

Greedy Search Algorithm using Argmax function: 

Greedy Search algorithm chooses one best candidate at each 
step while generating caption. It selects the word with the 

highest probability by applying the argmax function to the 

vocabulary of words and selecting the word with the highest 
probability to generate captions of image. Choosing one best 

candidate may be optimal in beginning but for complete 
sentences, it may not be the best choice. 

Beam Search algorithm: Beam search[17], [18] algorithm 

is a greedy tree search algorithm based on heuristics. The 
advantage over greedy search algorithm is that it selects 

multiple alternatives at each step instead of one. It selects the 
top k words with the highest probability from vocabulary of 

words, where k = beam width. The procedure for beam 
search is as followed: 

1. Select the first k words with the highest probability

from the vocabulary of words by applying SoftMax 

function.

2. For each word selected in the first step, find the

conditional probability of the next  word given that the

previous pair of words occurred.

3. Repeat the process iteratively until the end of sentence. 

In simple words, at each step we consider the

possibility of a pair of words occurring together instead

of just focusing on a single word  each time while

generating a caption.

The number of alternatives selected at each step can be 
changed with beam width parameter, k. For example, if k=3, 

three alternatives are selected at each step of beam search. 

BLEU Score: 

After generating captions from extracted features, the 
next step is to compare the accuracy of our generated 

captions with the actual captions given in the datas et. We 
have used BLEU[19] score metrics as a parameter to 

measure the accuracy of our generated captions. BLEU score 
helps in analyzing the text quality which has been generated 

by the Machine Learning model. BLEU score was among the 

earliest developed metrics to get such high correlation with 
actual verdict. 

The value of BLEU score always lies between 0-1. If 
BLEU score is zero, it means machine translation is not 

relevant to actual description at all. On the other hand, a 
BLEU score of 1 means that the machine translation is 

equivalent to actual description.  

For calculating BLEU score we followed the following 
procedure: 

1) Produced captions by taking all images which belong to

the test set.

2) After that we used these captions generated by model as

our predicted or candidate sentences.

3) Next each of the candidate sentences is associated with

5 of the reference sentences which are given by

humans.

4) The BLEU score of candidate sentences related to each

of the references is averaged.

IV. RESULT

The BLEU scores of different models are shown in table 

I and table III respectively. The y-axis shows the models 
along with their configurations while the x-axis shows the 

BLEU scores using the greedy algorithm and beam-search 
algorithm. From table I, we can infer that given a defined set 

of configurations (batch size = 64 and optimizer = adam and 
decoder = unidirectional LSTM), Inception V3 (BLEU-I 

score = 0.605097) performs better than Vgg16 model 

(BLEU-1 score = 0.578993). From table III, we can infer that 
given a defined set of configurations , a bidirectional LSTM 

decoder outperforms a unidirectional LSTM decoder for both 
Inception V3 and VGG16 encoders. One can also see that 
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beam search algorithm for generating captions is better than 

greedy algorithm although the time required for beam search 
is more. The Inception V3 + Unidirectional LSTM model 

gives a BLEU-1 score of 0.5695 with batch size =32. But on 
increasing batch size to 64, the BLEU score improved to 

0.605097. Th is took roughly 8GB of ram. We could not 
increase batch size to 64 with bidirectional LSTM models as 

that required more than 12GB of ram which  is more than 

what is available with us . Table II shows an example of 
caption predicted on an image taken randomly from internet. 

TABLE I.  BLEU SCORES KEEPING BATCH SIZE = 64 

Model and Config Argmax (Greedy) BEAM Search 

InceptionV3 + 

Unidirectional 
LSTM 

Epochs = 11 

Batch Size = 64 
O ptimizer = Adam 

Cross-entropy loss 

(Lower the better) 
loss(train_loss): 

2.5254 
val_loss: 3.1769 

BLEU Scores on 
Validation data 

(Higher the better) 
BLEU-1: 0.591272 

BLEU-2: 0.340125 
BLEU-3: 0.236282 
BLEU-4: 0.105637 

k = 3 (beam width) 

BLEU Scores on 
Validation data 

(Higher the better) 

BLEU-1: 0.601173 
BLEU-2: 0.349092 
BLEU-3: 0.248659 
BLEU-4: 0.119507 

VGG16 + 
Unidirectional 

LSTM 

Epochs = 7 

Batch Size = 64 
O ptimizer = Adam 

Cross-entropy loss 
(Lower the better) 

loss(train_loss): 
2.6297 

val_loss: 3.3486 

BLEU Scores on 
Validation data 

(Higher the better) 
BLEU-1: 0.557626 

BLEU-2: 0.317652 
BLEU-3: 0.216636 
BLEU-4: 0.105288 

k = 3 (beam width) 

BLEU Scores on 
Validation data 

(Higher the better) 

BLEU-1: 0.578993 
BLEU-2: 0.326569 
BLEU-3: 0.226629 
BLEU-4: 0.113102 

TABLE II.  AN EXAMPLE OF AN IMAGE TAKEN RANDOMLY FROM THE 

INTERNET. 

Predicted 

Caption: 

dog is running 

through the 

water 

V. CONCLUSION

In this paper, we have used Flickr 8k dataset with various 

image captioning models to compare the performance of 
different models. We have used CNN encoders like VGG16, 

InceptionV3 etc. for converting features  into numeric 
vectors. These features are then passed to unidirectional or a 

bidirectional LSTM for generating captions. We used the  

TABLE III.  BLEU SCORES KEEPING BATCH SIZE = 32 

Model and Config Argmax (Greedy) BEAM Search 

InceptionV3 + 
Unidirectional LSTM 

Epochs = 11 

Batch Size = 32 
O ptimizer = Adam 

Cross-entropy loss 
(Lower the better) 
loss(train_loss): 2.5254 
val_loss: 3.1769 

BLEU Scores on 
Validation data 
(Higher the better) 
BLEU-1: 0.564183 

BLEU-2: 0.314968 
BLEU-3: 0.210921 
BLEU-4: 0.098583 

k = 3 (beam width) 

BLEU Scores on 
Validation data 

(Higher the better) 
BLEU-1: 0.569564 
BLEU-2: 0.315819 
BLEU-3: 0.219372 

BLEU-4: 0.111061 

InceptionV3 + 
Bidirectional LSTM 
Epochs = 20 

Batch Size = 32 
O ptimizer = Adam 

Cross Entropy loss 
(Lower the better) 
loss(train_loss): 2.4200 

val_loss: 3.0724 
BLEU Scores on 
Validation data 
(Higher the better) 

BLEU-1: 0.575166 
BLEU-2: 0.332099 
BLEU-3: 0.228444 
BLEU-4: 0.111307 

k = 3 (beam width) 

BLEU Scores on 

Validation data 
(Higher the better) 
BLEU-1: 0.581609 
BLEU-2: 0.339489 

BLEU-3: 0.240200 
BLEU-4: 0.124673  

VGG16 + 

Unidirectional LSTM 

Epochs = 7 

Batch Size = 32 
O ptimizer = Adam 

Cross-entropy loss 

(Lower the better) 
loss(train_loss): 2.6297 
val_loss: 3.3486 

BLEU Scores on 
Validation data 
(Higher the better) 
BLEU-1: 0.560285 

BLEU-2: 0.308491 
BLEU-3: 0.210819 
BLEU-4: 0.105209 

k = 3 (beam width) 

BLEU Scores on 
Validation data 

(Higher the better) 
BLEU-1: 0.566529 
BLEU-2: 0.315291 
BLEU-3: 0.212491 

BLEU-4: 0.103105 

VGG16 + Bidirectional 
LSTM 
Epochs = 18 
Batch Size = 32 

O ptimizer = Adam 

Cross Entropy loss 
(Lower the better) 
loss(train_loss): 2.2342 
val_loss: 3.1726 

BLEU Scores on 
Validation data 
(Higher the better) 
BLEU-1: 0.568254 

BLEU-2: 0.312748 
BLEU-3: 0.218816 
BLEU-4: 0.112289 

k = 3 (beam width) 

BLEU Scores on 
Validation data 

(Higher the better) 
BLEU-1: 0.579914 
BLEU-2: 0.323926 
BLEU-3: 0.227842 

BLEU-4: 0.113637  

BLEU score metric for comparing the accuracy of different  

image captioning  models. To  conclude we can  say that for 

all types of Convolutional networks (encoders ) the 

Bidirect ional LSTM gave better results than the 

unidirectional LSTM. Also, for same type of decoder i.e. 

LSTM or BiLSTM, inceptionV3 encoder model performed 

better than the VGG16 model. Each type of method has its 

own merits and limitations like we have seen a BiLSTM 

performs better than a unidirectional LSTM as a 

unidirectional LSTM runs an input in only one direction so 

it preserves context only  from the past whereas a BiLSTM 

runs input in both directions, once in a forward  direct ion and 

once in a backward direction such that it preserves 

informat ion from both past and future which helps it in 

understanding the context better. At the same time, h idden 

layers in BiLSTM are more complex as compared to LSTM 
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and require huge computational power. A lso, BiLSTM 

cannot be used for purposes like speech translation where 

you can’t wait fo r whole input before beginning the 

inference. 

VI. LIMITATIONS AND FUTURE WORK

Although experimentation with given models, datasets 
and hyperparameters show pretty good results but there are 

certain limitations to the proposed work like we did not have 
machines with higher processing power. Higher 

computational powers would have enabled us to further fine-
tune the hyperparameters like batch size and learning rates 

which we believe would have resulted in better performance. 

Also, the dataset we have used contains only 8000 images. 
Using larger datasets like Flickr30k, MS-COCO etc. would 

mean we have more images to train the model on and it will 
ultimately lead to better accuracy. Also, larger datasets 

would mean we have larger vocabulary of words to train the 
model which would lead to better and more grammatically 

correct captions. But for working with these larger datasets, 

we would require machines with high computational powers 
otherwise it will take a lot of t ime to train the model on these 

datasets. The work we have done in this paper is just a small 
part of a large research area, there is lot of research which 

can be done in this field. For future prospects we suggest 
following improvements: 

1. Using larger datasets: We can make use of larger

datasets like MS-COCO, Flickr30k or Stock 3M

datasets which will increase the vocabulary size thus

enhancing the model accuracy significantly. It  will help

to generate better and diverse captions for an image.

2. Hyperparameter Tuning: The hyperparameters related

to the model can be further fine-tuned to improve the 

accuracy score of the model.

3. Implementing Attention based Model: Nowadays

attention mechanism is becoming quite popular. In

future prospects, we can make use of attention-based

mechanis m which can easily focus on different parts of 

the image while output sequence is being produced.

4. Apart from this, newer models like inception-v4[20] o r

inception-resnet[20] can be used to improve the BLEU

score. Also, we can  make use of other RNNs like Gated

Recurrent Unit[21] to have more detailed comparison of 

different models.
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Abstract. This paper deals with comparative study of wind-induced mutual interference effects on twin

Square and Fish- plan shape building models having equal volume. Wind induced pressure and force is mea-

sured through experiments under boundary layer wind tunnel for interference and isolated wind incidence

condition with building model of scale 1:300. For isolated condition’s study two wind incidences i.e. 00 and 1800

is considered whereas; for interference conditions five different orientation of twin interfering building models

are considered. The distance between the twin building models is fixed at 10% of the height of principal model.

The variation of coefficient of wind pressure on different surfaces of the model is shown by contour plots. To

examine the mean variation along the faces Face-Average Cp has been calculated, plotted and discussed to a

great extent. The interference study is done in order to understand the effects of different conditions that can

arise in real life situations and the differences associated with them. The concluding remarks states the domi-

nance of Drag and Lift forces at isolated 00 and 1800 wind incidences for Fish- plan shape model and at isolated

00 wind direction at Square shape model. Also, the overall efficiency in terms of Base shear of principal building

is enhanced due to interference effect; with maximum efficiency exhibited by Back-to-Back wind interference

condition when only Fish- plan shape model is considered. Overall, maximum efficiency in terms of induced

wind pressure and base shear is exhibited by Square- plan shape model at Full Blockage condition.

Keywords. Tall building; pressure coefficients; minimum, maximum and average face Cp; average

interference factor; base shear; force interference factor.

1. Introduction

Tall buildings with unconventional configurations have

been constructed nowadays to satisfy today’s needs for

providing aesthetically sound shelters to humans due to

population growth. The buildings not only provide shelter

but also provide a barrier between the outdoor and indoor

environments and the inhabitants residing inside it [1].

Most of the manmade structures are bluff bodies and are

subjected to formation of large eddies in its wake [2]. Tall

buildings are more susceptible to wind excitations and are

more sensitive to dynamic loading [3] for which shape

optimization of the cross section is put forward to improve

its wind resistance [4]. Wind-induced lateral movement of

tall structures may cause annoyance to the occupants

(especially in the upper floors) and can also succour

structural damage [5]. In addition, it is further seen that, the

effects of wind loads are dynamic in nature and can cause

collapse of the structure [6]. In designing of tall and slender

structures wind loads play fundamental role and thus need

for accurate evaluation of such with respect to both collapse

and serviceability conditions [7]. The tall buildings should

be designed for the extremes taking into account of past

time experiences with dust storms and thunderstorms of

these gusts of wind can cause major damage to the struc-

tures as compared to local winds [8].

Due to increase in the number of tall and slender struc-

tures all the dynamic aspects of wind like flutter, vortex

shedding, galloping and unaccountable behavior of wind

needs to be studied in detail [9]. Ample amount information

is available in different international standards [10–14] for

isolated wind incidence conditions only and that too only

for regular square, rectangular, cylindrical, etc. plan shape

buildings. Due to mutual interference, the wind loads on

tall structures may increase or decrease depending upon the

parameters such as upstream terrain, shape and size of the

buildings, the incident wind directions and the building

arrangement as well as spacing. However, because of the

complexity of problem with wide range of variables in

interference conditions no information can be found in any

international codes. The consequences of under specifica-

tion can be serious and hence, this necessitates more

experimental and/or analytical study. Furthermore, the

results presented in this study can help structural designers*For correspondence
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to choose among ingenious solutions with an objective to

fulfil collapse and serviceability requirements of a structure

under extreme wind actions.

It is apparent that wind loads on tall buildings can be

reduced by using two approaches; one is use of ‘‘Aero-

dynamic Mitigation’’ technique and second is use of

‘‘Aerodynamic shape optimization’’ technique [15]. The

present study emphasizes on comparative experimental

investigation between Square (figure 4(a)) and Fish- plan

shape (figure 4(b)) tall building model by considering

‘‘Aerodynamic shape optimization’’ approach. For good

comparative study between both the models, same vol-

ume is regarded. The purpose of the study is to present

pressure distribution on various faces, to depict base

forces and also to delineate pressure and force interfer-

ence factors of Square and Fish- plan shape tall building

models for different wind flow at isolated and interfer-

ence conditions because these results are not incorporated

in relevant codes and no analytical formula is available

for evaluation of wind effects on such complex plan

shaped tall buildings. Square- plan shape model is studied

also to validate the experimental method according to

various international codes. The functionality of Fish-

plan shape structures can be as hotels, museums, insti-

tutional buildings, office, hospitals, educational spaces

and other public buildings. Isolated Fish- plan shape

buildings are adapted triangular- plan shape buildings that

are often build at triangular plots on the face of merging

roads; the best example is the New York Flatiron (see

figure 1).

From the available literature it is evident that most of

the previous interference studies are concentrated on

finding optimum building configurations and/or distance

between the interfering models of square or rectangular

plan shape buildings such as, Lam, Zhao and Leung [16]

have studied the interference effects on a row of five tall

square plan shaped buildings, Amin and Ahuja [17] has

calculated the mean interference effects between two

rectangular located in close proximity in a configuration

of ‘L’ and ‘T’ plan shape buildings, Hui, Tamura and

Yoshida [18] have studied peak interference effect of a

square plan shape model on a rectangular plan shape

model and vice versa and found huge difference in the

values for isolated and interference studies. Similarly,

Bairagi and Dalui [19] have studied the interference effect

between twin rectangular models with varying distance

between the two to find out optimum spacing between the

twin buildings for 00 and 900 wind incidence conditions.

In addition, some researches [20–23] have studied the

interference effects among twin square plan shaped

models for various distances between the twin interfering

buildings. It is evident that no experimental study has

been carried out on complex plan shaped tall buildings

thus; this accounts for interference study of complex plan

shape building with same or different plan shape inter-

fering buildings.

Focus of present study is concentrated at experimental

investigation for understanding the mutual interference

between twin Square and Fish- plan shape Building models.

Depending upon various arrangements among twin Fish-

plan shape building models four interference conditions

(figure 13) i.e., Back-to-Back, Front-to-Front, Front-to-

Back and Back-to-Front is taken for the study. As Square-

plan shape model is symmetrical about both the axis thus

only Full Blockage interference condition (figure 12) is

taken into account. Isolated wind incidence conditions at 00

and 1800 is also studied as the direction of wind flow in all

the interference conditions are either of these wind direc-

tions depending upon the orientation principal building

model to incident wind.

An approach is made to find out a generalized relation

between relative height and Cp variation along vertical

centerline at each face for all isolated and interference

conditions. Also, for cladding structures surface design

determination of position of high pressure and high

suction regions is significant as it causes high external

compression and high external tension on cladding sur-

face respectively, which further leads to failure of

cladding.

Figure 1. The Flatiron Building, New York city.
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2. Experimental programme

2.1 Feature of experimental set-up

The experiments have been conducted in open circuit

boundary layer wind tunnel with a section of 2 m x 2 m

and 15 m in length. In order to generate uniform flow of

wind throughout the wind tunnel, square holed honey-

comb is positioned at the entrance of the wind tunnel.

Vortex generators and obstructions are placed at the

upstream of wind tunnel for developing boundary layer

flow conditions. A pictorial representation of wind tunnel

facilities is shown in figure 2. The wind is continuously

flowing through the tunnel with the help of suction by

blower fan, which is producing a constant mean wind

velocity of 10 m/sec during experiment. Pressure model

is placed at the centre of manually controlled turntable,

which rotates the model at various angles. The pressure

tapings of 1 mm diameter made up of steel tubes are

installed near the edges of each face to study the changes

in the variation of pressure due to flow separation. These

tapings points and reference pressure points are attached

to the pressure transducers for measuring pressure

through the Baron instrument attached. Wind pressure on

the models was measured using Baratron Pressure

Transducer, which was capable of measuring extremely

low differential heads. The wind velocity inside the wind

tunnel was measured with the help of the instrument

‘‘TESTO-480’’. A probe was connected to this instrument

to measure the wind velocity at different height, which

had a length of 1 m. The intensity of the turbulence is

defined as the ratio of the standard deviation of fluctu-

ating wind velocity to mean wind velocity.

The variation of mean velocity of wind and turbulence

intensity of the same is shown in figure 3. The boundary

layer wind profile is governed by the power law equation

(Eq. 1):

V ¼ V0

z

z0

� �a

ð1Þ

Where, V is the mean velocity at height z above the ground,

V0 is the wind velocity at reference height, zo is the refer-

ence height above the ground, i.e. 900mm for the present

experimental work under wind tunnel, and a is the

Figure 2. Pictorial representation for arrangement of facilities under wind tunnel at (a) Plan view and (b) Elevation view.

Figure 3. Mean wind velocity and turbulence intensity profile.
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exponent power law, varying for different terrains. The

resulting mean wind profile has a power law exponent of

0.22. The mean wind velocity measured at top and turbu-

lence intensity measure at the bottom of model are 10m/s

and 12%, respectively.

2.2 Details of the models

Pressure models of scale 1:300 are made up of transparent

Perspex sheet of 5mm thickness with 600mm height and

40000 mm2 plan area and other dimensions accordingly.

All the dimensions for plan and elevation views of the

models are mentioned in figures 4(a) and (b) for Square and

Fish- plan shape Model, respectively.

The pressure tapings are shown in the figures 4(a) and

(b) with the help of black spot marks. The pressure tapings

are distributed at seven different height levels at 10 mm, 60

mm, 180 mm, 300 mm, 420 mm, 540 mm and 590 mm

from bottom to acquire a wide and clear picture of the

distribution of pressure on all faces and sides of the models.

2.3 Validation with international codes

For validation, experimental study was carried out at the

wind tunnel for a Square- plan shape isolated building

model of 600 mm height and 40000 mm2 plan area under

present working environment. The experimental study has

been validated with different international codes [10–14].

It has been observed that pressure coefficients of wind-

ward, leeward and sidewalls of isolating model have

appreciable results with the international codes as shown

in table 1.

Figure 4. Pressure taping layout at elevation and plan view of (a) Square- plan shape Model and (b) Fish- plan shape model (All units:

mm).
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3. Results and discussions

A thorough study of variation of mean pressure and base

shear (designated as Drag force coefficient and Lift force

coefficient) at various wind incidence conditions is carried

out for Square and Fish- plan shape tall building model.

This is a very important step to engineer an understanding

of the variation of cross section plan of building on asso-

ciated wind pressure on various faces and Base shear on

unit of model before designing the buildings for collapse

and serviceability conditions. For each pressure tapping

point the pressure coefficient is calculated from the formula

Eq. (2) [14]:

Cp ¼
Pa

0:6V2
ð2Þ

where, Pa is pressure at respective pressure tapping point

and V is the mean wind velocity in m/s at the top of

building model i.e., 10 m/s for this experiment.

3.1 Distribution of minimum, maximum
and average Cp along building periphery
at isolated model conditions for

3.1.1 Isolated Square- plan shape building model
at 00 wind incidence The wind incidence directions for

isolated conditions of a Square- plan shape building model

is given in figure 5(a). Detailed experimental study for

isolated condition of Square- plan shape model has been

carried out at 0� direction of wind incidence only. As the

model is symmetrical at both the axis thus similar pressure

distribution is also accompanied at 1800 wind direction.

Pressure coefficients are calculated with the help of Eq. (2)

and distribution of minimum, maximum and average Cp at

face around building facade for the isolated condition at

Square- plan shape model is plotted and shown at figure 6.

Due to suction cladding, materials may oust away

during an episode with relatively strong winds. The

suction pressure is generated due to flow separation at

faces. In suction regions windows panes break and the

broken shards end up dispersed outside the building.

From structural design, point of view average of Cp at

face values may suffice the condition but for cladding

surface design maximum and minimum Cp at face

magnitudes put huge difference to actual conditions.

Larger variation between maximum Cp at a face and

minimum Cp at a face shows huge turbulence at the face

however, this difference does not indicate fluctuation of

wind at the face and thus a thorough study of pressure

coefficient distribution is must. The nearness of average

face Cp magnitudes i.e. Face values to minimum or

maximum Cp at face values indicates larger magnitude of

Cp distribution over the face. From figure 6 it is evident

that only Face-A is experiencing positive distribution of

pressure due to direct exposure of face to incoming wind.

Maximum Cp at face of 0.97 is experienced at Face-A

which is about 38% higher than average pressure at

Face-A whereas; maximum suction of -0.87 is experi-

enced by side faces Face-B and Face-D which is again

about 30% higher than average suction at side faces.

3.1.2 Isolated Fish- plan shape building model at 00

and 1800 wind incidence The wind incidence directions

for isolated conditions of a Fish- plan shape building model

is given in figure 5(b). Detailed experimental study for

isolated condition of Fish- plan shape model has been

carried out at 0� and 180� directions of wind incidences.

Although the results of the other isolated and/or inter-

ference studies cannot be compared to the Fish– plan shape

model due to the complexity of the model’s shape but, from

the literature by Sanyal and Dalui [24] it is clear that the

distribution of Cp varies with the change on the direction of

wind incidence. As the direction of incident wind is

changing thus, the magnitude and nature of Cp values at

Table 1. Comparison of face pressure coefficient (Cp) on the Square- plan shape tall building.

International Code Wind angle Windward side Leeward side Side walls

Experimental results 0�
90�

0.71

0.73

-0.41

-0.42

-0.67

-0.66

AS/NZS: 1170.2:2002 0�
90�

0.80

0.80

-0.50

-0.50

-0.65

-0.65

ASCE/SEI 7-10 0�
90�

0.80

0.80

-0.50

-0.50

-0.70

-0.70

EN: 1991-1-4 0�
90�

0.80

0.80

-0.55

-0.55

-0.80

-0.80

BS: 6399-2 0�
90�

0.76

0.76

-0.50

-0.50

-0.80

-0.80

IS 875 (part 3) 0�
90�

0.80

0.80

-0.25

-0.25

-0.80

-0.80
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inner faces are also changing. Figure 7(a) shows the min-

imum, average and maximum Cp at face distribution for 00

isolated wind direction along Fish- plan shape building

periphery. The overall maximum positive Cp at face of

magnitude 0.74 is observed at Face-C which is closely

followed by Face-A (0.71) because these faces are in direct

exposure to incoming wind. It is observed that at all the

faces perpendicular to the wind incident have higher

magnitudes of Cp and also associate larger swirls as com-

pared to all the parallel faces; this phenomenon is due to the

exposure of perpendicular faces at this wind direction. The

maximum suction of -0.58 is observed at Face-H and Face-

J which also have very less variation between magnitudes

of minimum, maximum and average Cp at face of present

study. For pressure distribution at ‘‘?’’ plan shaped model

[25] the windward Face-A at 00 wind incidence shows the

maximum Cp at of 0.986 which is 39% higher than the

maximum Cp at Face-A at present study, this variation is

due to difference in the exposed surface area between both

Figure 5. Wind Directions for Isolated building model (a) Square shape model and (b) Fish- plan shape model.

Face
A B C D

C
p

-1.0

-0.5

0.0

0.5

1.0

1.5

Figure 6. Minimum, maximum and average Cp distribution of

Square- plan shape building model along periphery of building for

00
.

. Face
A B C D E F G H I J K L M N O P

C
p
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C
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-0.8

-0.6

-0.4

-0.2
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(a)                                           (b) 

Figure 7. Minimum, maximum and average Cp distribution of Fish- plan shape building model along periphery of building for (a) 0�,
(b)180� isolated wind incidence conditions.
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the model’s face. The maximum and minimum Cp at face

values is 0.56 and -0.56 is observed at Face-A and Face-I

respectively for 0� condition. At 0�, overall face values

show a decrement of the magnitude with maximum mag-

nitude at Face-A and decreasing towards Face-I thereafter,

it is increasing form Face-I to Face-P.

Figure 7(b) shows the minimum, average and maximum

Cp at face distribution for 1800 isolated wind direction

along Fish- plan shape building periphery. Face-I at 1800

acts as a shield to the downstream faces due to large ele-

vated area of face thus, only Face-I of 180� condition

experiences maximum Cp at face of 0.68 and positive face

value of 0.39. As wind is being separated at wide angles

from both the edges after being incident on Face-I of

principal model thus, less fluctuation of magnitude of face

values can be observed at the downstream faces of the

principal models for all conditions. At 1800 wind condition

sudden hike in the magnitude of face value i.e. average

value of Cp at face is observed between Face-C and Face-D

(-0.63 to -0.27) and then a drop at Face-E (-0.27 to -0.61)

shows reattachment of wind at Face-D and hence turbu-

lence at face.

3.2 Distribution of pressure coefficient at faces
of building model for

3.2.1 Isolated Square- plan shape building model
at 00 wind incidence All the objects existing in nature

are bluff bodies. Thus, it is important to study the pressure

distribution on all the surfaces due to incident wind of such

bodies over a terrain (figure 8).

The present experiment is carried out at Power law index

0.22 with a mean wind velocity of 10m/s at the top of

building model. In the present experiment at square model

H/B (where, H = Height and B = width of model) ratio of

3.0 is considered (figure 9), whereas; in pressure distribu-

tion at figure 8(a) the study [26] deals model with H/B ratio

as 8.0, Power law index of 0.22 and mean wind velocity at

the top pf model was of 9.3m/s. Distribution of Cp at front,

side and back faces have similar variation along the height

with present experimental condition. However, due to

variation in the mean wind velocity and mainly H/B ratio,

the max Cp at front face is observed as 0.8 which is about

15% lower than that of Face-A at present study. Similarly,

back face of [26] experiences higher suction of about 25%

to that of Face-C of present study. Figure 8(b) shows dis-

tribution of Cp along CAARC (0.23) [27] building model

where, H/B ratio is 6.1. The study shows huge difference in

magnitude of Cp of back face to that of Face-C at present

study mainly due to change in the experimental conditions.

3.2.2 Isolated Fish- plan shape building model at 00

and 1800 wind incidence During an episode of wind

incidence at such high velocity the edges of all the faces

mostly escape the influence of incident wind and thus

eddies are formed at such positions. Formation of eddy

creates a space devoid of downstream fluid flow and thus,

any exit can be provided at this portion of building.

However, thorough study needs to be carried out for the

effects of openings at pedestrian level due to high

Figure 8. Mean wind pressure coefficient distributions on (a) Square model at wind direction of 00 [26], and (b) rectangular CAARC

(0.23) at wind direction of 00 [27].
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turbulence at ground level. Windward wind load is

fundamentally blowing wind force that is pressing the

building. The experimental study of pressure distribution on

the walls of asymmetric trapped body under turbulent

supersonic flow [28] concludes that the cladding pressure

varies significantly with angle of attack which is also

apparent in the present study from the variation of Cp

values.

The opposite placed face pairs such as Face-B and Face-

P, Face-C and Face-O etc. would have mirrored Cp distri-

bution over the face in all conditions of wind incidence

with or without the presence of interfering model for Fish-

plan shape building models. Thus, for figures 10, 11, 17, 18,

19 and 20 distribution of pressure coefficient is shown for

Face- A to Face- I only.

The distribution of pressure coefficients at Fish–plan

shape model for 00 wind incidence is shown in figure 10.

Very minimal variation is evident between 1/3rd to 2/3rd

heights at Face-A due to uniform exposure to wind to face

at such height. Two large symmetrical vortices are formed

in the wake region at Face-I with its centre at 1/3rd height

as the wind stream is getting deviated away from Face-I

symmetrically from both sides. For 00 wind incidence rear

Face-G at ‘‘Z’’ plan building model [29] and rear Face-I of

present study shows agreement with the flow pattern due to

similar positioning of faces. Also huge agreement is seen

between the pressure distribution patterns of ‘‘?’’ plan

shaped [25] model and present study model for front and

side faces for 00 isolated wind incidence conditions

however, the magnitude differs due to the variation of

shape and exposed elevated area between the models of

both studies. Distribution of pressure coefficients of face

pair Face-B- Face-C, Face-D-Face-E etc of present study is

compared to Front and Right face of L- Shape model [30] at

00 wind direction due to similar orientation of face pairs to

each other and to incident wind. In both the models for-

mation of pressure region is evident at perpendicular face;

wind is then reflected to parallel face. In L-shape model the

perpendicular face have higher magnitude of Cp as com-

pared to parallel face whereas; in Fish- plan shape model

the perpendicular face have lesser magnitude of Cp as

compared to parallel face, this difference in phenomenon is

due to the presence of neighbour interfering faces in Fish-

plan shape model. All parallel faces to wind direction in 00

wind incidence (Face-B, Face-D, Face-F, etc.) can be used

as openings like balconies.

The distribution of pressure coefficients at Fish- plan

shape model for 1800 wind incidence is shown in figure 11.

Face-I is handling the severity of wind due to direct

exposure to incident wind. Recently, it has been suggested

that the wind pressure coefficient at a point on a surface

significantly varies with wind incidence angle and surface

curvature [31]. At 180�wind direction, positive pressure

occurs at Face-I and negative pressure at all the other faces

of the model as the wind stream is getting deviated away

from downstream faces after the wind is incident at Face-I.

Due to large elevated area of windward Face-K at 00 wind

incidence at ‘‘E’’ shaped model [32] and that of Face-I at

Figure 9. Pressure distribution of Square- plan Shape building model at 0� (isolated) wind incidence condition.

   86 Page 8 of 27 Sådhanå           (2021) 46:86 



1800 wind incidence of present experimental study the flow

pattern shows similarity. Where, for both the studies max-

imum Cp is found at 0.70 H to 0.75 H at vertical centerline

of the face which is then further distributed at both the sides

symmetrically. Face pair Face-G- Face-F of present study is

compared to L-Shape model’s [30] right and Front faces at

1800 wind direction due to similar orientation of face pairs

to each other and to incident wind. In present study, huge

swirl of wind is noticeable on Face-F due to high turbulence

of wind at Face-G and at neighbour interfering faces

whereas; in L-shape model [30] due to variation in size and

absence of interfering neighbour faces the phenomenon of

swirl is absent. The highest positive Cp of 0.70 is found at

Face-I which is about 6% lesser than the overall highest

positive Cp of 0.74 (at Face-C and Face-O) as found at 00

wind incidence of present study, this is mainly because of

the large difference in the exposed elevated area of face and

orientation of model to the incident wind. Overall maxi-

mum suction of -0.83 is found at both Face-E and Face-M

which is about 43% greater than that found at 00 wind

incidence of present study due to higher angle of deflection

of wind stream at 1800 wind incidence. Face-C and Face-O

have little fluctuation of pressure over the face as due to

stagnation of wind incident at faces. Variation pattern of

wind around the model is different in 180� as compared to

0� wind incidence. Decrease in pressure at windward faces

causes less compression at cladding surface whereas,

increase in suction leads to high tension at cladding surface.

Interference study
In interference studies blockage in wind tunnel is an

important problem associated with wind tunnel tests. Due

to interference of nearby buildings the pressure on prin-

cipal building might increase or decrease depending upon

many conditions like terrain category, exterior shape of

building, cross-sectional plan of building, aspect ratio,

etc.

The Fish- plan shape buildings are symmetrical about

one axis thus for the present work only four orientation with

100% blockage conditions are considered with 10% gap

between all the twin plan models model i.e. 60 mm as

suggested by Cook [33], Houghton and Carruthers [34].

The limitation of the present study lies with the thorough

study of tandem and staggered arrangement of twin Fish-

plan shape models.

For Square- plan shape model, only Full Blockage

interference is considered due to symmetrical shape of

model (figure 12). However, for Fish- plan shape model

interference study has been carried out for four interfering

conditions; figure 13(a) Back to Back; (b) Back to Front;

(c) Front-to-Back and (d) Front-to-Front.

Figure 10. Pressure distribution of Fish- plan shape building model for selective faces at 0� (isolated) wind incidence condition.
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3.3 Distribution of minimum, maximum
and average Cp along building periphery
at interference model conditions for

3.3.1 Full Blockage interference condition of Square
model Mutual interference between twin Square- plan

shape models results in the decrease of face values as

compared to isolated condition of similar shape model. Due

to interference between twin Square building models

(figure 14) all the faces are experiencing suction as the

instrumented model is under wake region of interfering

model. About 54% decrease in maximum suction is

experienced at faces due to influence of interference.

3.3.2 Interference conditions of Fish- plan shape
model Figure 15 shows distribution of minimum,

maximum and average Cp at face around building facade

for all interference conditions. At Back-to-Back

interference condition (figure 15(a)) largest variation

between minimum and maximum Cp at face is observed

at Face-I with which shows huge turbulence of wind at the

face which is evident from figure 10. At Face-E 59%

difference between maximum and minimum Cp at face

values is explained through huge swirls due to reattachment

of wind stream at the face. For Front-to-Back (figure 15(b))

interference condition the distribution of minimum,

maximum and average Cp at face values indicates

uniform flow at the principal building model due to the

orientation of twin interfering models to each other.

Irrespective of the orientation of interfering model the

principal model at both Back-to-Front (figure 15(c)) and

Front-to-Front (figure 15(d)) interference conditions the

overall increase in magnitude of face values from Face-A to

Face-I then decreasing from Face-I to Face-P is observed.

Small rise in face vales for consequent faces shows swirl of

wind whereas; huge rise denotes formation of pressure

regions at face with higher magnitude of face value. Sudden

decrease in face value between consequent faces shows

formation of vortices. At figure 15(c) due to orientation of

twin models to each other, large suction region is generated

Figure 11. Pressure distribution of Fish- plan shape building model for selective faces at 180� (isolated) wind incidence condition.

Figure 12. Full Blockage interference condition of Square- plan

shape building model. (All units: mm).
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between both the models and thus, largest variation (91%)

between minimum and maximum Cp values is observed for

Face-C. Face-I at Back-to-Front (figure 15(c)) and Front-to-

Front (figure 15(d)) interfering conditions exhibits least

turbulence due to least affected orientation of model’s face

to incoming wind.

3.4 Distribution of pressure coefficient at faces of

3.4.1 Square- plan shape building model at Full
Blockage interference condition All the faces of

Square- plan shape model at Full Blockage interference

condition (figure 16) experiences suction as the principal

building is under the wake region created by interfering

model. Face-A experiences maximum suction of -0.38

because of the shielding effect of interfering building. The

maximum suction at interference condition is about 54%

less than that at isolated condition. Face-B, Face-C and

Face-D experiences suction throughout the height but due

to unification of wind stream at side faces the suction is

reduced to that of maximum suction at isolated condition.

In the experimental study for tandem arrangement of

models the Cp distribution at x/b = 1.5 for side faces show

side wash from inner edge [21] which is also evident in the

present interference condition however, due the magnitude

of suction at present interference condition is very less

(about 90%) as compared to buildings in tandem

arrangement. Hui, Yoshida and Tamura [35] have studied

the interference effect on two rectangular shaped models by

keeping the models at parallel and perpendicular

arrangement to each other, through study the author have

cautioned for detailed study at the edges and corners as

these parts are concentrated with huge pressure variations.

The interference study by Kim and Kanda [36], have

associated their interference study with the change in the

height of the interfering building model to the instrumented

model and found that the highest suctions increase with

increase in height of interfering building. Due to high

complexity of the building plan of model in present study, it

is impossible to correlate the results of pressure distribu-

tions to previous interference aerodynamic studies.

Entrance to building can be provided at Face-A because of

the limited cross sectional size of the face. The declaration

is partly dependent on architectural requirements to provide

safety and security, as the safety and security criteria

include areas such as building control. Also, Face-A at

ground level experiences lesser turbulence of wind at all

wind incidences when compared to other faces at similar

conditions. The adjoining edges between the wall pair like

Face-B and Face-C and also Face-C and Face-D is least

affected as eddy formation is taking place due to flow

separation at such areas and thus openings can be provided

near the attached edges. Depressed faces like Face-F, Face-

L can be provided as emergency exits because at the time of

Figure 13. Various Interference Conditions of Fish- plan shape building model. (All units: mm).
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Figure 14. Minimum, maximum and average Cp distribution

along periphery of Square- plan shape building model for Full

Blockage Interference Condition.
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emergency they provide fair access to all the interior places.

Even, at all the isolated and interference conditions of Fish-

plan shape model, less variance of Cp is observed at the

faces due to the orientation of both faces to the wind

incidence. However, for providing any entrance and exit at

any portion of building thorough study for the effects of

openings at pedestrian level due to high turbulence at

ground level is needed beforehand. Elevated portions like

area between Face-G, Face-H and Face-I and between

Face-I, Face-J and Face-K can be used as lift areas.

3.4.2 Fish- plan shape building model at all
interference conditions In Back-to-Back interference

condition (figure 17) the principal and the interfering

building models are oriented by placing the back faces i.e.

Face-I in front of each other. The principal building is

observed to have negative Cp throughout the faces of the

model due to the flow separation after the wind is incident

on the interfering building and gradually separated in either

direction. Cp distribution at Face-I shows little fluctuation

from bottom to 5/6th height due to shielding effect of

interfering building. Symmetrical flow pattern can be seen

from the figure due to symmetrical plan and orientation of

both principal and interfering models. Face-D and Face-N

can be seen to have rapid variation in the pressure

coefficients from -0.53 to -0.58 throughout the horizontal

line due to high swirl of wind caused by reattachment of

wind stream at the face. After Face-I all the faces that are

parallel to the wind flow have higher magnitude of Cp as

compared to all the other non- parallel faces, this

characteristic is similar to the isolated 0� condition,

however, in this case the nature of pressure coefficients is

negative.

In Back-to-Front interference condition (figure 18) the

principal and interfering building models are oriented by

placing the front face and back face respectively in front of

each other. The principal building is observed to have

negative Cp throughout the faces of the model due to the

shielding effect of the interfering building. Due to upwash

large fluctuations of pressure is seen at top 1/6th height at

Face-A, Face-B, Face-C, Face-E, Face-P, Face-O and Face-

M. Also, suction is observed at 1/3rd height of Face-I due to

flow contraction at the rear face of the principal model. At

Face-I when the flow is contracted towards the face from
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Figure 15. Minimum, maximum and average Cp distribution along periphery of Fish- plan shape building model for (a) Back-to-Back;

(b) Front-to-Back; (c) Back-to-Front; (d) Front-to-Front Interference conditions.
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Figure 16. Pressure distribution of Square- plan Shape building model at Full Blockage (interference) wind incidence condition.

Figure 17. Pressure distribution of selective faces for Fish- plan shape building model at Back-to-Back interference condition.
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both sides, rapid changes in the pressure can be observed at

both the edges observed as side wash. In this interference

condition, due to orientation of both the buildings with

respect to each other the downstream wind becomes highly

unsettled.

In Front-to-Back interference condition, the principal

and interfering building models are oriented by placing the

front face and back face respectively in front of each other

(figure 19). Two small vortices are observed at 1/3rd height

of model at Face-I due to channelling effect arising at the

middle of both the models. Further, the wind stream getting

deviated at wider angle on both sides thus, generation of

wake region can be observed at downstream faces causing

decrease in the magnitude of Cp. As a result, highest neg-

ative Cp of -0.97 can be observed at Face-I and lowest Cp of

-0.38 at Face-A. The wind is seen to be twisting at Face-H

and Face-J and also at Face-G and Face-K due to high swirl

of stream as a result of interference effect of neighbouring

faces.

In Front-to-Front interference condition, the principal

and the interfering building models are oriented by

placing the Face-A in front of each other (figure 20). The

wind after hitting Face-I of the interfering building is

deviating on both sides at wider angle, but when it is

reaching the principal building model it is further

reattaching to model thus, a channelling effect is created

at the middle of both the models. This building model is

more or less behaving similar to the model at isolated 0�
condition. The difference between the isolated 0� condi-

tion and Front-to-Front interference condition is the

change in nature of pressure (negative); this is due to the

presence of interfering building and thus, formation of

wake region at the location of principal building. Face-A

is experiencing maximum negative pressure coefficient of

-1.06 due to orientation of interfering model and also

flow pattern of wind around bluff body. Further

downstream side, at Face-F and Face-L the wind is

changing its direction, thus twisting of wind stream

is observed along the height of model. Large fluctuation

(-0.48 to -0.36) in the form of side wash form inner edge

is observed at mid height of Face-G and Face-K. Con-

traction of wind stream towards Face-I is observed, thus

experiencing side wash from both the edges symmetri-

cally. Also small vortex is observed at the centreline of

Face-I at 1/6th height of model with the centre of -0.295

due to high swirl of wind caused by contraction of wind

stream. At 1800 isolated wind direction and all interfer-

ence conditions perpendicular faces (Face-C, Face-E,

Face-G, etc) will suffice the wind induced conditions for

providing balconies.

Figure 18. Pressure distribution of selective faces for Fish- plan shape building model at Back-to-Front interference condition.
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3.5 Pressure interference factor (average)

The interference effect is an experience caused by presence

of one or more objects in the path fluid flow obstructing it

to the principal or test object. With the help of this factor

the average face Cp variation of the instrumented tall

building model is being analysed. Interference factor for

Face Average is [22]:

Average Interference Factor ðIFpÞ

¼ Face AverageCpwith interference

Face AverageCpwithout interference
ð3Þ

Interference factors associated with the interference

study between square shaped twin building models by

changing distance and position between the two in grid

form suggests that the study is useful in identification of

potential interference issue [20]. In the interference study

between twin rectangular building model the overall max-

imum and minimum IFp is 1.05 and 0.5 respectively for

parallel and perpendicular arrangement among the building

models [35]. Whereas, interference factor reaches up to -2.6

for side face in tandem arrangement for a said distance (x/b

= 1.5) between the twin square plan models [22].

3.5.1 Full Blockage interference condition of Square
model All IFp magnitudes for interference study for

Square- plan shape at Full Blockage (figure 21) condition

lies between -0.52 and 0.4. Magnitude of 1\ IFp\1

represents decrease in Cp of principal building due to

shielding effect of interfering building model. Face-A in

this interference condition experiences minimum IFp of -

0.52 as due to shielding effect of interfering building model

Face-A of principal model is situated in wake region at

present interference condition.

3.5.2 Interference conditions of Fish- plan shape
model IFp\1 represents decrease in Cp due to shielding

effect of upstream building resulting with a huge

development of turbulence between two interfering twin

models. Whereas, IFp[1 represents increase in Cp due to

upstream building. In the present experimental study for

interference between twin Fish- plan shape model

(figure 22) only Face-I for Back-to-Back interference

condition (figure 22(a)) and Front-to-Back interference

condition (figure 22(b)) have IFp\1 with magnitudes of -

1.55 and -1.98 respectively. Max negative IFp of the

magnitude -11.17 is found at Face-F and Face-L of Back-

to-Front interference condition (figure 22(c)) and of

magnitude -7.83 in Front-to-Front interference condition

(figure 22(d)). Such high negative IFp values of interference

study shows generation of very high suction region at the

said faces due to the presence of interfering building. Thus

potential interference issue is concentrated at Face-F and

Face-L of Back-to-Front and Front-to-Front interference

Figure 19. Pressure distribution of selective faces for Fish- plan shape building model at Front-to-Back interference condition.
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conditions. Such high magnitudes of IFp is not found at any

other studies. High magnitudes of IFp are arising due to the

complexity of the plan shape of building and thus accounts

for further study of the said cases. Very high IFp

magnitudes show unfavorable positions in buildings from

structural design as well as cladding design point of view.

3.6 Base Shear coefficients CD and CL

3.6.1 Force Coefficients From the measured pressure

at various pressures taping points on all the walls of the

principal building model, aerodynamic along-wind force

(Drag force) and across-wind force (Lift force) acting on

the model is calculated with the help of formulae as

incorporated in the previous studies [22]:

FD ¼
XN
i¼1

ðpiAini;alongÞ ð4Þ

FL ¼
XN
i¼1

ðpiAini;acrossÞ ð5Þ

Where, FD, and FL are the along-wind force and across-

wind force, respectively. pi, and Ai are the pressure and

tributary area of tap i and ni,along and ni,cross are unit

direction cosines to the surface of the building.

Force coefficients are representation of forces and cal-

culated with the help of formulae as incorporated in the

previous studies [37]:

CD ¼ FD

0:5qBHV2
ð6Þ

CL ¼
FL

0:5qBHV2
ð7Þ

Figure 20. Pressure distribution of selective faces for Fish- plan shape building model at Front-to-Front interference condition.
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Figure 21. Average Interference Factors (IFavg) of Square- plan

shape building model at Full Blockage Interference condition.
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Where, CD and CL are base force coefficients, B is the

dimension of building model perpendicular to incident

wind, H is the height of the model.

3.6.2 Force coefficients of Square -plan shape
building model The magnitudes of Drag force

coefficients when compared to magnitudes of Lift force

coefficients portray large variation due to the normal wind

directions in the direction of symmetry of model

(figure 23). Dominant wind direction of present study is

shown by Along isolated wind conditions. Where the CD at

full blockage condition shows decrement, the CL value

shows near about same magnitudes. Due to symmetrical

form of principal as well as interference Square-plan shape

building models along both the axis thus, resulting in

symmetrical flow at full blockage condition around twin

building models, non-variation of Lift force coefficient is

induced. Shielding effect refers to the situation where,

before reaching the principal structure wind has to move

through any structure(s) located on the upstream wind side

[14]. Due to the shielding effect, it is clear from the contour

plots of all the interference conditions that the principal

structure is under suction, i.e. negative pressure. The faces

lying at the interface between the twin models experiences

maximum suction in all interference conditions. Due to its

high magnitude of coefficients, the nature of force and

pressure at the interfaces dominates the resulting direction

of force and pressure. Thus the resultant net pressure

coefficients and net Drag force coefficients is negative in

nature is acting against the direction of wind incidence.

3.6.3 Force coefficients of Fish- plan shape building
model It has been widely recognized that external shapes

of tall buildings play an important role in the generation of

wind loads on high-rise structures [38]. In addition, it was

relayed by Sakamoto and Haniu [39] and Song et al [40]

that the fluctuating components of drag force coefficients

CD and lift force coefficients CL of the principal building

model are not significantly affected by the gap distance of

the interfering model. Unlike Full blockage condition all

the interfering conditions shows variation in CL because

asymmetrical cross-section plan of Fish- plan shape model

(a)

(c)

(b)

(d)

Figure 22. Average Interference Factors (IFavg) (a) Back-to-Back; (b) Front-to-Back; (c) Back-to-Front; (d) Front-to-Front Interference

conditions.
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along one axis thus, generation of huge turbulence at

principal model depending upon the orientation of twin

models.

In figure 24 for Fish- plan shape model maximum CD

of 1.1 is found at 1800 isolated wind incidence followed

by 00 wind incidence with 23% decrement. Maximum CL

is manifested by 00 wind incidence is 0.14 closely fol-

lowed by 1800 wind incidence with 7% decrease. Over-

all, minimum CD is exhibited by Back-to-Back inference

condition whereas, minimum CL is exhibited by Front-to-

Back and Front-to-Front interference condition. Enor-

mous decrease in magnitude irrespective of nature of CD

and CL is shown for all interfering conditions when

observed against isolated wind conditions mainly due to

shielding effect of interfering building model and hence

reduced effect of direct exposure to wind. From the

results, it is clearly visible that the overall efficiency of

principal building is enhanced due to interference effect

[22].

3.7 Force Interference Factors

Drag Force Interference Factor ðIFCDÞ

¼ CD at base with interfering building

CD at base without interfering building
ð8Þ

Lift Force Interference Factor ðIFCLÞ

¼ CL at base with interfering building

CL at base without interfering building
ð9Þ

The corresponding interference positions of maximum

EIF i.e. peak acceleration response interference factors are

shown at the top of each bar by x/b, y/b in figure 25 for

along-wind and across-wind directions for various breadth

ratios between same height of models [41]. The study by

Yu et al [41] has been performed for twin models for H/B

of 6:1, mean wind velocity at top of model is 12.9 m/s and

a = 0.22. It is found that maximum Along-wind (Drag

force) EIF was 1.6 at (x/b, y/b) = (2, 0.9) which shows high
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Figure 23. Base force coefficients of Square- plan shape building model at all wind conditions (a) Drag Force Coefficients; (b) Lift

Force Coefficients.
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Figure 24. Base force coefficients for Fish- plan shape building model at all wind conditions (a) Drag Force Coefficients; (b) Lift Force

Coefficients.

   86 Page 18 of 27 Sådhanå           (2021) 46:86 



influence of staggered arrangement for Br = 1.0; where, BR

is Breadth ratio among breadth of interfering model and

principal building model. Maximum Across-wind (Lift

force) EIF is 1.4 for Br = 1.0; at (x/b, y/b) = (2,0) i.e.

16.67% clear gap between twin models at tandem

arrangement; which shows dominance of shielding which is

also visible at present experimental work. Similarly, the

results from study by Mara [20] deals with models under

urban exposure with H/D of 7:1 at a wind velocity of 4.9m/

s in tandem arrangement. It is found that at minimum clear

gap of 28.6% of height of model, the Along-wind (Drag

force) IFm is 0.6 and Across-wind (Lift force) IFm is 1.0 for

study by Mara [20]. Whereas, in current study for Sqaure-

plan shape model at Full Blockage condition for reduced

gap between twin models Along-wind (Drag force) IFCD of

-0.12 is found to be decreasing with reduced gap between

twin models when compared to study conducted out by

Mara [20]. For current study where, IFCD is decreasing due

to shielding effect but IFCL of 1.25 is found to be increasing

at reduced gap between twin models due to formation of

turbulent shear layer at side faces of principal building

model. For all interference conditions for Fish- plan shape

model, magnitudes of IFCD and IFCL (table 2) are very less

as compared to said studies; this variation is mainly asso-

ciated with the external shape of the building. Maximum

IFCD (-0.43) is shown by Front-to-Front condition and

maximum IFCL (-0.38) is shown by Front-to-Back condi-

tion is shown by Front-to-Front condition as orientation of

twin models to each other as well as to incident wind

increases turbulence between both the models. Under same

working environment, the Fish –plan shape principal

models at all interference conditions display less influence

on lift forces compared to Square-plan shape model at Full

blockage condition. Whereas, increased influence on drag

force is noticeable at Back-to-Front, Front-to-Back and

Front-to-Front interference condition of fish-plan shape

model compared to Square-plan shape model at Full

blockage interference condition.

3.8 Distribution of pressure coefficient
along centre vertical line for each face at all wind
incidence conditions

Variation of Cp along vertical centerline of all faces for

isolated and interfering wind incidence conditions are

shown in figures 26 to 34. All the vertical line plots are

simplified images of complex contour plots for faces and

gives a broader picture of variation of Cp along height of

face. The comparison centerline plots of all faces over

varied wind incidences gives a fine picture of the change of

flow pattern along faces in a particular wind direction.

An attempt has been made to find out a generalised

relation between relative height and Cp along vertical

centreline at each face for all isolated and interference

conditions. The variations of Cp along height cannot be

linearly regressed due to wide variable ranges and hence

the curve fitting process of all the isolated and interference

parameters is complex. From regression analysis a basic

equation (Eq.10) is further developed to consider pressure

coefficient distribution along vertical centreline at each face

for present experimental conditions.

Cp ¼ �a� 1

1 þ e�b� Hi
Hð Þ

� �
2
4

3
5
n

ð10Þ

Where; Hi/H is relative height with Hi varying as 0 mm, 10

mm, 60 mm, 180 mm, 300 mm, 420 mm, 540 mm, 590 mm

and 600 mm and H is height of model (600mm), a, b and

n are constants and can be seen varying with the faces

among various wind incidence conditions.

3.9 Vertical centreline Cp distribution at each face
along Square- plan shape model for Isolated
and interference condition

3.9.1 Square-plan shape building model for 00

isolated condition The present study exhibits

symmetrical flow pattern along vertical centerline due to

symmetrical shape of both the models along the direction of

wind incidences, this is also noticeable in the study for ‘?’

Figure 25. The results of maximum values of EIF (Envelope

Interference Factor) [41].

Table 2. Force Interference Factors for Square and Fish- plan

shape building model.

Interference conditions IFCD IFCL

Full Blockage -0.12 1.25

Back-to-Back -0.12 -0.13

Back-to-Front -0.28 -0.16

Front-to-Back -0.38 -0.38

Front-to-Front -0.43 -0.35
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plan shape building model at similar working environment.

[25].

Eq.(11) to Eq. (13) satisfies the vertical centreline Cp

distribution shown in figure 26. Centreline at Face-B and

Face-D over line each other due to symmetrical distribution

and thus is generalised with the help of Eq.(12).

3.9.2 Full Blockage interference condition of Square
model Due to shielding of principal model and vortex

generation at Face-A (as validated from figure 16) at Full-

blockage condition (figure 27) the vertical centreline shows

large variation along height. The centreline distributions of

side faces at this interference condition is satisfied by

Eq.(15) and front and back faces by Eq.(14) and Eq.(16)

respectively.

3.10 Vertical centreline Cp distribution at each
face along Fish- plan shape model for Isolated
and interference condition

3.10.1 Fish- plan shape building model for 00 isolated
condition From the studied carried out by Bhattacharyya

[32] it is apparent that results of distribution of pressure

coefficient over a E-plan shaped building model at

windward, leeward and all other faces exhibit huge

differences with that of regular cubical model, the similar

results are also exhibited by Fish- plan shape model

(figure 28) at isolated 00 wind incidence of the present

study, given the experimental environment is same.

Although all the vertical centerline Cp distributions

satisfy, the distribution along Eq.(10) but due gradual

increase in the cross-section dimension of model large

variation of Cp distribution among neighboring side faces is

seen and thus, generalization of all distributions into one

equation is impossible with minimum residual (R2). Where,

R2 is a statistical measure, which shows the proportion of

variance in a regression equation. Eq. (17) to Eq. (20) for

satisfies vertical centerline distribution of grouped faces.

The study is taken into consideration because of close

resemblance of exterior shape of Triangle- plan shape

model [42] to Fish- plan shape model. Figure 29 shows

vertical line plot of triangular model at 00 wind direction at

Terrain B (Power law index 0.16), China. This power law

index is associated with open terrain. Due to fewer

obstructions at this terrain category, the distribution of Cp

varies when compared to Fish- plan shape model at 1800

wind incidence at present study condition. Hence, it is also

concluded that Eq.(10) does not satisfy the vertical distri-

bution profile of figure 29.

Only Face-I among all the surfaces for 1800 wind inci-

dence condition (figure 30) at shows positive Cp distribu-

tion throughout the height, the vertical distribution of which

is satisfied by Eq.(23). Due to huge cross-sectional mag-

nitude of Face-I the face acts as shield for upstream faces

and thus all other faces are under wake region and

Figure 26. Vertical centreline pressure Distribution of Square- plan shape model at 00 wind incidence condition
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Figure 27. Vertical centreline pressure Distribution of Square- plan shape model at Full Blockage interference condition.

Figure 28. Vertical centreline pressure Distribution of Fish- plan shape model at 00 wind incidence condition.
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experiences suction. The angle of separation of wind is

wide and hence less influence of wind is experienced by

upstream faces and thus, Eq.(21) satisfies the vertical dis-

tribution of most of the faces. However, Face-D and Face-N

undergoes huge variation of Cp throughout its height due to

unification of wind stream thus, Eq. (22) meets the

condition.

3.10.2 Fish- plan shape building model for 1800

isolated condition See figures 30 and 31.

3.10.3 Back-to-Back Blockage interference condition
of Fish- plan shape model In Back-to-Back (figure 31)

and Front-to-Back interference (figure 32) condition of

Fish- plan shape twin building models due to orientation of

principal building model the upstream faces of

instrumented building experiences less variation among

side faces. In both of these interference conditions Face-I

acts as shield to upstream faces. Flow separation is apparent

from the edges of Face-I and thus wake region is generated

at neighbouring faces. Due to less influence of incident

wind, less fluctuation of Cp is noticeable at side faces.

Through careful regression analysis Eqs. (24) to (27) is

generated which satisfies the vertical centreline profiles of

said grouped faces.

3.10.4 Front-to-Back Blockage interference condition
of Fish- plan shape model At Back-to-Front (figure 33)

and Front-to-Front (figure 34) interference condition due to

orientation of principal to downstream interfering model

channelling effect is experienced at the interface between

twin models. Due to this channelling effect the

neighbouring faces are experiencing near about similar

distribution and thus are satisfied by distribution Eq.(28)

and Eq.(31) respectively. The distribution of upstream faces

is governed by point of separation of wind stream as well as

cross sectional shape of model which in this condition is

gradually increasing. Due to huge fluctuation of Cp at all

the surfaces generalising equation for vertical centreline

Figure 29. Mean Cp along height of triangular model at 00 wind

direction, Terrain B, China [42].

Figure 30. Vertical centreline pressure Distribution of Fish- plan shape model at 1800 wind incidence condition.
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Figure 31. Vertical centreline pressure Distribution of Fish- plan shape model at Back-to-Back interference condition.

Figure 32. Vertical centreline pressure Distribution of Fish- plan shape model at Front-to-Back interference condition.
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Figure 33. Vertical centreline pressure Distribution of Fish- plan shape model at Back-to-Front interference condition.

Figure 34. Vertical centreline pressure Distribution of Fish- plan shape model at Front-to-Front interference condition.
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profile is difficult and thus Eq.(29), Eq.(30), Eq.(31) and

Eq.(32) and Eq.(33) is generated in order to satisfy the

vertical distributions of said faces.

3.10.5 Back-to-Front Blockage interference condition
of Fish- plan shape model See figure 33.

3.10.6 Front-to-Front Blockage interference
condition of Fish- plan shape model See figure 34.

4. Conclusions

This paper summarizes the findings of an extensive wind-

tunnel study on wind induced pressure and base shear on

isolated and interference Square and Fish- plan shape tall

building models. The experiments are carried out under

conditions prevailing power law exponent of 0.22 and

under a constant flow of wind with velocity of 10 m/sec.

For better comparison the volume of both the models are

kept same with plan area of model as 40000 mm2 and

height as 600 mm. For isolated standing model conditions,

0� and 180� wind directions are considered. For interfer-

ence studies, five peculiar arrangements of twin building

models are taken by considering a constant 60 mm distance

i.e. 10% of the height of model between both the twin

models. The current study shows that pressure and base

shear induced on model building is significantly affected by

the model geometry and condition of wind incidence (iso-

lated or interference). The important outcomes of the pre-

sent study are summarized below.

• Fish- plan shape of building model has differing results

of Cp values from that of standard square and

rectangular models thus; use of standard codes will

not suffice for cladding design.

• Under same working environment the test results for

windward face of isolated Fish- plan shape model at 00 i.e.

Face-A (Face Value = 0.56) and 1800 i.e. Face-I (Face

value = 0.44) when compared to square shape model at 00

i.e Face-A (Face Value = 0.71) wind incidences show

21% and 38% decrease in pressure respectively.

• Under same working environment the test results for

leeward face of isolated Fish- plan shape model at 00

i.e. Face-I (Face Value = -0.51) and 1800 i.e. Face-A

(Face value = -0.76) when compared to square shape

model at 00 i.e. Face-C (Face Value = -0.41) wind

incidences show increase in suction by 24% and 85%

respectively.

• At 1800 isolated wind incidence condition, Fish- plan

shape model experiences about 30% decrease in the

overall maximum pressure (Cp= 0.68) and also 5%

decrease in overall maximum suction (Cp= -0.83) due

to shielding effect of Face-I when compared to isolated

Square shape model with overall maximum pressure of

Cp= 0.97 and overall maximum suction of Cp= -0.87.

• At Front-to-Front interference condition the Fish- plan

shape model experiences huge increase in maximum

suction (Cp= -1.06 ) when compared to Full blockage

interference condition of Square shape model (Cp= -

0.40) due to complex cross section plan shape of Fish-

plan shape model.

• For the Fish- plan shape model, CD and CL ( 1.12 and

0.13 respectively) are found to be increased by 25%

and 225% respectively at 1800 isolated condition

compared to the isolated Square- plan shape model

with CD and CL ( 0.90 and 0.04 respectively) at 00

wind incidence due difference in the cross sectional

plan between both the models.

• Maximum increase in CD is encountered by Fish- plan

shape model at Front-to-Back interference condition

(CD= -0.43) when compared to than that at Full

blockage interference condition of the Square- plan

shape model (CD = -0.11).

• At Fish- plan shape model due to complexity of the

building model shape, very high IFp of magnitude -

11.17 is generated at Front-to-Back interference con-

dition and of magnitude -7.83 is generated at Front-to-

Front interference condition both thus, attracts poten-

tial interference issues at such faces.

• Drag and Lift Force coefficients for interference cases

largely depend upon the orientation and cross section

shape of interfering model in present study.

• The overall efficiency of principal building is enhanced

due to interference effect in both Square and Fish-plan

shape model.

• At Fish- plan shape model overall maximum efficiency

in shown by Back-to-Back interference condition when

Drag force and Lift force is considered.

• Overall maximum efficiency in terms of induced wind

pressure and force is exhibited by Square- plan shape

model at Full Blockage condition.

5. Recommendations for future research

Based on the present study, it is recommended that future

studies should be carried out in the following areas:

i. Analytical analysis of the all models at the same

working environment.

ii. Response study of the scaled model.

iii. Disturbed flow field characteristics and the conse-

quent wind load modification by particle image

velocimetry (PIV) for twin building models.

iv. Study of interference effects on principal building

with twin building model in various other configu-

rations like, varying angle of wind incidence on
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100% blockage in various tandem and staggered

arrangements between twin building models.

v. Study of interference effects on principal building with

couple of buildings of different plan shapes in near

vicinity.

vi. Assessment of aerodynamic modifications like open-

ings, corner cut, recessed, chamfered etc. on the wind

pressure distribution.

vii. Dynamic response analysis of the buildings using

time varying wind data.
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Abstract 
 
A comparison of wind loads to make a G+11 building in 
staad and design the building against wind load is presented 
in this paper. The importance of this study is to calculate the 
wind load for a structure by the two different code and 
compare them for better analysis. In present scenario high 
rise structures have advantages in the populous area and to 
make more space to live and provide better accommodation 
in highly populated area around the world. To make the 
building cost effective and proper design should have to 
done for more area for living purpose and reduce the cost of 
structure and safety of structure should be consider in this 
design. In the recent times, there had been so many 
catastrophic damages caused by high wind speed in the 
coastal regions of India which prove that many buildings 
that are currently in use are not fully wind resistant. In this 
paper, we have calculated the wind load using static method 
by the old code [IS: 875 – (Part 3) – 1987] and as per the new 
code [IS: 875 – (Part 3) – 2015] for zone 4 with terrain 
category 3 and the building is analyzed using STAAD PRO 
Software. 

I. Introduction 
 
The wind is an important factor in the design of high-rise 
building. The wind is more important than the earthquake and 
other important loads. The terrain category is defined according 
to the roughness and the smoothness of the surface. The wind 
load is affecting many parameters like construction cost, 
building strength and another parameter of the building. As per 
the results which help in the selection of different parameter of 
the building. Standard codes from different countries use their 
different terrain categories for the calculation the wind load and  

 
 
they depend on the surface conditions. All the standard wind 
load codes have their approach to calculate the wind load. they 
have different formulas and conditions in their map for the 
calculation of the wind load. For the analysis of wind load, the 
terrain category 3 has taken for the different wind load and the 
comparative analysis. STAAD-PRO is very good software for 
the structure analysis and this software is using by many 
structural engineers now a days this software can be solved 
typical problem like static analysis, finite element model, wind 
analysis and we can also select various load combination in the 
design by this software to check RCC codes. For the design of 
beams, columns, lateral bracing and foundations wind loads on 
the structural frames are required. Wind load is generally taken 
in to account when the height of building is greater than 150m 
and low-rise buildings are also affected by wind load. When 
building is goes increasing, they become flexible and more 
lateral deflection occur in the building. This paper describes 
wind analysis of building which is located in zone IV. For the 
analysis of wind load a twelve-storey building is taken. In this 
project comparison of result from the IS:875- Part3 (2015) code 
and IS:875Part3 (1987) are discussed so that we can understand 
the applicability of wind load analysis using both codes. 

II. Review of literature 
 
high rise structures are currently in demand because of 
continuously increase in population and technological 
enhancement as compared to past scenario. In current design 
practice, the lateral load resisting system of a high-rise building 
is considered in the design of structure. Structural components 
such as column, beam, shear wall is considered in the load 
resisting system of the high-rise building. In the lateral resisting 
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performance of high-rise building nonstructural component are 
also consider in the loading. In practice building is system of 
structural and non-structural but the nonstructural components 
of the building are considered as non-load bearing component 
and they are not including in the design of the building.  

 Kawale and Joshi (2017) analyzed columns, beams, slabs by 
using IS code [IS: 875 – (Part 3) – 1987] and as per the new code 
[IS: 875 – (Part 3) – 2015). Thejaswini and   Sawjanya (2018) 
stated the behavior of the junction tower build for the fabric 
handling purposes in thermal power station subjected to wind 
load as per IS code [IS: 875 – (Part 3) – 1987] and as per [IS: 
875 – (Part 3) – 2015). Sreedharan (2016) comparative study of 
the seismic and wind analysis for four different structure and 
three different tracing system are considered for the 
concentrated load and analyzed.  Rajesh et.al., (2016) Found that 
shear and lateral defection in the building at each story is more 
at wind load when we compare it to seismic load. higher sections 
are subjected to high wind so it is good to provide more 
reinforcement at higher sections to counter the high lateral 
loads.  Mashalkar et al., (2017) studied the effect of wind on 
different shape as I, C, T and L.  

III. METHODOLOGY    
 
RCC framed structure is a combination of beam, column, slab 
in which beam, column, slab and foundation are inter connected 
to each other. load transfer of building to soil is through 
foundation so the foundation must be strong. In frame structure, 
Load transfers from the slabs to beams, and beams to columns 
and finally to the foundation. 
Bearing walled building is 10 to 12 percent of total framed 
structure. Monolithic construction is done with R.C.C framed 
structures. monolithic buildings can easily resist vibrations, 
wind loading. Load bearing walled can effectively resist 
earthquake. 
  
 
 
Assumptions in Design:  
 
• Using partial factor of safety for loads as 1.5 (as per clause 
36.4 of IS-456-2000). 
• Partial factor of safety is taken as 1.5 and 1.15 for concrete and 
steel respectively.  
These are the load combinations, which are considered in the 
design of structures (as per IS 456-2000).  
(i)    1.5× (Dead load+Live load)          
 
(ii)  1.2 × (Dead laod+Live laod+Wind load)       

 When wind load acting in X direction, load combination is 
considered as 1.2(D+L+W in X +ve) and wind load acting in Z 
direction load, the combination of load will be                  
1.2(D+L+W in Z+ve).   
   
Therefore, three load combination are considered in this study.  

             
 Wind load calculation as per IS 875 part3 (1987): 

   The design wind speed (Vz) is obtained as per formula given 
below:       

                             Vz = Vb k1 k2 k3                                   (1)                                                        

where                                                                                       

          Vz = design wind speed at any height z in m/s,                               

           k1 = probability factor (risk coefficient)  

           k2 = terrain, height and structure size factor     

           k3 = topography factor  

The design wind pressure at height z can be calculated as 
    
                                  Pz = 0.6 (Vz)2                                (2) 
where,  
          Pz = design wind pressure in N/m2 at height z,   
          Vz = design wind velocity in m/s at height z. 
 
The total Wind load (F) on particular building or structure is 
calculated as 
 
                               F = Cf Ae Pz                                     (3) 
  
Where,  
              Ae = effective frontal area  
              Cf = force coefficient depends upon shape of element 
plan size & wind dir. 
               Pz = design wind pressure in N/m2 at height z, 
 
Wind load calculation as per IS 875 part3 (2015) 
 
 The design wind speed (Vz) is obtained as per formula given 
below:    
                            Vz = Vb k1 k2 k3 k4                                  (4)                                                        
where                                                                                       

          Vz = design wind speed at any height z in m/s,                               

           k1 = probability factor (risk coefficient)  

           k2 = terrain, height and structure size factor     

           k3 = topography factor 

           k4 = importance factor for the cyclonic region 

 

The basic wind pressure at height z can be calculated as 
    
                                  Pz = 0.6 (Vz)2                                  (5) 
where,  
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           Pz = basic wind pressure in N/m2 at height z,   
           Vz = design wind velocity in m/s at height z. 
 
The basic wind pressure at height z can be calculated as 
 
                             Pd = Kd. Ka. Kc. Pz                                              (6)  

 where,        

              Pd =design wind pressure in N/m2 at height z,  
             Kd= wind directionally factor  
             Ka= area averaging factor   
             Kc = Combination factor 
 
 
The total Wind load (F) on particular building or structure is 
calculated as 
 
                          F = Cf×Ae x Pd                                       (7) 
 
Where,  
             Ae = effective frontal area 
             Pz = design wind pressure in N/m2 at height z, 
             Cf = force coefficient depends upon shape of element 
plan size & wind dir. 

               
 
 
STEPS FOR ANALYSIS OF BUILDING USING STAAD. 
Pro: 
 
1: First, we create nodal point according the dimension, 
according to the plan we entered the position of plan of building 
in to the STAAD pro software.   
2: By using add beam command we add the beam between nodes 
for beam and column.  
3: To visualize the 3D view of structure, we simply add 
transitional repeat command.  
4: After the completion of structure, we assign support at the 
bottom as a fixed support. also, we assign material and beam 
and column dimension.   
5: Wind loads are calculated as per IS 875 PART 3 and exposure 
factor is taken as 1. Then wind load is added in load case details 
in +X, +Z directions. 
7: Dead loads are calculated as per IS 875 PART 1, including 
self-weight of structure for external walls, internal walls. 
8: Live loads are taken as per IS 875 PART 2 and assigned for 
each floor as 3 KN/m2. 
9: After assigning all the loads, the load combinations with 
suitable safety factor are taken as per IS 875 PART 5.   
10: After completed all the steps we have performed the analysis 
and checked for errors.  
11: Design of concrete and steel, concrete and steel design are 
performed as per IS 456: 2000 after the design process, again 
we performed an analysis for any errors. 

 
All the steps are shown in this figure 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

IV.  NUMERICAL STUDY  
 
In this study, a G+11 story building situated in Delhi is 
considered for comparison of response of building against wind 
load. The details of building is given in Table 1.      
 
Table 1: Building details: 

No. of storey G+11 
Size of Column 350 mm × 350 mm 
Size of Beam 300mm × 0.500mm 
Size of Slabs 150 mm 
Live load on slab 3 KN/m2 
Floor finish 3 KN/m2 
Concrete grade in column M 25 
Concrete grade in beam M 25 
Steel grade Fe 415 
Total height of building 36 m 
ground storey height 3 m 
Height of each floor 3 m 
Spacing of frame along length 
and along width 

4m 

Thickness of external wall 230 mm 
 
 
The building, which is considered situated in Delhi. As per IS 
per code, parameters are given in Table 2.  
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Table 2: Design Parameter 
 

Basic wind speed 47 
zone IV 
city Delhi 
terrain category 3 
class B 

 
Values shown in Table 1 and Table 2 are used for input in the 
STAAD-Pro software for making the elevation and plan of 
building and design. 
 

 
                       Figure 1: elevation 

 
          Figure 2: plan 
 

 

 

Figure 3: wind load acting in x direction 

 

 

Figure 4: wind load acting in z direction 
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Figure 5: Comparison of Lateral Displacements at different 
height in x direction   
 
 

 
 
 
Figure 6: Comparison of Lateral Displacements at different 
height in z direction  
 
 
 
 

 
 
Figure 7: Comparison of storey drift at different height in x 
direction  
 
 

 
 
Figure 8: Comparison of storey drift at different height in z 
direction  
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Figure 9: Comparison of wind force at different height in x 
direction  
 
 

 
 
Figure 10: Comparison of wind force at different height in z 
direction  
 
 
 

Table3: Comparison of Lateral Displacements at different 
height in x direction  
 

 

 
Height 
(m) 

Deflection in mm 
As per IS 
875 - 1987 

As per IS 
875 - 2015 

% defection 
decrease 

3 2.518 1.99 20.96902 
6 5.553 4.38 21.12372 
9 8.418 6.622 21.33523 
12 11.068 8.678 21.59378 
15 13.473 10.529 21.85111 
18 15.618 12.169 22.08349 
21 17.487 13.596 22.25081 
24 19.057 14.792 22.38023 
27 20.32 15.752 22.48031 
30 21.271 16.474 22.55183 
33 21.895 16.946 22.60333 
36 22.196 17.174 22.6257 

 
In table no.3 these are Deflection at each story in x direction, as 
height increases wind load increases and defection at storey 
increases. comparison of deflection as per IS 875 – 1987 and as 
per IS 875 – 2015 mention in above table in x direction.  
 
 
 
Table4: Comparison of Lateral Displacements at different 
height in z direction 

 
 
Height 
(m) 

Deflection in mm 
As per IS 
875 - 1987 

As per IS 
875 - 2015 

% defection 
decrease 

3 3.14 2.376 24.33121 
6 6.952 5.251 24.46778 
9 10.562 7.956 24.67336 
12 13.907 10.443 24.90832 
15 16.951 12.687 25.15486 
18 19.672 14.681 25.37109 
21 22.049 16.42 25.5295 
24 24.054 17.885 25.64646 
27 25.674 19.067 25.73421 
30 26.905 19.963 25.8019 
33 27.725 20.56 25.8431 
36 28.143 20.864 25.86434 
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In table no.4 these are Deflection at each story in z direction, as 
height increases wind load increases and defection at storey 
increases comparison of deflection as per IS 875 – 1987 and as 
per IS 875 – 2015 mention in above table in z direction. 
 

Conclusion 

 The maximum deflection in the top most storey is 
22.196 mm for structure which is designed as per 
Old IS code and 17.174 mm in case of structure 
which is designed as per new IS Code in x dir. 

 The maximum deflection in the top most storey is 
28.143 mm for structure which is designed as per 
Old IS code and 20.864 mm in case of structure 
which is designed as per new IS Code in z dir. 

 Wind force has been decreased as per the new code 
[IS: 875 (Part 3) 2015]. Percentage decreased is 
15.56% along “X” direction and 18.87% along “Y” 
direction. 

 Displacement for the top most storey of G+11 
storey building as per new code 22.62% as been 
decreased along “X” direction and along “Z” 
direction as per new code 25.86% as been decrease 
in new code when compared with old code. 

 Storey drift for the top most storey of G+11 storey 
building as per new code 6.37% along “X” direction 
as been decreased and along “Y” direction as per 
new code 27.09% as been decreased in new code 
when compared with old code.  

 From the above results it can be concluded that new 
IS Code [IS: 875 – (Part 3) – 2015] will provide 
high safety to the structure for static analysis as 
compared to Old IS Code also structure is 
economical that designed as per [IS: 875 – (Part 3) 
– 2015].  

 Lateral deflection at each storey shall not exceed 
0.002 times the storey height and all the lateral 
displacement at each story is under permissible 
limit. 
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Abstract—Everyone knows that although there are so many 

researchers and suicide prevention teams that are active  out 
there to help individuals with mental health problems, many 
cases of suicide are not able to be detected. Social media acts as a 
platform for users to express their views online on the internet. 
How can we help such suicide prevention teams using social 
media to identify people where there is a possibility that they 
may develop suicidal ideation thoughts? The main goal of this 
project is to identify those people from social media who may 
have suicidal thoughts or may develop suicidal thoughts after 
some time. We are using the Reddit dataset to find the people  
who may have had thoughts about suicide before and those 
people who have other problems like depression or anxiety and 
express their views by posting in subreddits. We all know that 
any machine learning algorithm of any classification algorithm 
cannot work well on a completely raw dataset. So, our next step 
is doing the preprocessing of the data to extract the data that is 
relevant for us out of the user's posts for our classification 
algorithms. Then after that, we will perform the support vector 
machine (SVM) algorithm to classify the users based on their 
subreddits that they have posted.  
Keywords: Suicidal Ideation; Data Preprocessing; 
Lemmatization; Stemmatization; Textual Classification; Support 
Vector Machine (SVM); Multinomial Naïve Bayes; Random 
Forest. 

I. INTRODUCTION 

Social media is a great contributor in generating the content 

that is uploaded by the users on the topics that are related to 

suicide, depression, etc. Studying and researching this data 

helps to identify the people that exhibit or can exhibit mental 

or health-related problems in the future that may awaken the 

thought of suicide in a person's brain. Approximately 80% of 

people who have these illnesses start developing these types  

of thoughts that are of no use, they can't do anything in their 

lives and their life is totally worthless and they express these 

thoughts on the internet through social media. If we develop a 

process or a system that rates a person by giving him/her a 

certain score by reviewing the content posted and then finding 

how much chances are there that the user has suicidal thoughts 

or may develop suicidal thoughts in the future, then such users 

could be recommended for consulting a doctor or take help 

from some psychologists. 

The organizations that are working in this field like giving 

counseling to the people who are depressed or are suffering 

from some other mental illness would also be benefitted. But 

there is a risk that there may be some privacy or ethical issues 

in this system. Any data or information related to a user used 

to detect the transitions can be misused by someone else or 

 
even the system can misinterpret the data of the user because 

we all know that achieving an accuracy of 100% is impossible.. 

 
A shocking fact is that suicide is the 18th leading cause of 

deaths all across the globe. An approximate 8 lakhs deaths 

happened in 2017. World Health Organization (WHO) 

provides a report on attempts for suicide and also has added 

that if a person commits suicide then it leads to around 20 

more deaths. Suicidal ideation basically is used when  

someone starts talking about depressing things or starts 

developing suicidal thoughts. Social media is one of the best 

sources for determining suicidal ideation. Thus, a lot of 

researchers are motivated to find trends or analyze the data 

that is related to suicide and present already on different 

platforms to understand the causes of it and then find a 

solution for it. 

 

The works that were carried out before by the researchers, 

focused mainly on finding the words that are related to suicide 

or suicidal thoughts using three main predictors namely 

linguistic structure, interpersonal awareness, and interaction. 

This research helped in finding a lot of mental illnesses like 

depression, anxiety, stress, etc. The researchers also added a 

logistic regression model on top of these predictors that  

helped in improving the results to around 80% accuracy. But 

the main problem was that although the accuracy was quite 

good, the results don't tell anything about the main question 

that is: Are the detected people actually having depression or 

any suicidal feelings? 

 

In this paper, we are using various classifier  algorithms 

such as support vector machine to solve the problem. The 

words and phrases in the document that convey the similar 

meaning are classified into topics like “Individuals having 

general issues” or “Individuals having suicidal ideation”. But 

still it will provide probabilistic values for each topic that gives 

document as a mixture of topics rather than being firm on just 

one particular topic. We perform our analysis on the Reddit 

dataset. It provides user information such as “user id”, “title”, 

“post description” and other metadata. It also provides 

subreddits like “SuicideWatch” and “GeneralIssues” to 

classify users based on their posts. 

We extracted data in 2 time frames: First time frame was 

from 10-2-2016 to 12-10-2016. We extracted around 22,000 
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users with approximately 70,000 raw posts. From those 

22,000 users, 13,000 users were just subscribers of 

“GeneralIssues” subsections while remaining 9,000 users 

subscribed to “SuicideWatch” subsection. From those 9000 

users, 869 users were common to GeneralIssues. Second time 

frame was from 13-10-2016 se 10-02-2017. This was  used 

for the testing dataset. We extracted around 12,000  users 

with approximately 33,000 raw posts. From those 12,000 

users, 7,000 users were just subscribers of “GeneralIssues” 

subsections while remaining 5,000 users subscribed to 

“SuicideWatch” subsection. From those 5000 users, 385  

users were common to GeneralIssues. The following sections 

after this are: Section II, in this section we discuss various 

related works already there. In Section III, we discuss about 

how we extracted the data and other steps to clean the data. In 

Section IV, we discuss different research methods that we 

used. In Section V we have discussed about the results. Then 

in Section VI we have written the conclusion. 

II. RELATED WORK 

Here are some research papers that are been written on 

suicidal ideation. 

We all know that internet provides a lot of content on the 

topics that include different mental health issues related 

topics like depression, anxiety, trauma etc. Different users on 

different platforms like facebook, twitter, reddit, instagram 

etc. post a lot of content which we can use in our research. 

[1] Choudhury et al. study suicidal expression on Reddit is 

one such study that focuses on two main topics: first topic is 

Mental Health (MH) and the second topic is suicide watch 

(SW). The first topic that is Mental Health focuses on the 

topics that are related to general mental health like 

depression, anxiety etc. This is quiet general and not as 

worrying as the second topic that is suicide watch, it mainly 

focuses more on the topics like suicidal ideation, the main 

motive is to help those who are having suicidal thoughts by 

different methods, one such method written in this is 

psychological therapy. It is written that in the research it was 

found that those who visited Mental Health section 

eventually went to Suicide Watch section as well. They 

created a model which would predict the main reason of the 

why an individual develops suicidal thoughts but the 

dilemma was that they were not sure whether an individual is 

having suicidal thoughts or not. Then from the paper of [6] 

Chung and Pennebaker, the most important 3 measured were 

used for analysis namely Linguistic, interpersonal, and 

interaction. A 4th extra feature was also added that was 

content which was divided into unigrams and bigrams. Then, 

logistic regression was used by them to predict whether the 

point that they were considering, that an individual who visits 

Mental Health section may also visit Suicide watch section is 

correct or not. We took our idea of research from this paper  

to a great extent. [2] Guntuku et al. study focuses on 

detecting the signs of suicidal thoughts such as depression, 

mental health issues, anxiety etc from the different online 

platforms like twitter, instagram, facebook, reddit. They use 

text presents from this dataset on  making n-grams,  semantic 

request and word check (LIWC), and feeling highlights. These 

highlights help them to make a directed model utilizing 

logistic regression and a model utilizing a support vector 

machine. They grouped the content posts dependent on misery 

or psychological maladjustment related points. They spoke to 

results utilizing Receiver Operating Characteristic(ROC) 

bends with an exactness of 72%. Information extraction and 

investigation on this paper intently identifies with the 

examination conveyed in this specific task between help- 

chasing practices and self-destructive contemplations.[3] Leite 

et al. is another article that talks about suicidal ideation. 

Thinking about death or such thoughts that may lead to death 

as the last option is suicidal ideation. The writers consider 

suicidal ideation as a very vital component that will tell 

whether a person having depressive thoughts will eventually 

commit suicide or not. Then they did a research and analysis 

on how many percent of deaths that happen are due to suicide. 

It was found that people in the age group 15 to 25 are most 

vulnerable and commit more suicides all over the world. So, 

population age was considered the second component after 

suicidal ideation. Another feature that the authors used is 

social isolation. Social isolation basically means that a 

individual does not wants to participate and interact in any 

social activity, it may be due to lack of expressivity in an 

individual. Social isolation may lead to a feeling of loneliness 

or left out in an individual which may lead to the development 

of suicidal thoughts. The authors said in the article that 

interacting on social media and expressing thoughts there may 

help a person to overcome any kind of anxiety or depression. 

This paper helps in finding out different relations between 

population age and suicidal thoughts. It helps in distinguishing 

different age groups that can have suicidal thoughts. [4]  

Cheng et al. is centered around noticing correspondences 

identified with self-destructive themes on China  explicit 

online platform named Weibo Suicide Communication 

(WSC). [5] They overviewed the clients of Weibo and got 

some information about their inclination towards factors like 

nervousness, sorrow, stress, and so on that at last prompts 

performing suicidal ideation on this Chinese Microblog. The 

Mann-Whitney-Wilcoxon model and the chi-square test model 

were utilized to separate between WSC people and non-WSC 

people subsequently giving them a substance of self- 

destructive correspondence from miniature blogs. In the end, 

they are attempting to change certain factors and boundaries 

by making separate models and attempting to discover which 

one plays out the best to accomplish the last objective of 

separation. A similar thought of managing web-based media 

content causes my venture to explore with legitimate 

utilization of online media content and the highlights that it 

gives.[7] Pourmand el at. States that adolescents and teens 

express their thoughts regarding suicide in a much better way 

on online platforms like facebook, twitter etc. This may be 

because they feel more comfortable to share their thoughts on 

social media instead of sharing their thoughts with a doctor or 

a psychiatrist. Besides, in a cross sectional investigation of 

1000   Twitter   clients   in   their   20's,   tweeting   about self- 
destructive    ideation    was    fundamentally   connected  with 

Proceedings of the Fifth International Conference on Computing Methodologies and Communication (ICCMC 2021)
IEEE Xplore Part Number: CFP21K25-ART

1825

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on June 11,2021 at 09:49:32 UTC from IEEE Xplore.  Restrictions apply. 



 

evaluations of self-destructive ideation and conduct by means 

of self-reports, recommending that result measurements 

assembled through Twitter could address a valuable marker 

of genuine self-destructive ideation and conduct. Twitter 

clients who self-distinguish as having schizophrenia are 

bound to tweet about self destruction content. Besides, 

Twitter addresses a virtual area where clients are known to 

make self destruction agreements, looking for different 

clients to participate in an arranged self destruction attempt. 

Devotees of major news sources are probably going to 

retweet content identified with wellbeing and sickness, while 

content including dysfunctional behavior is related with a 

higher likelihood of being retweeted. Of all emotional 

wellness related tweets shared by major news sources, about 

30% alluded to suicide. [8] Burnap et al. have utilized  

Twitter as a mechanism of online media to play out this order 

examination. They removed some significant catchphrases 

from Tumblr and other web online journals identified with 

self-destructive musings and afterward utilized the term 

frequency/inverse document frequency (TF.IDF) technique to 

utilize those watchwords and explain them dependent on the 

most oftentimes utilized words for self-destruction as the 

connected subject. Given these significant watchwords, they 

removed those posts from the Twitter dataset utilizing the 

Twitter API, which is identified with a self-destructive point. 

After removing the component out of the model, they have 

utilized order models to be specific support vector machine 

(SVM), rule-based (decision tree), and Naive Bayes grouping 

(NB). At long last, they played out a similar examination on 

the equivalent. This cycle of information extraction and 

preprocessing is like the Reddit dataset which will be utilized 

for this task. In this research paper, we will focus  on 

detecting as many suicidal cases as possible by using various 

classification algorithm so that we can recommend people 

who are suffering from depression or anxiety to consult a 

doctor. 
III. DATA 

 
1. DATA COLLECTION AND CLEANING: Targeting 

users with some general concerns and specifically those who 

express suicidal ideation on massive social media platform is 

indeed a big challenge. Reddit provides a straightforward 

way to handle this challenge by providing subreddits, or 

subforums dedicated to specific topics. First, we will discuss 

the features and methods of extracting data from Reddit. 

Following the above, now we will be performing the 

following preprocessing steps on the selected data set. 

 

2. DATA SELECTION[14]: For our project, we require the 

posts of the users who reveal some general issues like mental 

or health-related problems. Also, we would like to extract users 

who directly express suicidal ideation through their posts. For 

this purpose, we selected subsections like "r/mentalhealth", 

"r/depression",      "r/trauma", "r/stopselfharm", 

"r/survivorsofabuse", "r/rapecounseling", "r/socialanxiety" etc. 

for targeting users with general issues (henceforth GI). Also, 

we chose the subsection "r/suicidewatch" for targeting users 

who express suicidal thoughts. 

3. DATA EXTRACTION[15]: Reddit provides an API to help 

people extract users' posts and comments for a subreddit. 

Python Reddit API Wrapper (PRAW) was used for our project, 

we focused on the year 2016 and got the user information that 

would help to map users from GI subsections to the SW 

subsection. A single post from Reddit contains attributes like 

"user-id", "author name”, ”subreddit”, ”post creation time” and 

finally ”post”. Python Reddit API Wrapper allows us to extract 

data according to a given timestamp of the year. For training 

dataset, we extracted posts within a timestamp of 11-2-2016 to 

12-10-2016. We extracted around 22,000 users with 

approximately 70,000 raw posts. From those 22,000 users, 

13,000 users were just subscribers of “GeneralIssues” 

subsections while remaining 9,000 users subscribed to 

“SuicideWatch” subsection. From those 9000 users, 869 users 

were common to GeneralIssues. We extracted the training 

dataset in two ways. For training dataset 1 we used a total of 

4552 posts out of which 3001 were general issues and 1551 

were suicidal. For training dataset 2 we used a total of 3352 

posts out of which 1801 were general issues and 1551 were 

suicidal. Second time frame was from 13-10-2016 se 10-02-

2017. This was used for the testing dataset. We extracted 

around 12,000 users with approximately 33,000 raw posts. 

From those 12,000 users, 7,000 users were just subscribers of 

“GeneralIssues” subsections while remaining 5,000 users 

subscribed to “SuicideWatch” subsection. From those 5000 

users, 385 users were common to GeneralIssues. For final 

testing dataset we used a total of 4108 posts out of which 3501 

were general issues and 607 were suicidal  

 

4. DATA PREPROCESSING: The Raw textual dataset needs 

some amount of preprocessing before using it as an input for 

any clustering or classification. Given below are the 

preprocessing steps: 

A) Split each user’s posts into sentences and sentences into 

words using a technique called tokenization. 

B) Transform all the words to lowercase. 

C) Remove all the punctuations. 

D) Remove all the stop words. 

Let's consider an example text that would help us identify why 

those preprocessing steps are crucial before performing any 

classification algorithm. One of the posts that we extracted 

looks something like this: “I’ve been feeling depressed on and 

of for about 2 years, recently there has been more triggers, my 

anxiety ticks have come back and the depression comes more 

often (last 2 weeks, every day). The depression gets worse every 

time, I've read so many suicide stories, ways to do it,  etc. but I 

doubt I would do it but I haven't got that deep yet." After 

performing tokenization, removing punctuation and converting 

into lowercase, we get the given below post: “feelings 

depressed recently anxiety come back depression comes often 

last everyday depression worse every time read many suicide 

ways doubt would get deep yet". 

E) Convert all the words in third person format to the first 

person format and all the verbs in the future and past tense to 

present tense. This process is called Lemmatization. We have 
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used wordnet lemmatizer for the same. 

F) Reduce all the words to their root form. Convert all the 

words ending with "ing". This process is called 

Stemmatization. We have used Porter Stemmer for the 

same. The main purpose of Porter stemmer is to remove 

the common grammatical and inflexional endings from 

English words. Its main use is as part of a term 

normalization process that is usually done when setting up 

Information Retrieval systems. 

 

Next, we perform lemmatization and stemming and finally 

we get the cleaned post-show below: "feel depressed recent 

anxiety come back depress come often last everyday depress 

worse every time read many suicide way doubt will get deep 

yet". As you can see, words in the third person are changed to 

the first person, and verbs in past or future tense are 

converted to present. Hence, depressed is converted to just 

depress. Also, words are converted to their root form. This 

preprocessing gets rid of redundant words and also combines 

words that convey the same meaning. 

 

IV METHODS 

 
In our research, we used four types of classifiers so as to 

detect as many suicidal posts as possible. We divided our 

training set into two parts: training set1 and training set2. In 

training set1, the suicidal posts were 1551 and the general 

posts were 3001, and in training set2 suicidal posts were 

1551 only but the general posts were reduced to 1801. We 

did this in order to see what effect does this have on the 

accuracy of the model. So, the classifiers that we used are: 

 

Random Forest Classifier: Random Forest is an ensemble 

classifier made using many decision trees. Ensemble model 

combines the results from different models. This is a versatile 

algorithm which can be used both for classification and 

regression problems. It is one of the most commonly used 

predictive modeling and machine learning technique. The 

classifier takes the average of all the prediction so it rules out 

the chance of over fitting. It uses bagging while creating 

decision trees so as to reduce the correlations between them. 

The first step in random forest is that it will divide the dataset 

into smaller subparts. Every subset need not be distinct, some 

subsets may be overlapped. The model runs efficiently on 

large databases and requires almost no input preparation. It is 

one of the most accurate learning algorithm.  

 

Stochastic Gradient Descent (SGD)[12]: In order to optimize 

neural networks, an optimization algorithm, or an optimizer 

is used. There are several optimizers available for this task 

and Stochastic Gradient Descent, or SGD, is one of the most 

popular and common optimization algorithm. The gradients 

of the parameters of neural network are calculated using the 

Back propagation algorithm and used in the SGD algorithm 

to update parameters. SDG is an alternative to the standard 

gradient descent algorithm and is often viewed as a stochastic 

(or randomized) approximation of the gradient descent. It is 

computationally efficient than the standard gradient descent, 

which makes is the best choice for large scale learning on huge 

datasets. 

 
Multinomial Naïve Bayes Algorithm: [11]Naïve Bayes is a 

machine learning algorithm you can use to predict the likelihood 

that an event will occur given evidence that’s present in your 

data. There are 3 types of Naïve Bayes Model: Multinomial, 

Bernoulli, Gaussian. We have used Multinomial Naïve Bayes 

Model in our research work which is preferred when the features 

used in our dataset describe discrete frequency counts. The model 

is based on the assumption that past conditions still hold, because 

if we make predictions from historical values, we will get 

incorrect results if the present circumstances have changed. The 

algorithm is based on Baye’s Theorem that states: 

 
P(M/N) = [P(N/M) * P(M)] / P(N) where, 

 

P(M/N): Probability that event M will occur given that event N 

has already taken place. 

P(N/M): Probability that event N will occur given that event M 

has already taken place. 

P(M): Probability that M will take place                       

P(N): Probability that N will take place 

 
Support vector machines[13] popularly known as SVM is a 

supervised learning algorithm which is mostly used for 

regression and classification problems as support vector 

regressor(SVR) and support vector classifier(SVC). Generally 

SVM is used with datasets of small size as it svm requires 

large computational powers and a long time to process.The 

key idea behind SVM is to find a hyperplane that most 

appropriately separates the features into different classes. 

Kernel trick is the reason for the popularity of the svm. Kernel 

trick is method by which we calculate the scalar product of 

two vectors in some feature space, it is the reason for kernel 

functions to be called as generalized scalar product. While 

using the kernel trick we just replace the kernel function in 

place of scalar product of vectors. Gaussian RBF(Radial Basis 

Function) is one of the most famous kernel function which is 

generally applied in SVM models. The value of the RBF 

kernel depends on the distance from the origin or from some 

reference point. The format of the RBF kernel is as shown.  

 

      
 

We calculated the dot product i.e. similarity of X1 and X2 

using the original space distance. 
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V. RESULTS 
 

We first trained our classifiers on training dataset1. Then we 

used them on our testing dataset to get the results. The results of 

various classifiers for training dataset1 are: 

 

 Random forest classifier: The random forest classifier 

predicted with an accuracy of 85.224%. But the main 

thing to note here is that the correct suicidal cases 

detected by random forest are 0. Although the accuracy 

is quite good, but our motive to identify as many 

suicidal cases as possible is not accomplished. Here is 

the confusion matrix obtained from random forest: 

 
 Actual 

General Issues 

3501 

Actual 
Suicidal Ideation 

607 

Predicted General 

Issues 
4108 

3501 607 

Predicted suicidal 

ideation 
0 

0 0 

Fig I: Confusion matrix for random forest classifier for training set1 

 Stochastic Gradient Descent(SGD) classifier: The SGD 

classifier predicted with an accuracy of 85.17%. But the 

numbers of correct suicidal cases detected by it are 0. 

Here is the confusion matrix obtained: 

 
 Actual 

General Issues 
3501 

Actual 
Suicidal Ideation 

607 

Predicted General 

Issues 

4106 

3499 607 

Predicted suicidal 

ideation 

2 

2 0 

Fig II: Confusion matrix for SGD classifier for training set1 

 Multinomial Naïve Bayes Classifier: The multinomial 

Naïve Bayes classifier predicted with an accuracy of 

84.98%. But again, although the accuracy is quiet good, 

the numbers of correct suicidal cases detected by it are 

only 9. Here is the confusion matrix obtained from the 

Naïve Bayes Classifier: 

 
 Actual 

General Issues 

3501 

Actual 
Suicidal Ideation 

607 

Predicted General 

Issues 
4080 

3482 598 

Predicted suicidal 

ideation 
28 

19 9 

Fig III: Confusion matrix for Naïve Bayes classifier for training set1 

 Support Vector machine(SVM) classifier: The SVM 

classifier predicted with an accuracy of 83.39%.The 

number of correct suicidal cases detected by it are 32. 

This is so far the best classifier for us, although the accuracy 

of this classifier is least among all the classifiers but still it has 

detected maximum number of correct suicidal cases. Here is 

the confusion matrix obtained: 

 
 Actual 

General Issues 
3501 

Actual 
Suicidal Ideation 

607 

Predicted 

General Issues 

3869 

3394 575 

Predicted 

suicidal ideation 

139 

107 32 

Fig IV: Confusion matrix for SVM classifier for training set1 

 

Performance 

Measure 

Random 

Forest 

SGD Multinomial 

Naïve Bayes 

SVM 

Accuracy 0.852 0.851 0.849 0.833 

Precision 0.852 0.852 0.853 0.855 

Recall 1 0.999 0.994 0.969 

F1score 0.92 0.919 0.918 0.908 

Fig V: Performance measures for dataset 1 

 

From the above results, we got to know that although the 

accuracy is quite good, but it is not serving our main purpose 

that is to detect as many suicidal cases as possible. So we 

used a training dataset2 which had 1801 general posts and 

1551 suicidal posts. We reduced the general posts so that the 

number of suicidal posts is almost equal to the number of 

general posts and our training dataset becomes much more 

balanced. This technique is also known as undersampling. 

Our dataset is divided into two classes: general posts and 

suicidal posts. [10] Undersampling technique basically 

deletes the examples from the class that has more examples 

than other class so as to balance the dataset. So we have 

removed the general posts and reduced them from 3501 in 

training set1 to 1801 in training set2. 

 

After training our classifiers on training dataset2, we used 

them on our testing dataset to get the results. The results of 

various classifiers for training dataset2 are: 

 

 Random forest classifier: The random forest 

classifier predicted with an accuracy of 76.266%. 

Although the accuracy is lesser than the accuracy on 

training set1, but the number of correct suicidal cases 

detected by it are 164 as compared to 0 in training 

set1. So this is a significant increase and serves our 

purpose better. Here is the confusion matrix 

obtained: 
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 Actual 
General Issues 

3501 

Actual 
Suicidal Ideation 

607 

Predicted 

General Issues 
3412 

2969 443 

Predicted 

suicidal ideation 

696 

532 164 

Fig VI: Confusion matrix for random forest classifier for training set2 

 

 Stochastic Gradient Descent(SGD) classifier: The 

SGD classifier predicted with an accuracy of 67.81%. 

Also, the numbers of correct suicidal cases detected 

by it increased to 254. Here is the confusion matrix 

obtained: 

 
 Actual 

General Issues 
3501 

Actual 
Suicidal Ideation 

607 

Predicted 

General Issues 
2885 

2532 353 

Predicted 

suicidal ideation 

1223 

969 254 

Fig VII: Confusion matrix for SGD classifier for training set2 

 

 Multinomial Naïve Bayes Classifier: The multinomial 

Naïve Bayes classifier predicted with an accuracy of 

73.09%. But again, although the accuracy is quiet not 

good, but it serves our purpose to detect as many 

suicidal ideations as possible. The numbers of correct 

suicidal cases detected by it are 189. Here is the 

confusion matrix obtained from the Naïve Bayes 

Classifier: 
 Actual 

General Issues 
3501 

Actual 
Suicidal Ideation 

607 

Predicted 

General Issues 

3231 

2813 418 

Predicted 

suicidal ideation 

877 

688 189 

Fig VIII: Confusion matrix for Naïve Bayes classifier for training set2 

 

 

 Support Vector Machine(SVM) Classifier: The SVM 

classifier predicted with an accuracy of 63.85%. 

Although this accuracy is very less as compared to 

other classifiers but the number of correct suicidal 

cases detected by it are 293. It is best suited for our 

purpose. Here is the confusion matrix obtained from 

SVM classifier: 

 
 Actual 

General Issues 
3501 

Actual 
Suicidal Ideation 

607 

Predicted 

General Issues 
2644 

2330 314 

Predicted 

suicidal ideation 

1464 

1171 293 

Fig IX: Confusion matrix for SVM classifier for training set2 

 

 
Performance 

Measure 

Random 

Forest 

SGD Multinomial 

Naïve Bayes 

SVM 

Accuracy 0.762 0.678 0.73 0.638 

Precision 0.87 0.877 0.87 0.881 

Recall 0.848 0.723 0.803 0.665 

F1score 0.858 0.792 0.835 0.757 

   Fig X: Performance measures for dataset 2 

VI.CONCLUSION 

In this report, we represented a way to identify individuals 

exhibiting suicidal ideation by targeting their posts and 

sentiments. We picked Reddit dataset since it provides a better 

way to organize user posts based on subreddits where we 

picked subreddits like suicide watch and other general issue 

subreddits. Users that belong to suicide watch subreddit are the 

ones expressing suicidal thoughts through social media. Thus, 

using the posts of those users, we identified other users who 

express general issues and later on express to show suicidal 

ideation through their posts. We came up with data 

preprocessing steps performed on the raw posts of the Reddit 

dataset. After performing the preprocessing steps we used 

classification techniques like support vector machine with rbf 

kernel, multinomial Naive Bayes, SGD classification algorithm. 

We used two types of training sets, one with more general posts 

and then in second training set we performed undersampling 

and reduced our general posts to balance the dataset. Although 

the accuracy that we got in first training set was much better 

than the second training set, but the number of correct suicidal 

cases detected by classifiers in training set2 were much more 

than the training set1. Random Forest Classifier predicted with 

an accuracy of 85.224% but it was not able to detect as many 

suicidal posts. The accuracy predicted by SGD classifier was 

much less than that of random forest classifier but it was able to 

detect more suicidal posts. The other two classifiers were also 

able to detect the suicidal posts. Of all the 4 classification 

algorithms, SVM classifier was able to detect maximum 

number of suicidal posts. Eventually, we were able to achieve 

the goal meant for this project of identifying users exhibiting 

suicidal ideation, but still this does not implicitly means that the 

users classified to have suicidal thoughts are actually expressing 

the same. We can use this model to approach those users for 

some kind of help that would eventually help them to improve 

the current status and mind set.  
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Deep and Shallow Covariance Feature
Quantization for 3D Facial Expression

Recognition
Walid Hariri, Nadir Farah, Dinesh Kumar Vishwakarma

Abstract—Facial expressions recognition (FER) of 3D face scans has received a significant amount of attention in recent years. Most
of the facial expression recognition methods have been proposed using mainly 2D images. These methods suffer from several issues
like illumination changes and pose variations. Moreover, 2D mapping from 3D images may lack some geometric and topological
characteristics of the face. Hence, to overcome this problem, a multi-modal 2D + 3D feature-based method is proposed. We extract
shallow features from the 3D images, and deep features using Convolutional Neural Networks (CNN) from the transformed 2D images.
Combining these features into a compact representation uses covariance matrices as descriptors for both features instead of
single-handedly descriptors. A covariance matrix learning is used as a manifold layer to reduce the deep covariance matrices size and
enhance their discrimination power while preserving their manifold structure. We then use the Bag-of-Features (BoF) paradigm to
quantize the covariance matrices after flattening. Accordingly, we obtained two codebooks using shallow and deep features. The global
codebook is then used to feed an SVM classifier. High classification performances have been achieved on the BU-3DFE and
Bosphorus datasets compared to the state-of-the-art methods.

Index Terms—Facial expression, CNN, Codebook, BoF paradigm, Covariance matrices.

F

1 INTRODUCTION

Facial expressions reported up to 55% of face to face commu-
nication while only 7% and 38% of the emotional expression
are allocated to oral language and vocal tone respectively
[1]. Therefore, the recognition of human emotion from facial
expression images has become a very interesting research
field in computer vision and pattern recognition. The ma-
jority of this research focuses on recognizing six basic ex-
pressions [2], [3], [4] namely: happy (HA), sad (SA), disgust
(DI), surprise (SU), fear (FE), and angry (AN), defined by
Ekman and Friesen [5] and accepted as universal emotions.
Due to the diverse sources of variability in 2D and 3D facial
images, FER has proven to be a very difficult task. Such
variations can be environment-related (light conditions, oc-
clusions caused by certain objects), subject-related (location
variation), and acquisition-related (image size, distortion,
vibration, and other imperfections).

Among previous facial expression recognition (FER)
works, we distinguish 2D data-based methods [6], [7]. De-
spite the good performance which has been achieved in
2D FER, it is still a challenging task as it has to deal
with two main issues: illumination and pose. Moreover,
the texture, image resolution, and color are not necessarily
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the same when the images are acquired in unconstrained
conditions. In such a situation, 2D FER struggles to achieve
high performance.

3D data, on the other hand, rely on facial structure
and provide more geometrical characteristics and are less
sensitive to light conditions [8], [9] and pose variations
[10]. They have the potential to maintain both geometric
and topological facial structural details with the depth in-
formation. Accordingly, in 3D FER, 3D data can efficiently
capture all the facial parts’ movement of the face also in
unconstrained conditions. This particularity explains the
robustness of the 3D modality for FER due to the recent
progress of 3D acquisition techniques and low-cost 3D sen-
sors (e.g., Microsoft Kinect, Intel RealSense) [11]. Thereby,
various databases for 3D facial expression analysis have
appeared and have been used by the research community to
evaluate their algorithms. Among these databases, we find
BU-3DFE [11], BU-4DFE, and Bosphorus [12] that contained
the six basic emotions. Differently, FRGC v2.0 and GAVAB,
present a set of expression variations, but not with a regular
distribution thereby, they are not recommended for the FER.

3D FER methods in the literature can be carried out using
purely 3D data or of its combination with texture and time
variation information. 3D face scan can be also mapped
into 2D representations such as three normal component
maps, curvedness map, Gaussian curvature map, Mean
curvature map, geometry map and texture map, etc [13].
2D-3D multi-modality could give diversity to the extracted
features and outperforms single-modality-based methods.
Achieving a good performance, however, requires efficient
and discriminative features. In the following, we present
and discuss the most important existing FER methods in
the literature, and their use in multi-modal representation.
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2 LITERATURE REVIEW

In recent years, Convolutional Neural Networks have been
widely deployed in a large range of tasks including image
classification systems, particularly facial expression classi-
fication [4], [14], [15]. The three main advantages of using
CNNs for deep learning are the elimination of handcrafted
extraction of features, the cutting-edge recognition results,
and the ability to use pre-trained networks for other recog-
nition tasks.

Deep CNNs are generally applied to FER using 2D
images to learn deeper feature representations of facial
expression. Despite their potential, they can’t achieve high
performances when dealing with considerable illumination
and pose variations [16]. To overcome this problem, various
approaches have used 3D data for learning CNN, such as
Volumetric CNN [17], Field probing neural networks [18],
3D Graph-CNN [19], multi-view CNN [20] and Vote3D [21].
The high cost of these operations and even more the very
large point clouds is a bigger challenge. To obviate this
drawback, recent methods proposed to normalize the 3D
face image to lower dimensions (e.g. 2D depth image, prin-
ciple curvatures map), all of which are jointly fed into CNN
for feature learning and classification. For example, Jan et al.
2018 [22] learned deep CNN features from a 2D texture map
and a depth map extracted from 3D face scans, then an SVM
is applied for the classification. They thus take advantage of
CNN as a deep feature extractor for FER applications. How-
ever, normalizing the 3D face scans to lower dimensions
may divest the geometrical and topological information.
These limitations make the 3D FER a very challenging task.
Therefore, the multi-modal 2D+3D has become a frequent
approach for FER, commonly used in literature. One of
the most efficient approaches that successfully utilized a
2D+3D multi-modal-based system is proposed in [23]. From
3D face scans, the authors extracted six 2D map represen-
tations involve texture map, and combined them through
feature learning and fusion learning into a single end-to-
end training framework. In [24], RGB images are combined
with depth maps to a deep CNN from scratch, in addition
to transfer learning using two pre-trained models (ResNet50
and VGG-19) as a hierarchical feature representation. From
the state-of-the-art review, one can notice that learning a
deep model from scratch is not suitable for 3D FER due
to the lack of a large amount of data. Alternatively, pre-
trained models show very high interest to overcome this
problem and it can be applied in two different strategies. In
the first strategy, the facial expression images are fed to the
pre-trained model, and the fully connected (FC) layers were
typically replaced by one or more additional layers then
the networks re-trained to adapt the weights of the added
layers for FER. This strategy is called fine-tuning because
the pre-trained models are adapted to the FER problem. As
an example, a supervised fine-tuning on a small dataset is
applied in [25] for FER. The second strategy aims to apply
the pre-trained models as feature generators, then uses the
obtained features extracted from a FC layer or convolution
layer. Traditional ML algorithms (e.g. SVM classifier) can
be added to the system, trained with the generated deep
features to improve the performance and to avoid the over-
fitting problem. However, the FC layers of the pre-trained

models are more dataset-specific features (generally pre-
trained on ImageNet dataset) which is a very different
dataset, thus, this strategy is not suitable for FER in such
a case.

On the other hand, multiple pre-trained CNN models
of different architecture that represent different feature ab-
straction levels can be combined using ensemble model. The
global decision takes into account the decision of each model
by applying a vote or weighted sum operation. For example,
weighted prediction scores of the pre-trained VGG-16 and
AlexNet models are computed in [26] to classify the ex-
pressions. Despite the high performances achieved by these
models, the problem of over-fitting is still a grand challenge
because the pre-trained models are generally trained with
ImageNet dataset which has a lot of data belonging to very
different classes, and the performance is highly depend on
the ensemble strategy that cannot be meaningful for FER.

3 CONTRIBUTION OF THE PAPER

We propose in this paper a 2D+3D multi-modal approach
that performs two deep pre-trained models (AlexNet, VGG-
16) applied to generate deep features from 2D (depth and
curvature) maps, and handcrafted features extracted from
the 3D images. The obtained features are firstly co-varied
and normalized using a feature quantization to feed an SVM
classifier. Our objectives are threefold: I) we avoid the over-
fitting that can be occurred after fine-tuning the pre-trained
models to small FER datasets. II) local features extracted
from the 3D images may provide more geometrical and
spatial characteristics that could be lacked after mapping
the 3D images onto a 2D (depth or curvature) map. III)
Ensure a high discriminative power from the pre-trained
models instead of applying scratch training, which is time-
consuming, and is not suitable for small 3D FER datasets.

Accordingly, instead of using the generated deep fea-
tures directly to feed a ML classifier, we take full advantage
of using covariance matrices as local descriptors which have
many benefits: I) they provide a natural way for fusing
multi-modal features that can be of different dimensions.
II) compact representation since covariance matrices can
be computed from different sized regions, the obtained
covariance descriptors are of the same size whatever the
size of their features. III) ability to compare any regions of
different sizes.

It is also important to note that the classical use of
deep learning approaches mainly focused on handling data
in Euclidean space. However, it is not always the case
when dealing with other structures such as Symmetric
Positive Definite (SPD) matrices (the space is indicated also
by Sym+

d ) that deal with non-Euclidean space. Therefore,
various methods have been proposed to be able to apply
deep learning approaches on non-Euclidean space, i.e. Lie
groups [27], SPD manifolds [28] or Grassmann manifolds
[29].

In order to use SPD matrices as an input of classical clas-
sifiers that usually assume a Euclidean geometry, Harandi
et al. 2014 [30] and Jayasumana et al. 2013 [31] have applied
a non-linear mapping into a high dimensional space using
kernel-based methods via the use of a projection matrix.
This solution preserves the SPD structure, however, it is still
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incapable to deal with non-linear learning. SPD learning, on
the other hand, solves this problem and offers the possibility
to introduce a non-linearity during learning SPD matrices
in the network. This motivated us to use this strategy to
get a high discriminative representation, and to accurately
classify the expressions. To have the same dimensionality of
the resulting features, we employed a feature quantization
to feed an SVM classifier.

The main contributions of this papers are summarized
as follows:

• Deep features generated from the last convolutional
layer of two modified pre-trained deep CNNs (VGG-
16 and AlexNet) using 2D depth and curvature map
images.

• Geometrical features are captured from the 3D im-
ages.

• The extracted features are embedded into a covari-
ance pooling for the dimensionality reduction.

• To enhance the discrimination power, deep covari-
ance learning is used through two additional layers
(BiMap layer + Eigenvalue Rectification).

• Feature quantization of flattened deep and shallow
covariance matrices is carried out which takes full
advantage of both geometrical features and deep
features of the whole face.

• An experiment is performed on public datasets such
as BU-3DFE and Bosphorus. Further, the perfor-
mance is compared to similar state-of-the-art meth-
ods and shows the superiority of the proposed
methodology.

The rest of the paper is structured as follows, an
overview of the proposed method is given in Section 4
including four steps: pre-processing, feature extraction, the
deep learning of SPD matrices as well as the shallow and
deep Bag-of-Features paradigm. Experimental results and
a detailed comparative study are presented in Section 5.
The obtained results are analyzed and comprehensively
discussed in Section 6. Conclusions end the paper.

4 METHOD

The proposed methodology consists of a deep and shallow
features combination based approach as given in Fig. 1.
In order to exploit the discriminative power of the deeply
learned features using CNN, and the efficiency of covariance
descriptors as a compact representation, we propose in
this paper a deep and shallow feature combination method
using covariance descriptors to handle the problem of FER
on the two challenging BU-3DFE and Bosphorus datasets.
Shallow features extract spatial and geometrical characteris-
tics from the 3D face images. In the deep stage, we feed the
pre-trained CNNs with the normalized face images. To pool
the feature maps spatially from the CNN, we propose to use
covariance pooling, and then employ the manifold network
to deeply learn the second-order statistics. BoF paradigm is
then applied to quantize the deep and shallow covariance
matrices after flattening. SVM is applied to classify the
expressive faces. In the following, we explain each stage
of the proposed method from the pre-processing to the
classification.

4.1 Pre-processing and data transformation

Data pre-processing aims to eliminate deficiencies like holes,
and unnecessary regions such as hair, neck, and clothes from
the face surface. We thereby employ some corrections and
filters; involving a smoothing process that relieves spikes, a
cropping filter to keep only the desired portion of the face,
a filling holes, and a median filter to withdraw spikes. In the
case of deep covariance, each 3D face model is firstly trans-
formed to 2D map images namely: 2D depth and principal
curvatures. The 2D depth map shows the gray value of each
image pixel which represents the depth of the associated
point on the 3D facial scan. The Principal curvatures map on
the other hand represents the principal curvature values
over the 3D mesh. It is approximated by the local cubic
fitting method [33]. All 2D faces are then normalized to 224
× 224 pixels.

4.2 Feature extraction

Once the 3D face scans have been pre-processed, we extract
covariance descriptors from deep and shallow features as
follows:

4.2.1 Deep covariance features :

We extract deep features using VGG-16 and AlexNet models
(see Fig. 2 and Fig. 3).

VGG-16 face model [32] is a deep CNN model pre-
trained on the ImageNet database [34]. It contains 16 layers,
trained on the ImageNet dataset which has over 14 million
images and 1000 classes This model has been successfully
used for face recognition [35] and facial expression recogni-
tion [36].

The second deep CNN model used to extract deep fea-
tures is AlexNet [14] pre-trained on the ImageNet database.
It consists of 25 layers including convolution, fully con-
nected, pooling, Rectified Linear Units (ReLU), normal-
ization. AlexNet significantly outperformed the runner-up
with a top-5 error rate of 15.3% in the 2012 ImageNet
challenge [37].

We only consider the feature maps (FMs) at the last
convolutional layer of VGG-16 and AlexNet models, also
called channels. Instead of using the softmax function to
classify faces, we propose to extract covariance matrices as
facial descriptors using the obtained FMs to get a higher
discriminative power compared to the extracted deep fea-
tures. Accordingly, we obtain a more efficient and compact
representation that encodes the correlation between the
extracted non-linear features within different spatial levels.

Let P = {Mi, i = 1 . . .m} be the set of feature maps
extracted from the 2D map images (i.e. 2D depth and
principal curvatures) using VGG-face and AlexNet models
separately. Each patch Mi encodes the local geometric and
spatial properties of the face image.

The extracted features φ(f) are arranged in a (c×w×h)
tensor, where w and h denote the width and height of the
FMs, respectively, and c is the number of FMs. Each feature
map Mi is vectorized into a n-dimensional vector with n
= w × h, and the input tensor is transformed to a set of
n observations stored in the matrix [v1; v2; ...; vn] ∈ Rc×n.
Each observation vi ∈ Rc encodes the values of the pixel
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Fig. 1: The Proposal Overview.

Fig. 2: VGG-16 network architecture proposed in [32].

Fig. 3: AlexNet network architecture proposed in [14].

i across all the m feature maps. Finally, we compute the
corresponding (c×c) covariance matrix Xi, defined by Eq.1.

Xi =
1

n

n∑
j=1

(fj − µ)(fj − µ)T (1)

4.2.2 Shallow covariance features:

We extract 40 patches of the same size from the face surface.
Each patch has a reference point that is positioned in its
center. We refer to these reference-points by m and to each
patch by ρi. The covariance matrices are then computed
from each patch using their geometric features as proposed
in [38].

Let P = {ρi, i = 1 . . .m} be the set of patches extracted
from a 3D face. Each patch Pi defines a region around a
feature point pi = (xi, yi, zi)

t. For each point fj in ρi, we
extract a feature vector Fj , of dimension d, which encodes
the local geometrical information and spatial characteristics
of the point. In our experiments, we use the following
feature vector defined as Eq.2:

Fj = [xj , yj , zj , C,M,Dj ] (2)

where xj , yj and zj are the three-dimensional coordi-
nates of the point pj . M and C are Mean curvature and
Curvedness respectively. Dj is the distance of pj from the
origin. Each patch is defined by a covariance matrix, which
is defined by Eq.3:

Pi =
1

n

n∑
j=1

(Fj − µ)(Fj − µ)T (3)

where µ is the mean of the feature vectors {Fj}j=1...n
computed in the patch ρi, and n is the number of points in
ρi.

4.3 Deep learning on SPD matrices

This section introduces the structure of SPD matrices and
explain how to learn them on the Sym+

d space.
Geometry of SPD matrices: the space of covariance matrices
is presented as follows:

The m × m SPD matrix X is has the particularity of
yTXy > 0 while y ∈Rm. The space of m×m SPD matrices,
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indicated by Sym+
d is not an Euclidean space but a non-

linear Riemannian manifold of size m × (m + 1)/2 that
supports a Riemannian metric (i.e. geodesic distance) called
the Affine Invariant. It is given by:

δR(A,B) =
∥∥∥log

(
A−1/2BA−1/2

)∥∥∥
F

, where A and B

are covariance matrices.
SPD matrix learning: consists of reducing the SPD ma-

trices size and enhance their discrimination power while
preserving their manifold structure. Thus, the output of the
SPD matrices learning must still be SPD matrices too. For
this reason, we can distinguish linear or non-linear transfor-
mations of SPD matrices. Among linear transformation, the
Bimap layer has been used in [39]. Non-linear transforma-
tion is similar to ReLU layers in CNN, it can be found in
[40]. Finally, to flatten the obtained covariance matrices, we
apply eigenvalue decomposition (EIG) algorithm to feed a
SVM classifier. In the following, we present these steps.

4.3.1 Linear transformation

We apply a bilinear mapping on the covariance matrices
matrices using the BiMap layer in order to reduce their size
and to be able to concatenate them serially with handcrafted
based covariance matrices. The BiMap is considered as
a fully connected layer since it preserves the geometrical
structure of covariance matrices while reducing dimension
as follows: if Xk−1 be input SPD matrix, Wk ∈ Rdk∗dk−1 be
weight matrix in the space of full rank matrices and Xk ∈
Rdk∗dk be output matrix, then kth the bilinear mapping f bk
is defined by Eq.4:

Xk = f bk(Xk−1;Wk) = WkXk−1W
k
T . (4)

4.3.2 Non-linear transformation

Tuning up the covariance matrices is necessary to exploit the
ReLU-like layers to introduce a non-linearity to the context
of the deep SPD matrices. To do so, we apply the Eigenvalue
Rectification presented in [28].

We note Xk−1 the input covariance matrix and Xk

the output one. ε be the eigenvalue rectification threshold,
accordingly, the kth layer fkr is defined by Eq.5:

Xk = fkr (Xk−1) = Uk−1 max (εI, σk−1)UT
k−1 (5)

where Xk−1 and Σk−1 are defined by eigenvalue decompo-
sition Xk−1 = Uk−1Σk−1U

T
k−1.

4.3.3 SPD matrices flattening

Log Eigenvalue Layer is applied to flatten the SPD matrices
while preserving the Manifold structure. It consists of apply-
ing eigenvalue decomposition and log as matrix operation.

We note Xk−1 the input covariance matrix and Xk the
output one. The LogEig layer applied in the kth layer fkl is
defined by Eq.6:

Xk = fkl (Xk−1) = log (Xk−1) = Uk−1 log (Σk−1)UT
k−1

(6)
Where Xk = Uk−1Σk−1U

T
k−1 is an eigenvalue decom-

position and log is an element-wise matrix operation [41].

4.4 Shallow and deep Bag-of-Features paradigm and
classification
The two sets of the flattened covariance matrices are of
different sizes since they are computed from two different
types of feature vectors. To overcome this problem, we
apply the BoF paradigm proposed in [42] on the two sets
of the extracted covariance descriptors (deep and shallow
ones after flattening), separately. If we have N covariance
matrices of size d × d, the obtained feature vector after
flattening is of size N × (d×d−1)

2 .
Note that the quantization of the obtained feature vectors

for each image leads to two predefined number of histogram
bins/codewords (deep and shallow histograms). This makes
each histogram independent of the number of the obtained
feature vectors and the image size. In the following, we
refer to the codebooks obtained from the co-varied deep
features by deep codebook, and to that obtained from the co-
varied shallow features by shallow codebook. Once the two
histograms are computed, we pass to the classification stage
to assign each test image to its expression class. To do so,
we apply SVM classifier where each face is represented by
the global histogram which is the concatenation of the deep
and the shallow codebooks.

Fig. 4: 3D face models from Bosphorus dataset.

Fig. 5: 3D face models from BU-3DFE dataset.

5 EXPERIMENTS

This section presents the datasets used to evaluate the
proposed method and the experimental results compared
to other methods in the literature using the same datasets.

5.1 Dataset description
The Bosphorus dataset [12] which was made for testing
the algorithms using 3D and 2D facial images for facial
analysis and recognition tasks. This dataset includes 105
subjects with many variations (total of 4666 images). It
was obtained using structured-light technology to get 3D
scans with the six expressions and neutral scan for each
subject. Dimensions are defined by 0.3 mm, 0.3 mm, and
0.4 mm respectively. Fig. 4 presents some examples from
the Bosphorus dataset for the same subject.

BU-3DFE dataset (Binghamton University 3D Facial
Expression) [11] is a multi-view facial expression database
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of 2500 images captured in lab-controlled environment. It
contains 3D expressive face scans with texture scans of 100
subjects. The basic facial expressions are induced by various
ways and head poses with four intensity degrees. we can
also find a neutral face associated to each subject. Fig. 5
presents an example of six expressive faces from BU-3DFE
dataset. To make a fair comparison with the state-of-the-
art methods, we apply the same protocol by excluding the
neutral face and only use the six expressive faces.

5.2 Method evaluation
In this section, we present the different evaluation protocols
and the experimental results to demonstrate the efficiency
of the proposed method. After the pre-processing step, we
extract deep and shallow based covariance descriptors as
follows:

Deep feature-based covariance descriptors: from each
2D map image (2D depth and principal curvatures), we
employed the last convolutional layer of CNN models to
extract deeper features from each face image. Using VGG-
16, this layer contains 512 feature maps having the size of
14 × 14. Thus, we obtain 512 × 512 covariance descriptors
as presented in Fig. 2. When dealing with AlexNet model,
we obtain covariance descriptors of size 256 × 256. Next,
we apply dimension reduction of the obtained covariance
matrices with BiMap layer. The dimensionalities of the
VGG-16 SPD transformation matrices are set to 512 × 250,
250 × 100, 100 × 50. AlexNet SPD matrices are transformed
to 256 × 150, 150 × 100, 100 × 50 respectively (see Section
4.3.1). Finally, the obtained SPD matrices are tuned up to
introduce a non-linearity to the context of the deep SPD
matrices as presented in Section 4.3.2.

Shallow feature-based covariance descriptors: we ex-
tract 40 patches from the face surface. Each patch has a
reference point that is positioned in its center. We refer to
these reference-points by m and to each patch by ρi. The
radius of each patch is simply given by r = 15 × r/100,
where r is the radius of the whole facial shape defined as a
bounding sphere.

To describe each parch region, we compute the covari-
ance matrices of size 6 × 6 using the corresponding feature
vector: [x, y, z, C,M,D] as presented in Section 4.2.2.

Features quantization : we finally apply the BoF
paradigm on the two sets of covariance matrices described
above after flattening as described in Section 4.4. We thus
obtain two global histograms for quantization. SVM classi-
fier is then applied on the serial concatenation of the two
histograms to classify the six facial expressions.

5.2.1 Performances on BU-3DFE dataset
To assess the proposed system, a 10 fold-cross validation
protocol is employed. 90 subjects of the BU-3DFE dataset
are then used for training, where 10 subjects are used for the
test. Results are averaged across the ten-folds and displayed
in the following sections. Fig. 6 (A) shows the classification
rate of each expression. From Fig. 6 (A), it is clear that
the proposed method recognizes better the expressions of
happiness and surprise. Anger and Sad expressions have
the lowest performance by 95.20% and 91.95% respectively.
These performances are explained by the fact that distin-
guishing between these two expressions is a difficult task,

HA FE DI AN SA SU
Expressions

90

92

94

96

98

100

C
la

ss
if

ic
at

io
n

 R
at

e 
(%

)

BU-3DFE

HA FE DI AN SA SU NE
Expressions

86

88

90

92

94

96

98

100

C
la

ss
if

ic
at

io
n

 R
at

e 
(%

)

Bosphorus

(A) (B)

Fig. 6: Facial expression classification performance on (a)
BU-3DFE and (b) Bosphorus datasets.

which explains their confusion as presented in Fig. 7. It
should be noted that these results are obtained using the
best system setting according to the codebook and deep
covariance matrices size. More details about the system
setting and the effect of the codebook sizes can be found
in the following sections.

Fig. 7: Confusion matrix of BU-3DFE dataset.

Fig. 8: Confusion matrix of Bosphorus dataset.

5.2.2 Performances on Bosphorus dataset
To evaluate the proposed system on the Bosphorus dataset,
we follow the standard protocol (10 fold-cross validation)
as in prior methods [43]. Classification performances are
shown in Fig. 6 (B). With this dataset, it is clear that hap-
piness and disgust are the best recognized expressions with
classification rates of 99.00% and 98.10% respectively. Fear
and sad expressions are more challenging and give 89.75%
and 90.60% respectively. thus, distinguishing the subjects of
Bosphorus dataset with fear and surprise expressions is a
very hard task, which explains their confusion as presented
in Fig. 8. It should also be noted that these results are
obtained using the best system setting.
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TABLE 1: Comparison between the performance of the proposed method and state-of-the-art methods on the BU-3DFE
dataset.

Method Images Landmark Classifier Rate
Zhen et al. 2016 [44] 3D mesh automatic SVM+HMM 83.20%
Jan et al. 2018 [22] 3D depth+texture automatic SVM 88.54%
Li et al. 2017 [23] 2D+3D automatic SVM 86.86%
Vo et al. 2019 [16] 2D+3D automatic softmax 84.30%
Huynh et al 2016 [45] 2D+3D - CNN 92.73%
Derkach et al. 2017 [46] 3D 86 manual SVM 81.03%
Jiao et al. 2020 [47] 2D+3D automatic - 89.72%
Wei et al. 2018 [48] 2D+3D 30 automatic SVM 88.03%
Ly et al. 2019 [49] 2D+3D automatic SVM 87.66%
Shao et al. 2019 [50] 2D+3D automatic Softmax 86.50%
Fu et al. 2019 [51] 2D+3D automatic SVM 82.89%

3D mesh / 2D depth map
Our (Shallow COV) 3D mesh 40 automatic SVM 90.50%
Our (Deep VGG-16 COV) 2D depth automatic SVM 94.50%
Our (Deep AlexNet COV) 2D depth automatic SVM 94.20%
Our (Deep VGG-16 COV + Deep AlexNet COV) 2D depth automatic SVM 94.99%
Our(Deep VGG-16 + Shallow COV) 3D mesh+2D depth automatic SVM 96.73%
Our(Deep AlexNet + Shallow COV) 3D mesh+2D depth automatic SVM 96.15%
Our(Deep AlexNet VGG-16 + Shallow COV) 3D mesh+2D depth automatic SVM 96.90%

3D mesh / Principal curvatures map
Our (Deep VGG-16 COV) Principal curvature automatic SVM 92.14%
Our (Deep AlexNet COV) Principal curvature automatic SVM 92.00%
Our (Deep VGG-16 COV + Deep AlexNet COV) Principal curvature automatic SVM 93.00%
Our(Deep VGG-16 + Shallow COV) 3D mesh+Principal curvature automatic SVM 94.71%
Our(Deep AlexNet + Shallow COV) 3D mesh+Principal curvature automatic SVM 94.32%
Our(Deep VGG-16 + AlexNet + Shallow COV) 3D mesh+Principal curvature automatic SVM 95.15%

TABLE 2: Comparison between the performance of the proposed method and state-of-the-art methods on the Bosphorus
dataset.

Method Images Landmark Classifier Rate
Ramya et al.2020 [52] 3D automatic SVM 87.69%
Wang et al. 2013 [53] 3D automatic SVM 76.56%
Jiao et al. 2020 [47] 2D+3D automatic - 83.63%
Vo et al. 2019 [16] 2D+3D automatic softmax 82.40%
Fu et al. 2019 [51] 2D+3D automatic SVM 75.93%
Wei et al. 2018 [48] 2D+3D 30 automatic SVM 82.50%

3D mesh / 2D depth map
Our (Shallow COV) 3D mesh 40 automatic SVM 86.17%
Our (Deep VGG-16 COV) 2D depth automatic SVM 92.20%
Our (Deep AlexNet COV) 2D depth automatic SVM 93.30%
Our (Deep VGG-16 COV + Deep AlexNet COV) 2D depth automatic SVM 93.95%
Our(Deep VGG-16 + Shallow COV) 3D mesh+2D depth automatic SVM 94.26%
Our(Deep AlexNet + Shallow COV) 3D mesh+2D depth automatic SVM 94.55%
Our(Deep VGG-16 + AlexNet + Shallow COV) 3D mesh+2D depth automatic SVM 94.77%

3D mesh / Principal curvatures map
Our (Deep VGG-16 COV) Principal curvature automatic SVM 91.16%
Our (Deep AlexNet COV) Principal curvature automatic SVM 91.50%
Our (Deep VGG-16 COV + Deep AlexNet COV) Principal curvature automatic SVM 92.50%
Our(Deep VGG-16 + Shallow COV) 3D mesh+Principal curvature automatic SVM 93.88%
Our(Deep AlexNet + Shallow COV) 3D mesh+Principal curvature automatic SVM 93.95%
Our(Deep VGG-16 + AlexNet + Shallow COV) 3D mesh+Principal curvature automatic SVM 94.25%
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5.3 Results comparison and analysis
5.3.1 BU-3DFE
Table 1 presents the performance comparison of the pro-
posed method with those of the literature on the BU-3DFE
dataset. The reported results are obtained using the same
setting of evaluation. When dealing with the whole dataset,
Jan et al. 2018 [22] achieved 88.54% using a deep CNN
model with hand-crafted features. Derkach et al. 2017 [46]
used graph laplacian features and obtained an accuracy of
81.03%. In [48], the authors applied Wasserstein distance
with transformed training strategy and obtained 88.03%.
Ly et al. 2019 [49] applied deep 2D and 3D multi-modal
approach and SVM classifier. They achieved 87.66%. Finally,
Shao et al. 2019 [50] have conducted three pre-trained
CNNs (i.e. shallow network, dual-branch CNN and CNN
with transfer learning technique) only on 5 expressions and
obtained 86.50%.

The proposed method overcomes the previous methods
and achieved 96.90% using the quantization of the combina-
tion VGG-16, AlexNet, and Shallow covariance features.

Table 3 shows a comparison between the obtained classi-
fication rates and state-of-the-art ones that aim to recognize
the six prototypical expressions. It is clear that the proposed
method achieved the best classification rate with FE, DI, AN,
SA and SU expressions using the combination of shallow
and deep based features by (96.05%, 98.50%, 95.20%, 91.95%
and 100%) respectively. With HA expression, Huynh et al.
2016 [45] obtained 100% as highest rate.

5.3.2 Bosphorus
Table 2 presents the performance comparison between the
proposed method with those of the literature on the Bospho-
rus dataset. It is clear that the proposed method gives the
best accuracy (94.77%) using the quantization of the combi-
nation VGG-16, AlexNet, and Shallow covariance features.
The use of deep covariance features (VGG-16 and Alexnet)
separately with shallow ones achieves a slightly lower
recognition performance by 94.26% and 94.55% respectively.
This combination has improved the previous one obtained
by each deep model separately by 92.20% and 92.30%.

The proposed method outperforms prior methods. For
example, Ramya et al. 2020 [52] applied a transfer learning
based-technique to fine-tune the pre-trained model AlexNet
after computing local binary pattern (LBP) and local bidirec-
tional pattern features. They achieved 87.69%. Also, Vo et al.
2019 [16] has achieved 82.40 using multi-view CNN. In [56]
the authors used 2D transformed images and the texture
information, they obtained 76.98%. Finally, Jiao et al. 2020
[47] applied VGG-16 and a trained network from scratch
and obtained 82.50%.

Table 4 shows a comparison between the obtained classi-
fication rates and state-of-the-art ones in order to recognize
the six prototypical expressions and also the neutral face.
The reported results show that Ramya et al. 2020 [52] out-
performed the other methods with FE expression by 96.92%.
When dealing with SU expression, Wang et al. 2013 [53]
has achieved the highest classification rate by 95.60%. Our
proposed method on the other hand outperformed the state-
of-the-art methods when dealing with the expressions: HA,
DI, AN, SA and NE by 99.00%, 98.10%, 94.85%, 90.60% and
95.75% respectively.

5.4 Effect of the codebook size

To further evaluate the performance of the proposed
method, we study in this section the effect of the codebook
size on the classification rate. We evaluated 7 sizes (i.e. 16,
32, 64, 128, 256, 512 and 1024). By intuition, if the codebook
size is too small, the histogram feature loses discriminant
power to classify the expressions, whereas the performance
increases when the codebook size grows.

Fig. 9a presents the improvement of the classification
rate according to the codebook size using the shallow and
VGG-16 co-varied features on BU-3DFE dataset. The best
classification rate is achieved by the combination of (Deep
depth + shallow) codebooks, followed by (Deep depth +
shallow), (Deep depth), and (Deep curvature) codebooks
respectively. As expected, the shallow codebook gives the
lowest classification rate since quantized covariance descrip-
tors don’t capture deeper features compared to VGG-16
ones. Nevertheless, integrating a shallow codebook with a
deep codebook improves the performance of the proposed
method. Overall, the classification rate grows when the
codebook size gets bigger and almost stabilizes from the
size 512.

Fig. 9b presents the variation of the classification rate ac-
cording to the codebook size using the shallow and AlexNet
co-varied features. The same discipline of the previous fig-
ure is maintaining here, where the combination (Deep depth
+ shallow) gives the highest performance.

The same study has been conducted on the Bosphorus
dataset. From Fig. 10a and Fig. 10b, we can notice that
the shallow codebook gives the lowest classification rate as
shown before on BU-3DFE. When dealing with deep-based
codebook, curvature-based codebook initially outperforms
depth-based codebook with small codebook size (i.e. from
16 to 256). In contrast, using grand codebook size (i.e. 512
and 1024), the depth-based codebook becomes better and
slightly outperforms the curvature-based one. This disci-
pline can be explained by the fact that depth information
needs a grand quantized feature to be sufficiently encoded.

The performance of the combination between VGG-16
and AlexNet co-varied features are presented in the Fig. 11
according to the codebook size. Using the two datasets,
the highest performance is realized by the combination
Depth (VGG-16 + AlexNet)+ Shallow and Curvature (VGG-16
+ AlexNet)+ Shallow codebooks respectively. This achieve-
ment can be explicated by the fact that VGG-16-based
and AlexNet codebooks are complimentary. Moreover, the
shallow-based codebook enhances the performance of the
proposed method through the face’s encoded geometry
and topological information. The lowest performance, in
contrast, is obtained using the combination Curvature (VGG-
16 + AlexNet). Thus, deeper features extracted from curva-
ture map images may lack some geometrical information
that can be provided by the shallow features. This fur-
ther demonstrates that the combination of the two code-
books (shallow and deep ones) provides high discriminative
power and thus is suitable for multi-class SVM classification
to overcome the huge challenges in the 3D FER task.
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TABLE 3: Comparison of classification rates (%) per expression of our proposed method (shallow features only + best
combination) with state-of-the-art methods on the BU-3DFE dataset.

Method HA FE SA AN DI SU Average
Zhen et al. 2016 [44] 94.6 63.3 79.2 79.5 85.7 96.1 83.2
Berretti et al. 2010 [54] 86.9 63.6 64.6 81.7 73.6 94.8 77.53
Li et al. 2017 [23] 96.26 79.24 81.18 82.08 84.94 97.43 86.86
Huynh et al. 2016 [45] 100 86.7 87.5 91.3 95.2 95.7 92.73
Derkach et al. 2017 [46] 89.50 65.12 77.20 85.58 75.31 93.50 81.03
Lemaire et al. 2013 [55] 89.8 64.6 74.5 74.1 74.9 90.9 78.13
Vo et al. 2019 [16] 87.50 66.88 81.25 80.00 79.06 91.25 84.30
Fu et al. 2019 [51] 92.25 70.75 78.91 80.92 78.67 95.83 82.89
Our method (Shallow only) 95.5 89.67 83.33 86.00 92.37 96.33 90.50
Our method (Best) 99.75 96.05 91.95 95.20 98.50 100 96.90

TABLE 4: Comparison of classification rates (%) per expression of our proposed method (shallow features only + best
combination) with state-of-the-art methods on the Bosphorus dataset.

Method HA FE SA AN DI SU NE Average
Wang et al. 2013 [53] 92.50 62.80 74.50 63.50 70.60 95.60 - 76.56
Fu et al. 2019 [51] 92.97 63.83 65.97 77.37 67.03 88.40 - 75.95
Ramya et al. 2020 [52] 83.08 96.92 78.46 87.69 87.69 93.85 86.15 87.69
Azazi et al. 2015 [43] 97.50 86.25 67.50 82.50 90.00 83.75 81.25 84.10
Our method (Shallow only) 93.00 81.00 79.75 86.25 85.25 90.50 87.50 86.17
Our method (Best) 99.00 89.75 90.60 94.85 98.10 93.36 97.75 94.77

6 DISCUSSION

The reported results above show that our proposed method
achieved state-of-the-art performance without using addi-
tional training data or facial registration. The reliable accu-
racy is obtained thanks to the high discrimination power of
the SVM classifier. This high-performance power cannot be
achieved without using proper discriminative face descrip-
tors. Basically, deep and shallow features-based covariance
descriptors capture all the information of the facial expres-
sions and their correlation. Moreover, we show that deep
covariance-based descriptors give higher classification rates
comparing to shallow ones. This is a predictable discipline
due to the high efficiency of deep features reinforced by the
covariance matrices learning through the BiMap layer and
the non-linear transformation. Since covariance matrices in-
herit their performance from the used features, CNN models
are designed to extract the best features from the 2D trans-
formed face images (i.e. depth and curvature maps). Shal-
low features on the other hand extract more details about
geometrical and spatial information. More particularly, the
reported results show that the pre-trained deep features on
depth map images outperformed the curvature-based one
when dealing with BU-3DFE and Bosphorus datasets. This
difference is obtained due to the higher description of the
face structure insured by the 2D depth map images.

We can also notice that incorporating VGG-16 and
AlexNet models boosts the performance of the proposed
framework compared to the use of each model separately.
This is because the two models have different architectures.
Thereby, the convolution layer used to generate our deep
features are relatively different; each of them encodes dif-
ferent feature abstraction levels that could capture comple-
mentary characteristics from the facial expression images.

Embedding additional pre-trained models are supposed
to improve the performance of the proposed framework,
however, the choice of the model should be thoroughly
studied according to the number of layers and the degree
of similarity between the trained database used to initialize
these models to be used for the FER task.

The obtained experimental results further demonstrate
the capacity to notably improve the FER performance using
pre-trained deep network structures combined with a shal-
low structure. This combination through the two codebooks
could overcome the shortage of training data and over-
fitting problem. We can conclude that these two covariance-
based methods are complementary and their quantization
using the BoF paradigm is suitable for the 3D FER task.
It’s worth noting that this complementarity is achieved
due to the 2D+3D multi-modality, where each modality
can capture different characteristics of the facial expression.
This is an advantage compared to state-of-the-art methods
that generally extracted shallow and deep features from
the same 2D image modality, for example, Yang et al. [57]
extracted deep features using pre-trained models, and LBP
features from the same 2D images. When dealing with
the same 3D datasets, the fine-tuning applied by Ramya
et al. 2019 of the AlexNet model with additional shallow
CNN (called multi-channel framework) doesn’t outperform
our proposed method using the AlexNet model separately
(87.69% and 93.30%; respectively). The reported results are
the overall accuracies obtained using Bosphoros dataset.
Thereby, Our proposed method outperforms Rampya et
al.’s method with six expressions from seven. This finding
further demonstrates the efficiency of the proposed system
through the quantization of the co-varied generated deep
features.
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Fig. 9: Effect of the codebook size on the classification
performance. The reported results are obtained on the

BU-3DFE dataset using the deep codebooks of VGG-16 and
AlexNet separately, each deep codebook is combined with
the shallow codebook. The displayed sizes are the same for

each codebook.

7 CONCLUSION

A new methodology for 3D FER is presented. To deal with
the significant variations from facial expression images, we
have employed covariance matrices that ensure an efficient
combination of different features extracted from distinct
image modalities. To do so, we have adopted two different
types of features to extract the covariance matrices (i.e. deep
and shallow features). The purpose is to capture not only
the best features extracted from the last convolutional layer
of VGG-16 and AlexNet models but also to capture more
geometrical and spatial details from the 3D expressive faces.
Note that our method is generic so that other pre-trained
deep learning models can be added (e.g. ResNet50), it can
also be computed from other 2D transformed images such
as Shape Index or Curvedness maps. Covariance matrices,
however, belong to the Riemannian structure of Sym+

d
space. Therefore, classifying facial expressions using their
covariance-based descriptors needs a global and optimal
description to be able to employ traditional classification
algorithms. Therefore, we first apply linear and non-linear
transformations using deep covariance matrices learning in
order to reduce their size and enhance their discrimination
power while preserving their manifold structure. Second,
we flatten the obtained covariance matrices (deep and shal-
low ones). The BoF paradigm is then applied to the two
sets of the obtained features of the flattened covariance
matrices. A multi-class SVM is finally employed to clas-
sify the expressions after being trained using the global
quantized feature vector (i.e. deep and shallow codebooks).
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Fig. 10: Effect of the codebook size on the FER
performance. The displayed results are obtained on the
Bosphorus dataset using the deep codebooks of VGG-16

and AlexNet separately, each deep codebook is combined
with the shallow codebook. The displayed sizes are the

same for each codebook.

The displayed performances obtained on the BU-3DFE and
Bosphorus datasets demonstrate that the deep codebook
gives higher classification rates comparing to the shallow
codebook. Furthermore, their combination outperformed
the deep codebook single-handed. This discipline proves
that the two codebook-based methods are complementary
and efficiently classify 3D facial expressions. Moreover, the
reported results also confirm the advantage of the appli-
cation of the BoF paradigm to classify facial expressions
using 3D data in comparison to state-of-the-art methods.
In future work, dynamic features could be added to the
proposed system to boost the classification rate of the 3D
FER (BU-4DFE dataset). Also, we will investigate the use
of point cloud as input in CNN by applying the PointNet
architecture proposed in [58]. We also look at the application
of generative models to provide additional training data
to deal with the problem of small 3D FER datasets and to
further enhance the efficiency of the proposed framework.
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Abstract—Over the past few decades, the use of scanned
historical document images has increased dramatically, especially
with the emergence of online libraries and standard benchmark
datasets like DIBCO. The historical documents are usually in
very-poor conditions containing noises like large ink stains,
bleed-through, liquid spills, uneven-background, spots, faded-ink,
weak/thin text that makes the task of binarization very difficult.
In this paper, we propose an effective degraded document image
binarization algorithm that performs accurate text segmentation.
Our method first estimates the background utilizing informa-
tion from neighboring pixels and filter smoothening. The next
step is background subtraction that helps in the compensation
of background distortions. The document is segmented using
Otsu thresholding, and then we process the image to remove
the remaining noise and maximize text content using labelled
connected components. Our method outperforms several existing
and widely used binarization algorithms on F-measure, PSNR,
DRD, and pseudo F-measure when evaluated on H-DIBCO 2016
and H-DIBCO 2018 datasets and can very effectively detect faint
characters from a document image.

Index Terms—Document Image Processing, Degraded Docu-
ment Image Binarization, Thresholding, Background estimation,
Noise Removal, Otsu Thresholding, Bilateral Filtering

I. INTRODUCTION

Image binarization is the pre-processing step required for

digital image processing [1] and analysis tasks like moving

object detection or finding the region of interest in an im-

age like the text in a degraded document [2], [3]. Binary

images take less storage memory, document layout analysis,

document skew detection, and faster computations for the

specific application. The most common way of binarizing an

image is to use a thresholding algorithm that segments the

image into background and foreground based on a globally or

locally computed threshold value for pixel intensities. Ancient

Historical Documents, Manuscripts are stored over the years

in archives, libraries. Over time, their quality is affected due

to several environmental factors like ageing of the paper,

humidity, mishandling by humans, and dust. The presence of

degradations makes the task of binarization of documents and

preserving them digitally a tough job. With increasing interest

in historical document analysis, there has been rapid develop-

ment in document image binarization. Historical documents

have various degradations like faded ink or faint-characters,

bleed-through, uneven illumination, contrast variation, smear.

New techniques keep coming out regularly because there is

no single algorithm that can handle all these degradations

and there is always room for improvement in the quality of

binarization.

According to Sezgin and Sankur in [4], there are six

kinds of thresholding methods, histogram-shape based meth-

ods, spatial methods, clustering-based methods, entropy-based

methods, object-attribute based methods, local methods. We

can also describe the thresholding algorithms as Global or

Local depending on the method used to compute the threshold

value. In global methods [5], a single threshold value is

computed for the image based on entropy, histogram, or a

clustering algorithm that segments the image into two classes:

foreground(text) and background. Whereas local thresholding

algorithms [6] divide the image into subparts and use the infor-

mation from neighboring pixels in a small fixed-sized window

of the image to determine the threshold locally for one subpart

at a time. Global thresholding methods efficiently extract text

from high-quality documents. But their performance starts to

lag when degradations are present and adaptive thresholding

algorithms that make a local estimate of the threshold for each

pixel produce better results.

Over time several algorithms have been proposed to convert

ancient images into their binary form, Global thresholding

algorithms like Otsu [7], Kittler [8], etc., and Local thresh-

olding algorithms like Niblack [9], Sauvola [10], etc. Otsu’s

method performs well with images having a bimodal his-

togram but can’t handle degradations like uneven illumination,

bleed-through, or fainting text. Kittler’s algorithm assumes a

gaussian distribution of pixel values for each pixel level to

find the segmentation cut-off and works well for high-quality

documents. Niblack’s method calculates the mean and standard

deviation in a fixed-sized window for each pixel and hence

computes a local threshold. It effectively recognizes text but

introduces tons of noise. Sauvola tried to modify Niblack’s

method to reduce noise which gave better results in some

cases. But, it also resulted in a lower text detection rate.

Many methods have incorporated these algorithms and other

techniques like contrast normalization, background estimation,

stroke-width detection to form hybrid algorithms that perform

much better than individual algorithms. Before, moving to

our approach we discuss the development of such binarization

algorithms. Kim et al. [14]consider the image as a 3d terrain

on which water is poured to fill valleys representing text.

The water-filled image is subtracted from the original image

followed by Otsu’s method to form the final binarization
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(a)

(b)

(c)

(d)

Fig. 1: Degraded Handwritten Document images from DIBCO

dataset [11], [12], [13]illustrating various degradations like

contrast variation in (a), smear in (b), faint ink in (c), and

bleed-through in (d).

result and we get a nature-inspired unique hybrid binarization

algorithm. Adaptive local thresholding algorithm also utilizes

the document-specific domain knowledge. Gatos et al. [15]

make use of the Weiner filter to pre-process the input image

and then the Sauvola’s algorithm to estimate the background.

The difference between the pre-processed image and the

estimated background gives an intermediate result which is

finally passed through post-processing to produce the final

result. Although this algorithm is better than Sauvola, it is

still unable to process bleed-through or recover faint characters

from the image. After this came, Lu’s [16] Iterative polynomial

smoothening-based background-estimation algorithm. It then

makes use of a normalized image thresholded by Otsu to detect

the text-stroke width. The final result is produced by local

thresholding information based on the detected stroke edges

and the mean intensity. This method won the first DIBCO

competition (DIBCO 2009) [11] but still, it’s not perfect. This

method is based on the local contrast and hence sometimes

high contrast background is difficult to handle. Su et al. [17]

used minimum and maximum intensity in the local window to

form a contrast image and then binarized it to detect text edges

and were able to produce better results than Lu. This method

unlike Lu performed well on documents with bleed-through

but this also suffers from the faint text.

Nina’s binarization algorithm [18] was a six staged back-

ground estimation based algorithm that used median filtering

for background estimation, bilateral filter, recursive Otsu,

contrast compensation, and despeckling. This algorithm can

effectively capture all the text edges. Singh et al. [19] proposed

an adaptive four-step method that includes contrast stretch-

ing, contrast analysis, thresholding, and noise removal from

the document image. It works very well with most of the

degradations but fails when the image suffers from bleed-

through.Howe’s algorithm [20] was one of the first automatic

parameter tuning based complex binarization algorithm. It

used graph-cut computation to minimize the energy function

based on the Laplacian of pixel intensities. It is a very efficient

method that performs well and autotunes itself on different

kinds of images. But this method also like others performs

poorly on faint text characters and sometimes even introduces

background noise. A recent method that won DIBCO 2018

[13]. (Wei. et al.) [21] makes use of morphological black

hat transformation to compensate the document background

using a disc-shaped structuring element of a size determined

by stroke width transform. Howe’s binarization algorithm is

then applied to form a binary image which is further enhanced

by post-processing that reduces noise and also preserves the

text stroke-width.

Our motivation came from the consideration of the amount

of ink wasted in Xerox due to poor binarization and the

challenging task of detecting faint characters, removal of

bleed-through text from handwritten document images. The

proposed algorithm combines several steps like background

estimation, smoothening filters, thresholding (Otsu), and post-

processing steps. It first estimates the background utilizing the

information from neighboring pixels to get an estimate of the

2
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current pixel value and moves similarly for the rest of the

pixels. The estimated background image is then smoothened

using a bilateral filter that reduces random noises from the

estimated background. Then we extract the text using a global

thresholding method(Otsu) and finally, the image is processed

further to get rid of the remaining noise. This paper’s major

contribution is the algorithm’s ability to detect bold and faint

text characters from handwritten documents very effectively

just by adjusting the parameters of the background estimation

while still being able to process bleed-through, smear, and

other degradations.

The rest of the paper is arranged as follows:

In Section II, we present our proposed algorithm in detail.

Section III demonstrates and describes the experimental re-

sults. Finally, we conclude in Section IV.

II. PROPOSED METHOD

Our method utilizes existing techniques and combines them

with our technique to form a novel document image bi-

narization method. It includes the use of a novel iterative

sliding-window based background estimation method, bilateral

filter [22], Otsu thresholding, and effective post-processing to

remove the remaining noise from the image. Our proposed

binarization algorithm consists of the following steps:

1) Conversion of the Image to Grayscale

2) Background Estimation and Removal

3) Gaussian Smoothing

4) Otsu Thresholding

5) Spotting Removal

A. Conversion of the Image to Grayscale

Historical documents usually do not have the dynamic color

range and hence it is not a good idea to process them in

the colored form with millions of color intensities. Different

documents have different colors and it is a good idea to

convert all to the same color to ensure that all documents are

processed in the same manner. Hence, we convert the image

to a grayscale form where there are only 28 unique intensities.

B. Background Estimation and Removal

After we have converted the image to grayscale form, we

first try to remove as much background noise as possible

by forming an accurate estimation of the background. Our

background estimation method is based on the assumption that

the text color varies significantly from the background color.

Usually, either the text is dark and the background is light or

vice-versa. The neighboring pixels thus can provide a good

approximation of the local background of a pixel. We utilize

this information i.e. pixels with minimum and maximum

intensity in the local neighbourhood to form an iterative

sliding window background estimation algorithm based on the

following equation:

Imax(x, y) = max(I(xc, yc)) (1)

Imin(x, y) = min(I(xc, yc)) (2)

xcε(x− w : x+ w), ycε(y − w : y + w)

(a) Original Image (b) Ground Truth Image

(c) Nina (d) Otsu

(e) Niblack (f) Sauvola

(g) Lu (h) Proposed Algorithm

Fig. 2: Image H03 from DIBCO 2009 dataset with comparison

θ = Imin(x, y)/Imax(x, y) (3)

I(x, y) = Imin(x, y) + Imax(x, y)(1− θ)γ (4)

Equation (1) and (2) represents the calculation of maximum

and minimum intensity pixel into a (2w+1 x 2w+1) sized

window around the current pixel with coordinates (x, y). Equa-

tion (3) represents the calculation of the intensity ratio factor

θ. Once we calculate Imax, Imin, θ inside the window, the

background estimation for the current pixel is then calculated

using Equation (4) where γ is a constant. This process is

3
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repeated iteratively for each pixel for n iterations. The reason

for doing multiple iterations is the fact that bold/thick text

doesn’t fade away with one iteration and hence hampers the

text when performing background subtraction and results in

poor performance.

Algorithm:

1) I(x,y): Original Image;

2) w: (window size)/2;

3) n: number of iterations;

4) C(x,y): Copy of Original Image

5) BG(x,y): Estimated Background Image

6) For k=1 to n:

7) Slide window over each pixel and compute:

8) Imin = minimum intensity pixel(Window)

9) Imax = maximum intensity pixel(Window)

10) θ = Imin/Imax

11) BG[i][j]=Imin + Imax(1− θ)γ

12) Store background image as new copy of image.

13) Apply a bilateral filter to estimated background image.

Typically, the value of constant γ can vary from 1.3 to 2.5.

But, we have used the γ = 1.5 so that our algorithm works well

for dark as well as faint text and it also helps to reduce the

number of parameters that need to be tuned. We suggest using

a small window size like 5x5 for images with bold and dark

visible text whereas large window sizes varying from 50*50

for faint text characters. The number of iterations is subjected

to the difference between text and background intensity. A

higher difference means more iterations for complete estima-

tion.To remove the remaining noise and pixel-level irregular-

ities inside the estimated background we use a bilateral filter

over the estimated background image BG(x,y). We set σColor

= 30 and σSpace = 30.These parameters have been tuned on H-

DIBCO 2018 and perform well for H-DIBCO 2016 [23] too.

The filtering effect is not so much visible on the background

image but has a profound effect on binarization results. Now

that we have the final estimated background image BG we

move forward to the step of background removal. We remove

the background by subtraction of the original image from it.

Before moving on to the Gaussian smoothing we invert the

image for further processing. The background removal process

can be summarised as:

Inew(x, y) = 255− ([BG(x, y)− I(x, y)]) (5)

C. Gaussian Smoothing

The background removal process introduces random pixel

noise in the newly formed image disrupting the final output.

So, before proceeding with thresholding, the image is passed

through a Gaussian filter to remove these isolated black and

white pixels. We have used a 5x5 gaussian kernel to filter the

noise. This helps in greatly improving the binarization results.

(a) Step 1: Original Image (Grayscale)

(b) Step 2.1: Background Estimation

(c) Step 2.2: Background Removal

(d) Step 2.3: Inversion of Output from Step 2.2

(e) Step 3: Gaussian Smoothening

(f) Step 4: Otsu Thresholding

(g) Step 5: Spotting Removal and Inversion

Fig. 3: Overview of Binarization Algorithm. Fig 3(a) shows

the input image which is already in grayscale. Fig 3(b)-

3(d) represents the background estimation and removal step.

Fig 3(e) shows the image after the removal of noise using

gaussian smoothing. Otsu thresholding is then used to create

an initial binarization in 3(f). Finally, we use spotting removal

to generate the final binarization.
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D. Otsu Thresholding

We use Otsu Thresholding for the binarization of our gaus-

sian smoothened image. Otsu Thresholding is a global thresh-

olding method used to separate text from the background. It

minimizes the interclass variance between the foreground and

background class or we can say maximizing the intraclass

variance.

σ2
B(T ) = w1(T )w2(T )[μ1(T )− μ2(T )]

2 (6)

Here σ2
B represents the between-class variance, we compute

it for each threshold T from 0 to 255 and select the one that

gives the maximum result. wi is used to represent total pixels

in the background/foreground class. μi represents the mean

intensity for both the classes. Otsu thresholding helps us to

form a pretty good approximation of the text and background

but there can still be remaining noise that needs to be removed.

E. Spotting Removal

Spotting removal is the effective post-processing technique

we use to remove all the remaining noise from our binary

image. We do this by labelling all the connected black(text)

components inside the binary image and then removing all

the components of small size that are introduced while bina-

rizing the image. Removing these small components may also

remove some of the textual parts like a dot over a letter but

ultimately it helps in making the binarized image clean. We

select the size we want to discard manually according to the

text size in an image because there is no fixed text size in

handwritten documents, the dot over a character can be more

than 300 pixels in one image and less than 20 pixels in another

and we want to remove the maximum amount of noise possible

from our binarized document. Lastly, We also take care of very

large size degradations that are falsely detected as text and are

much larger as compared to the text pixel components present

inside the image. This can be any kind of degradation like a

thick border at the corner of the document, a large ink/coffee

stain, or random large spots that are often dark and hence

misclassified as text. This can be easily selected according to

the text size. After this, we invert the image back to make

the text dark and the background white. Fig 3(f) shows the

final binarization results after this post-processing(stopping

removal) step. It shows how post-processing has taken care

of most of the thresholding misclassification errors.

III. EXPERIMENTAL RESULTS

DIBCO datasets have images that suffer from various types

of degradations and also provide the ground truth image to

compare different binarization methods. These datasets consist

of both degraded handwritten and printed documents. We have

used images from H-DIBCO 2018 dataset to develop the

algorithms as they cover a vast variety of degradations and then

used it for testing the images from the H-DIBCO 2016 as well

as the DIBCO 2018 dataset. We first present the qualitative

results and the quantitative comparison of our method with

many state-of-the-art algorithms on the H-DIBCO 2016 and

H-DIBCO 2018 datasets.

A. Qualitative Results

In Fig. 2 we have compared the results of our method

with Sauvola, Nina, Lu, Niblack, Otsu’s method. Lu’s, Nina’s

method and our proposed method produce good binarization

results but Lu’s method has made the text bold and Nina’s

method suffers from weak stroke detection but our method can

produce an image close to the ground truth image. Fig. 4 and

Fig.5 show results of our algorithm on images from H-DIBCO

2016 & 2018 datasets along with the ground truth images.

Images consist of different kinds of degradations like large

ink spots, thick borders, smear, severe bleed-through, faint text

characters, folded pages, torn out pages, uneven illumination,

smudge, shadows, low-contrast, water spilling, etc. As evident

from the results, our algorithm handles all these degradations

very well and can produce clean binary images with efficiently

extracted text.

Before moving on to the Quantitative Results, We would

first describe the evaluation measures used from DIBCO

reports. DIBCO uses various benchmark evaluation methods

that use mathematical calculations to measure the efficiency,

accurateness of an approach in obtaining the results against

the ground truth images. DIBCO 2016 and 2018 compe-

tition compute 8 statistic evaluation measures: F-measure,

Pseudo F-measure, PSNR(Peak Signal to Noise Ratio) [24],

DRD(Distance Reciprocal Distortion) [25], Precision, Recall,

Pseudo Precision, and Pseudo Recall.It uses the four of them

to decide the winner.

F-measure is calculated using two components: the pre-

cision and recall of image binarization which is obtained

by counting pixels that are classified black and white cor-

rectly/incorrectly while binarizing against the ground truth

images. F-measure is calculated as the harmonics mean of

recall and precision.

F1 = 2 ∗ precision ∗ recall
precision+ recall

(7)

where Recall =(TP)/(TP + FN) and Precision=TP/(TP+ FP).

TP, TN, FP, FN denotes the True Positive, True Negative, False

Positive, and False Negative values, respectively.

pF-measure or pseudo F-measure is a way of measuring

performance similar to F-measure. The only difference being,

it uses the pseudo function instead of the normal recall and

precision functions. This pseudo function uses the weighted

distance between the output image as boundaries of characters

in the ground truth image and the boundary of characters in

the extracted document. It also takes into account the local

stroke width of characters.

PSNR is the relation or measure of the amount of signal

in an image w.r.t amount of noise available. The higher value

of PSNR implies a better signal in comparison to noise. It

is used to measure the degree of reconstruction of bad lossy

compression. It is really useful in the case of binarization as it

can be used to measure the quality of binarization against the

initial image. It helps to quantify the similarity of two images.

PSNR = 10log(
C2

MSE
) (8)
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(a) Image 5 from DIBCO 2016 dataset

(b) Ground Truth Image

(c) Binarized Result

(d) Image 2 from DIBCO 2016 dataset

(e) Ground Truth Image

(f) Binarized Result

Fig. 4: Images from DIBCO 2016 dataset along with ground

truth images and their binarized results

(a) Image 1 from DIBCO 2018 dataset

(b) Ground Truth Image

(c) Binarized Result

(d) Image 5 from DIBCO 2018 dataset

(e) Ground Truth Image

(f) Binarized Result

Fig. 5: Images from DIBCO 2018 dataset along with ground

truth images and their binarized results
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Where MSE is the Mean Square Error and C is a constant

with a value equal to 1.

DRD is mainly used to measure distortions for binary

document images. It is mainly based on the reciprocal distance.

The pixels modified during binarization can have their distor-

tions quantified using this method. DRD can be calculated as

follows:

DRD =

∑N
k=1 DRDk

NUBN
(9)

DRDk represents the distortion of the kth flipped bit which

is calculated using a weighted matrix of size 5x5. Its value is

given by the following formula:

DRDk =
i=2∑

i=−2

j=2∑

j=−2

|GTk(i, j)−Bk(x, y)|∗WNm(i, j) (10)

NUBN is the total number of non-uniform pixels of the 8 × 8

size window inside the ground truth image. All other methods

just quantitatively tell us how good our method is by checking

the pixel classification but DRD tries to capture the human

visual perception by measuring the perspective distortion of

the binary image. Unlike other metrics lower value of DRD

indicates a better binarization algorithm. All these metrics have

been calculated using the DIBCO evaluation tool.

B. Quantitative Results

H-DIBCO 2016 and H-DIBCO 2018 both datasets consist of

10 handwritten document images along with their ground truth

image. These images cover up a wide variety of degradations.

In Table 1 and 2, we present the results of our algorithm

for all the four metrics individually and averaged across all

10 Handwritten Document Images from H-DIBCO 2016 and

H-DIBCO 2018 datasets respectively. Our method has been

able to achieve an F-measure and pseudo-F-measure of around

90, PSNR value is greater than 18, and a DRD value of less

than 4 for both of the datasets. In addition to the published

results from DIBCO, we also compare our results with several

traditional and state-of-the-art methods.

Image FM p-FM PSNR DRD
1 91.35 91.11 19.04 5.73
2 89.04 89.17 23.3 3.6
3 95.31 95.51 23.35 1.59
4 89.76 91.28 19.38 4.13
5 95.9 96.58 22.45 1.4
6 87.15 91.61 18.17 5.36
7 91.11 90.47 17.04 2.49
8 85.86 88.75 13.99 6.1
9 89.23 84.42 15.97 2.34

10 86.99 84.18 14.1 2.95
Average 90.17 90.31 18.68 3.57

TABLE I: Results on DIBCO 2016 dataset

In Table 3, we compare the averaged results of our method

from table 1 with state-of-the-art methods like Otsu, Sauvola,

Lu, Su, Howe, the winner and runner up from DIBCO 2016

dataset. Our method has achieved an FM of 90.17, p-FM

of 90.31, PSNR of 18.68, DRD of 3.57, and outperformed

Image FM p-FM PSNR DRD
1 92.23 94.74 21.01 2.62
2 89.72 90.13 20 3.09
3 94.89 96.54 17.8 1.75
4 82.07 87.12 19.32 4.05
5 87.01 86.45 17.29 6.29
6 93 96.53 18.88 3.33
7 88.77 90.39 20.9 3.25
8 83.13 84.89 14.17 5.2
9 92.95 93.9 19.59 3.24

10 86.66 90.47 14.12 6.41
Average 89.04 91.12 18.31 3.92

TABLE II: Results on DIBCO 2018 dataset

both traditional and state-of-the-art methods on 3 metrics:

FM, PSNR, DRD, and only its pseudo F-measure is lower

than the winner’s and runner up’s algorithm. In Table 4,

we compare our results on DIBCO 2018 dataset with Otsu,

Sauvola, Winner and Runner Up from the contest. It achieves

an FM of 89.04, p-FM of 91.12, PSNR of 18.31, DRD of 3.92

For this dataset as well our method outperforms all the listed

methods on 3 metrics FM, p-FM, DRD and has only a lower

PSNR value from Winner’s method. Higher FM, lower DRD

for both datasets means higher precision, recall, better pixel

classification accuracy, and thus better binarization results.

Method FM p-FM PSNR DRD
Lu [16] 84.44 92.04 17.33 5.12
Su [17] 84.75 88.94 17.64 5.64

Howe [20] 87.47 92.28 18.05 5.35
Otsu [7] 86.61 88.67 17.8 5.56

Sauvola [10] 82.52 86.85 16.42 7.49
Winner’s Method 87.61 91.28 18.11 5.21
Proposed Method 90.17 90.31 18.68 3.57

Lelore [26] 87.21 88.48 17.36 5.27
Runner Up 88.72 91.84 18.45 3.86

TABLE III: Comparison of performance of different methods

with our method against H-DIBCO 2016 dataset

Method FM p-FM PSNR DRD
Otsu [7] 51.45 53.05 9.74 59.07

Sauvola [10] 67.81 74.08 13.78 17.69
Winner’s Method [21] 88.34 90.24 19.11 4.92

Proposed Method 89.04 91.12 18.31 3.92
Runner Up 73.45 75.94 14.62 26.24

TABLE IV: Comparison of performance of different methods

with our method against H-DIBCO 2018 dataset

The qualitative and quantitative results on both the datasets

illustrate that our method significantly outperforms traditional

and state-of-the-art algorithms. Fig 4(c),4(f),5(c) show that our

method deals very well with bleed through, ink spots, spill-

through. It works well even for images with faint text and

preserves stroke connectivity evident from Fig. 5(f). Despite

all these advantages like all methods, our method also has

several limitations.Firstly, it seemed to struggle on Images 8

from DIBCO 2016 dataset and Image 10 from DIBCO 2018

dataset which has one thing in common, the background and
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text have very similar colors, and hence a lot of background

degradations are classified as text and result in poorly bi-

narized images. Secondly, It also suffers when images that

have black/dark colored degradation or color of degradation is

similar to the text.

IV. CONCLUSION

In this paper, we have presented a novel method for bina-

rization of degraded historical documents. The main idea is to

form an approximation of the background using the informa-

tion from neighboring pixels in an iterative sliding window al-

gorithm. We use this estimated background to compensate for

all the background degradations, perform binarization using

Otsu, and then do effective post-processing to further clean and

create a final binary image. The performance of our algorithm

is greatly dependent on the selection of parameters. One is

required to tune four parameters: the window size for the

background estimation, the number of iterations required for

background estimation, valid size range to remove maximum

noise and keep maximum text(lower and upper limit). Bold

text usually means more iterations for accurate approximation

whereas faint text requires a larger window size to filter out

the text form background. The range for text size can be

selected according to the thickness and pixel size of the font

present inside the image. The experimental results show that

our method outperforms several traditional and state-of-the-

art algorithms. But like all other methods, this method is also

not perfect and suffers with images that have text color shade

similar to the background, and binarization performance is

affected. Our method also does not take into account the stroke

width and at some places suffers in maintaining the stroke

width connectivity. We would like to take this challenge in our

future work to further improve our method and see applications

of this background estimation technique in other fields.
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[10] J. Sauvola and M. Pietikäinen, “Adaptive document image binarization,”
Pattern Recognition, 2000.

[11] B. Gatos, K. Ntirogiannis, and I. Pratikakis, “ICDAR 2009 Document
Image Binarization Contest (DIBCO 2009),” in Proceedings of the In-
ternational Conference on Document Analysis and Recognition, ICDAR,
2009.

[12] I. Pratikakis, B. Gatos, and K. Ntirogiannis, “ICDAR 2011 Document
Image Binarization Contest (DIBCO 2011),” in Proceedings of the In-
ternational Conference on Document Analysis and Recognition, ICDAR,
2011.

[13] I. Pratikakis, K. Zagori, P. Kaddas, and B. Gatos, “ICFHR 2018
competition on handwritten document image binarization (H-DIBCO
2018),” in Proceedings of International Conference on Frontiers in
Handwriting Recognition, ICFHR, 2018.

[14] I. K. Kim, D. W. Jung, and R. H. Park, “Document image binarization
based on topographic analysis using a water flow model,” Pattern
Recognition, 2002.

[15] B. Gatos, I. Pratikakis, and S. J. Perantonis, “Adaptive degraded docu-
ment image binarization,” Pattern Recognition, 2006.

[16] S. Lu, B. Su, and C. L. Tan, “Document image binarization using
background estimation and stroke edges,” International Journal on
Document Analysis and Recognition, vol. 13, no. 4, pp. 303–314, 2010.

[17] B. Su, S. Lu, and C. L. Tan, “Binarization of historical document
images using the local maximum and minimum,” in ACM International
Conference Proceeding Series, 2010.

[18] O. Nina, B. Morse, and W. Barrett, “A recursive otsu thresholding
method for scanned document binarization,” in 2011 IEEE Workshop
on Applications of Computer Vision, WACV 2011, 2011.

[19] O. I. Singh and O. James, “Local Contrast and Mean based Thresholding
Technique in Image Binarization,” International Journal of Computer
Applications, 2012.

[20] N. R. Howe, “Document binarization with automatic parameter tuning,”
International Journal on Document Analysis and Recognition, 2013.

[21] W. Xiong, X. Jia, J. Xu, Z. Xiong, M. Liu, and J. Wang, “Historical
document image binarization using background estimation and energy
minimization,” in Proceedings - International Conference on Pattern
Recognition, 2018.

[22] C. Tomasi and R. Manduchi, “Bilateral filtering for gray and color
images,” in Proceedings of the IEEE International Conference on
Computer Vision, 1998.

[23] I. Pratikakis, K. Zagoris, G. Barlas, and B. Gatos, “ICFHR 2016
handwritten document image binarization contest (H-DIBCO 2016),” in
Proceedings of International Conference on Frontiers in Handwriting
Recognition, ICFHR, 2016.
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Abstract—Manipulation of images, videos and audios using 

face edit apps and web services have long been in use, since 
decades but recent advances in deep learning has led to rising AI 

generated fake images and videos with swapped faces, lip synced 

audios and puppet masters, popularly known as Deepfakes. 

Generated primarily using one of the following two approaches 

namely, Autoencoders and Generator Adversarial Networks 
which rests on trained deep neural networks, deepfakes offer 

unprecedented challenges. The degree of realism achieved by 

deep learning powered deepfakes increases with increasing 

amounts of data i.e, fake images and videos readily available on 

the internet at disposal to train GANs. Deepfake algorithms 
create media leaving a bare margin of difference between the 

authentic or original source and the forged or deepfaked targets. 

Thus, new mechanisms and techniques to detect and filter out 

such deepfakes is the need of the hour. 

This paper exploits two powerful deep learning based CNN 

architectures namely, Inception-Resnet-v2 and XceptionNet for 

detecting the deepfakes. The proposed approach not only 
outshines the existing approaches in terms of efficiency and 

accuracy but also offers the best in terms of the given space and 

time complexity. 

Keywords—Auto-encoders, DFDC, FaceForensics++, GAN, 

Inception-ResNet-v2, MesoNet, XceptionNet(key words) 

I. INTRODUCTION

The epistemology of deepfakes derives basically from 
"deep learning" plus "fakes”. It is a general term that covers 

fake videos, images, audio & other media synthesized using 
AI powered deep learning techniques. It can also be 

understood as a technique which is employed to replace the 
face of a target person('input') on that of a source 

person('output') either in a video or image [1]. The source 

individual thus impersonates the target individual and does 
actions or gives speeches which can lead to misinformation 

propaganda during election campaigns impacting the fair 
electoral process [2], hampering the social image of prominent 

personalities or celebrity defamation and fake news. The term 
first surfaced in 2017 when a video tagged as celebrity porn 

replaced the face of a porn actor with a celebrity through a 

machine learning algorithm developed by a Reddit user [3]. 
Ever since then, celebrity non-consensual pornography 

targeting famous personalities and politicians are the major 
commercial areas where deepfakes have been used. In 2018, a 

very short video about a minute proliferated every social 

media where former US President Barack Obama is seen 
delivering an infamous hate speech which he never said [4]. 

Lately, the CEO of a company was duped out of $243,000 
using a deepfake audio [5]. Thus, it is clearly evident that 

deepfakes can very well lead to a constitutional crisis, civil & 

military unrest, cause religious & socio-political tensions 
between warring factions & countries and are a potent threat 

to privacy, security and national integrity. This calls for the 
ever-increasing need for certifying the integrity and 

authenticity of digital visual media. 

The other side of deepfakes offers remarkable positive 

applications allowing for reshooting sequences of movies 

films in the absence of the actor as happened in the Fast & 
Furious series [6]. Deepfakes were employed to deliver a very 

high degree of photo realism in the scenes. It can also be used 
to provide audio to actors who have lost their voices or 

character voice mismatch in case of artists, deepfakes can 
offer realistic audio visuals with visuals of another person lip-

synced with the voice of another. 

It is necessary to bring out the difference between content 
synthesized using image manipulation tools like Adobe 

Photoshop and AI synthesized deepfakes. The foundations of 
deepfakes rests on deep neural networks trained & tested on 

large amounts of fake & real face images & videos data to 
naturally map the facial features, expressions & other face 

artifacts between the source and the target.  

The capacity of deep learning techniques to handle complex & 

huge volumes of data is exploited for deepfakes generation. A 

large number of input samples of fake images & videos 
increases the photo-realism achieved in the output deepfake. 

The Obama deepfake was produced from a GAN which used 
56 hours of sample input videos  to replicate the exact lip, 

head, eye artifacts in the face [4]. In the case image edit apps 
like photoshop limited facial manipulations are allowed owing 

to want of complicated editing tools and domain proficiency 

required. Making photorealistic swaps using such apps is a 
very complex and time-consuming process. During incipient 

stage, a deepfake video could be easily identified through 
human eyes owing to the phenomenon of pixel collapse which 

gives rise to unnatural visual artifacts in the skin, face etc., and 
resolution inconsistency in images and others [7].But, the 

recent developments in deep networks technologies  and the 

free availability of large amounts  of data produces deepfakes 
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that cannot be differentiated using either direct human observation skills or sophisticated computer algorithms .

Fig. 1. Four Types of Facial Manipulations (A) Input Image. (B) Attribute Manipulation using StarGAN. (C) Expression swap using GANs. (D) 

Identity Swap using Face Swap and ZAO app. (E) Entire Face Synthesis using StyleGAN. 

This requirement of a large quantity of image and video data 

for training models also explains why celebrities & politicians 
became and still are the first targets of deepfakes [2]. 

The paper has been divided into six sections - Section II 

revisits the existing literature that was thoroughly surveyed on 
the topic by us, Section III provides with our approaches, the 

dataset used along with the preprocessing done, vis ion behind 
the methods and a theoretical analysis of the CNN 

architectures employed. Section IV is the experimentation and 
results block where it demonstrates how proposed approach 

performs better than the existing state of the art techniques . 

Finally, Section VI concludes the paper highlighting the 
quintessential nuances of our approaches and gives our 

perspectives on the future works that intend to explore in this 
domain. The paper ends by mentioning the acknowledgment 

and references. 

II. LITERATURE REVIEW

In 2018, Korshunov and Marcel [8] worked on the first 
generation fake videos and based their approach on the 

irregular disharmony measured between the lip movements 
and audio speech, biometric variations in images etc. For the 

lip sync inconsistency with speech, the audio features were 

represented using Mel Frequency Cepstral Coefficients 
(MFCCs) and visual features were represented by separation 

gaps between mouth landmarks. PCA was then employed for 
dimensionality reduction followed by Recurrent Neural 

Networks (RNNs). A set of 129 features related to Image 
Quality Measurements along with PCA with LDA, or SVM 

was used to detect fake videos. This proposed detection 
approach was tested & trained on the Deepfake TIMIT 

database. 

Yang et al. [9] observed in 2019 that most of the deepfakes 
were generated by simply copying and pasting front portion  of 

source person on target person and the inconsistencies could 
easily be estimated by considering 3D head poses and all 

round facial features. Their approach was based on the 

mismatches between 360˚ head poses which were measured 
using a set of 67 visual artifacts or facial landmarks in the 

central facial region to classify between real and deepfake 
videos. 

After extraction of the said features, these were normalized 
followed by an SVM classifier. This proposed approach 

against the UADFV database failed to generalize well over 
other databases. 

Li & Lui [10] in 2019 exploited the face manipulation 
pipeline to automatically extract the inconsistencies in the 

visual artifacts.  Their approach was based on the hypothesis 

that deepfake images are limited by their resolution capacity . 
It is only through proper post processing such face warping 

artifacts can be corrected. Such transformations owing to pixel 
damage and collapse result in distinctive artifacts in the 

detected face regions and surrounding regions which can be 
easily estimated using a system employing CNNs. Thus, 

VCG16, ResNet50, ResNet101 and ResNet152 were trained 
from scratch on UADFV and Deepfake TIMIT databases. This 

approach which made use of four different CNN models 

together was able to outperform the existing approaches in 
terms of accuracy. By the end of the year, Li et al [11] 

presented modifications to the above approach improving its 
accuracy. It made use of a pyramid structure spatial module to 

match the resolution inconsistencies  on the face. The approach 
was quite generalized achieving near optimum results over 

varied databases. 

Mesoscopic features along with steganalysis features based 
approaches also exist in deepfake detection literature.  In 

2019, Afchar et al. [12] employed two different CNN 
networks, (i) a four layer CNN + fully connected 

layer(Meso4) andii) a four layer CNN +MesoInception-
4(improved Meso 4 using an inception module), were based 

on the mesoscopic properties of the images. Their approach 

though trained and tested on their own database was very 

        REAL     ATTRIBUTE     EXPRESSION      IDENTITY ENTIRE FACE 

   (INPUT IMAGE)  MANIPULATION SWAP      SWAP    SYNTHESIS  

 (A)  (B)  (C)  (D)    (E) 
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robust and performed similarly when FaceForensics++ dataset 

was used. 

In early 2020s it was realized that deepfakes absolutely 

lacked voluntary and unconscious human eye blinking 
movements since the internet lacked images & videos of the 

public figures having their eyes shut. This was exploited by 
Jung et al. [13] with their very famous approach called 

DeepVision of combating deepfakes basing their approach on 

eye blinking patterns. Face to Eye aspect ratio was calculated 
using the visual artifacts Fast-HyperFace and Eye-Aspect-

Ratio (EAR) in combination. Eye blinking period and others 
features were extracted to differentiate between real and 

deepfaked videos. They worked on their own proprietary 
database and achieved an accuracy of 87.5%. 

Rossler et al. [14] in 2020 conducted a detailed analysis of 
the existing deepfake detection techniques using the flagship 

FaceForensics++ database. His evaluation considered five 

different systems. The first system was a CNN model trained 
using handcrafted steganalysis features. The layers of the 

second CNN-based system were designed as such that they 
mitigate the high-resolution content in the images. In the third 

CNN based system, statistical measures of central tendency 
were computed using a global pooling layer. The fourth 

system was same as used by Afchar et al. [12] 4 layer CNN 

followed by a fully connected MesoLayer(Meso4) powered 
with an Inception module and the final system based on 

XceptionNet architecture based CNN system which had been 
originally trained using the Imagenet dataset which was again 

retrained to perform the deepfake classification task. These 
systems were tested for their accuracy and efficiency in both 

deepfakes and faceswaps. The results showed that the CNN 

model based on the XceptionNet architecture outperformed 
state of the art existing approaches. 

Finally, Tolosanaet. Al [15] in 2020 employed the deep 

learning CNN architecture XceptionNet. Facial regions were 

differentiated based on their assigneddiscriminative power. 

The experimental framework considered both 1st and 2nd 

generations deepfake databases. The approach performed 

poorly when run against the 2
nd 

generation deepfake dataset

but fairly well in case of 1
st

 generation deepfake videos.

91.0% AUC for DFDC preview dataset and 83.6% AUC for 

the Celeb-DF dataset were achieved. The highlight of the 

research was that they had trained separate fake detection 

systems for each of the databases. 

To sum up, although many varied approaches have been 

devised by researchers, all of them failed to generalize their 
results when run against unseen databases . While we were 

surveying the literature, we found that Inception-ResNet-v2 

deep neural network model has not been employed yet in 
detection of deepfakes, though XceptionNet was used in few 

approches. We base our model based on the Inception-Resnet-
v2 architecture and show in this paper that it outperforms the 

existing approaches and shows commendable results for 
deepfake databases from the 2nd generation as well 

III. PROPOSED METHODOLOGY

In this study, we explore two different neural networks - 
InceptionResNet-v2 and XceptionNet, which are popular in 

the image recognition applications for their good performance. 
Here, we employ these two models to application of deepfake 

detection. We train both models of DFDC dataset and observe 
their performance in detecting deepfakes. The results of this 

experiment came out to be pretty good as compared to the 

present state-of-the-art andare presented in the below sections. 

A. XceptionNet

Xception stands for extreme Inception as it takes the 
principles of Inception to an extreme. XceptionNet is a 

traditional convolution neural network trained on ImageNet 
based on separable convolutions with residual connections. 

Forming the feature extraction base of the network, the 
Xception architecture has 36 convolutional layers. These 

convolution layers  are structured into 14 modules, each of 
which except for the first and last module have linear residual 

connections around them. The 14 modules are grouped into 
three groups viz. the entry flow, the middle flow, and the exit 

flow. And each of the groups has four, eight, and two modules 
respectively. The final group, i.e. the exit flow, can optionally 

have fully connected layers at the end. 
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(A) 

(B) 

(C) 

Fig. 2.   The Xception architecture: the data first  goes through the entry 
flow, then through the middle flow which is repeated eight times, and finally 

through the exit flow. Note that all Convolution and Separable Convolution 
layers are followed by batch normalization. (A)Entry Flow, (B) Middle Flow, 
(C) Exit Flow.

We transfer it to our task by changing the input shape 
from a default value of (299, 299, 3) to (128, 128, 3) as 

satisfied by the images in our dataset. Additional layers are 
added to the previously trained model - global max pooling 

layer, and a global average pooling layer following it, giving 
output probabilities for two classes - fake, not fake. The model 

is trained for 30 epochs and we save the best performing mode 
based on validation accuracy. 
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B. Inception-ResNet-v2

Fig. 3. Overall architecture of Inception-Resnet-v2 network. 

Inception and Resnet architectures [16] have played a key 
role in image recognition advances in recent years, with 

demonstrated good performance at comparatively low 
computational costs. Inception-ResNet-v2 architecture 

combines the Inception architecture, with the concept of 
residual connections. 

Inception-ResNet-v2 is a convolutional neural network 
that is based on the family of Inception architectures  [17],with 

residual connections [18] imposed on it(in place of the filter 

concatenation step of the Inception network). The network is 
164 layers deep, trained on images of the huge ImageNet 

database. 

The overall architecture of Inception-Resnet-v2 network 

has been shown in Fig 7. 

The detailed architecture of stem, inception blocks and the 

reduction blocks of the network can be seen in Fig 8, Fig 9 

and Fig 10 respectively. 

In our work, we perform transfer learning on Inception-

Resnet-v2 network, by adding additional layers to the 

previously trained model - global max pooling layer, and a 

dense classifier layer following it, giving output probabilit ies 

for two classes - fake, not fake. The network is trained over 

input images of shape (128, 128, 3), extracted from the 

training set of DFDC videos. The model is trained for 30 

epochs, yielding a low model validation loss on the last epoch. 

Fig. 4.  Stem of Inception-Resnet-v2 network architecture. 

Fig. 5.  Inception-Resnet-A block of Inception-Resnet-v2 network 

architecture. 

The model's observed training and validation - loss and 

accuracy, are shown in Fig 12 in the next section. 
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Fig. 6.  Reduction-A block of Inception-Resnet-v2 network architecture 
with values of k,l,m,n as 256, 256, 384, 384 respectively.  

IV. EXPERIMENTAL WORK

A. Tools and Libraries Used

All performed experiments (Preprocessing, Feature

Extraction, Training and Testing of Various ML Models) have 
been performed using the Python Language (v3.8.5) on the 

open source Jupyter environment. The Graphic Card NVIDIA 
GeForce RTX 2060 (mobile) was used for training. The 

following packages were used: Python Imaging Library (PIL), 

OpenCV, Numpy and Pandas for basic calculations, data 
retrieval, cleaning, processing, and visualization; Scikit Learn 

for importing Machine Learning Models; Tensorflow and 
Keras for building an Artificial Neural Network; json, dlib and 

video capture (openCV) for feature extraction, selection, and 
preprocessing; and finally, Matplotlib for plotting the graphs. 

B. Dataset and Preprocessing

The dataset used here for our experimental work is the

DFDC (Deepfake Detection Challenge) Preview dataset. A 
number of datasets featuring video forgery exist, but we found 

DFDC to be quite diverse in terms of the gender, skin-tone, 

age and race of the people in the videos. To include varied 
head posesand lighting conditions, and yield visually diverse 

backgrounds,participants were allowed to record videos with 
any background of their choice for visual variability. The 

DFDC preview dataset consists of nearly 5,000 videos, 
including 1,131 real and 4,119 fake videos, created using two 

different facial modification algorithms.  

We preprocess the videos from the dataset. For each video, 
we extract image frames out of them. To play a video from a 

file, we first create a Video capture object from the OpenCV 
library in Python. We then set the frame rate to the current 

position of the video file in milliseconds and then we extract 
the 0-based index of the frame to be decoded/captured next. 

After reading the frame-Id and comparing it with the frame 
rate, we then extract the image frame, resize to a (128, 128)  

and save it to a new folder thus creating a dataset of the image 

frames from the videos in DFDC. 

Fig. 7. Some Real and DeepFake examples from DFDC dataset  

C. Training and Results

 (A) 

(B) 

Fig. 8. Pre-trained -ResNet-v2 transfer learn with fine tuning and Image 
Augmentation Performance. (A) Loss Value vs. Epoch Curve, (B) Accuracy 

Value vs. Epoch Curve, for Training and Validation. 
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 (A) 

(B) 

Fig. 9. Pre-trained Inception-ResNet-v2 transfer learn with fine tuning 
and Image Augmentation Performance. (A) Loss Value vs. Epoch Curve, (B) 
Accuracy Value vs. Epoch Curve, for Training and Validation.  

TABLE I.  CLASSIFICATION REPORT OF XCEPTIONNET 

Class Precision Recall F1-score Accuracy 

0 (DeepFake) 0.80 1.00 0.89 
0.80 

1 (Real) 0.90 0.06 0.11 

TABLE II.  CLASSIFICATION REPORT OF INCEPTION-RESNET-V2 

Class Precision Recall F1-score Accuracy 

0 (DeepFake) 0.92 0.95 0.94 
0.90 

1 (Real) 0.79 0.71 0.75 

Though we achieved a good accuracy of 80%,when 

the dataset was modeled on XceptionNet, an observation that 
can  be made here is that in the case when an image is not as  a 

deepfake (class 1), the XceptionNet produces an f1-score of 
0.11, which is poor and Inception-Resnet-v2 having an f1-

score of 0.75 out-performs XceptionNet in this case but for a 
case when the image is as a deepfake (0), both models produce 

quite competitive performance with XceptionNet producing 
anf1-score of 0.89 and Inception-Resnet-v2 giving an f1-score 

of 0.94. So both these neural networks give promising results 
in the case of a deepfake image. 

Since our primary concern here is to identify if an 
image is deepfake as accurately as possible,so as to deal with 

the hazardous damages produced by them today, we can 
conclude that XceptionNet does serve the purpose upto a good 

extent, but Inception-ResNet-v2 performs better than 
XceptionNet for deepfake detection. Thus, becoming our 

proposed method for deepfake detection. 

Another crucial comparison metric is the AUC value 
of the classifier. The AUC metric signifies Area under the 

Curve and demonstrates classifier’s ability to differentiate 
between output classes. It is used as a summary for the 

classifier’s ROC curve. Higher the model’s AUC score better 
is the model’s ability of differentiating between the positive 

and negative classes. So here we have plotted the ROC curves 
for both our neural networks and also calculated the AUC 

ROC score for both. 

Fig. 10. ROC curves for XceptionNet and Inception-Resnet-v2 with 
respective AUC values.

TABLE III.  COMPARISON WITH BENCHMARK DEEPFAKE DETECTION METHODS USING DFDC PREVIEW DATASET 

Study Method Classifier Performance  

Afchar et. al [12] MesoNet: a Compact Facial Video Forgery Detection Network CNN AUC = 75.3% 

Zhou et. al [19] Two-Stream Neural Networks for Tampered Face Detection  CNN/SVM AUC = 61.4% 

Matern et. al[7] Exploiting Visual Artifacts to Expose Deepfakes and Face Manipulations  MLP AUC = 66.2% 

Yang et. al [11] Exposing Deep Fakes Using Inconsistent Head Poses SVM AUC = 55.9% 

Li et. al [10] Exposing DeepFake Videos By Detecting Face Warping Artifacts CNN AUC = 75.5% 
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Nguyen et. al [1] Multi-task Learning For Detecting, Segmenting Manipulated Facial Images and Videos AE + MTL AUC = 53.3% 

Dolhansky et al.[20] The DeepFake Detection Challenge (DFDC) Preview Dataset  CNN Precision = 93% 

Tolosana et al. [15] DeepFakes Evolution: Analysis of Facial Regions and Fake Detection Performance CNN AUC = 91% 

O UR 
METHO DO LO GY 

Demystifying DeepFakes Using Deep Learning Architecture Inception-ResNet-v2 CNN 
Precision = 92% 
Accuracy = 90% 

AUC = 83%  

Let us now compare our models with exis ting state 

of the art approaches. While we were surveying related 
works, we found that it was only a few years ago that 

researchers started exploiting deep learning architectures to 
detect deepfakes. Since, detection of deepfakes is basically a 

classification task various approaches can be compared 
based on their performances calculated either from Precision 

score, Recall score, Accuracy and AUC. Table III compares 
the state of the existing approaches with the method devised 

by us mentioned in this work. All the models have been 
tested against the flagship Deepfake Detection Challenge 

Dataset provided by Facebook available at Kaggle. Our 
proposed approach outperformed all the existing approaches 

for each of the performance scores. Our model making use 
of Inception-ResNet-v2 was able to achieve performance 

values – 92% Precision, 95% Recall, 90% Accuracy and an 
AUC equals 0.83, which is one of the highest performances 

in state-of-the-art achieved till date. 

V. CONCLUSION AND FUTURE WORK

This paper proposed efficient, near optimal models for 

detection of deepfakes. The proposed models were based on 
powerful deep neural network architectures and therefore 

find universal applicability in other scenarios as well. We 
also provided the readers with the insight of the vision, a 

theoretical analysis of the various techniques and methods 
employed in the detection of deepfakes. Our models were 

able to produce very good accuracy scores, with 

XceptionNet at 80% and Inception-Resnet-v2 at 90%. The 
highlight of the paper was that we worked with the best real 

life video dataset available today, curated by Facebook Inc. 
in collaboration with Microsoft Corp. for their million-dollar 

DeepFake Detection Challenge. In future works, we intend 
to extend the applicability of our methodology to solving 

other image and video forgery activities and experiment 

with other versions of the proposed CNN architectures to 
improve the accuracy further. We also are working on other 

flagships datasets like FaceForensics++ and CelebDF to 
verify the applicability of our proposed architecture. The 

limitations of using Inception-ResNet-v2 and in detecting 
deepfakes is that when training on regular images and 

testing on negative images, the model accuracy is 
significantly lower than when it is tested on regular images. 

Therefore, current training methods do not effectively train 

models to generalize the concepts . It would certainly not be 
an exaggeration to say that our analysis will aid in the 

design of more robust solutions to tackle the growing 

complexity in the field. 
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Abstract
A compact, low-profile, Band Pass Filter (BPF) based on balanced Dual Composite Right/
Left Handed (D-CRLH) Transmission Line (TL) is proposed in this article. A balanced 
D-CRLH TL can be used to provide wideband filter characteristics due to no frequency 
separation between the RH and LH frequency bands. The proposed D-CRLH TL is 
designed using U-shaped complementary split-ring resonator (UCSRR). The extraction of 
equivalent circuit model of the proposed structure is also performed. The proposed filter 
provides a 3 dB passband range from 2.44 to 5.58 GHz. Further, the bandwidth is enhanced 
by introducing a slot in UCSRR, which resulted in a 3 dB passband range from 1.43 to 5.56 
GHz. The proposed via less BPF has a compact size of 15 × 15 mm2 designed on an FR-4 
substrate with dielectric constant ( �

r
 ) = 4.3. The design analysis of the proposed bandpass 

filter is presented in terms of reflection coefficient, transmission coefficient, propagation 
constant and group delay.

Keywords  Bandpass filter (BPF) · Dual Composite Right/Left Handed (D-CRLH )
Transmission Line (TL ) · Metamaterial · U-shaped complementary split ring resonator 
(UCSRR ) · Microstrip line

1  Introduction

Bandpass filters play an important role in various types of radio frequency (RF) and 
microwave systems in order to accept a particular band of frequencies. With recent 
advancement in wireless communication technology, requirement of highly efficient, 
miniaturised and low cost bandpass filter is also increasing. Several approaches have 
been investigated till date to design high performance filters. Amongst them microstrip 
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technology offers the advantage of compact dimensions, easy integration with circuit 
elements as well as self tuning capabilities.

The requirement of wideband bandpass filters has increased exponentially in past 
few decades. Various techniques are proposed in literature to achieve wideband filter 
characteristics such as coupled line structure [1, 2], ring resonators [3], step imped-
ance resonator [4]. In [5], Sassi et al. developed bandpass filter by linking hexagonal-
omega resonators to microstrip lines. However in these cases the performance achieved 
had a trade-off with the overall size of the structure.

Further, size reduction is achieved when the filters are realised by etching slots 
either on the ground plane or on the microstrip line termed as Defected ground struc-
ture (DGS) and Defected microstrip line (DML) respectively. In [6], CSRRs are etched 
on the microstrip line to achieve low pass characteristics which further extended in [7] 
to achieve bandpass filter characteristics by etching CSRR on the ground plane and 
interdigital capacitor on the microstip line to operate on K-band. Although the band-
width achieved here is narrow.

In [8], the concept of metamaterial transmission lines (TL) is introduced in 2002 to 
achieve wideband structures. These TL metamaterials typically exhibit a LH band at 
lower frequencies and a right-handed (RH) band at higher frequencies and are termed 
as Composite Right/Left Handed Transmission lines (CRLH TL) [9, 10]. Mirroring to 
conventional CRLH behaviour, a novel metamaterial with LC parallel-tank impedance 
and LC series-tank admittance, termed Dual-CRLH TL (D-CRLH) was proposed by 
[11]. Gonzalez et al. [12] proved that the new structure results in larger bandwidth and 
lower losses compared to conventional CRLH TL. While, an unbalanced D-CRLH TL 
can be used to design dual band filters with high rejection between the pass bands [13] 
or bandpass filter with notch bands [14], a balanced D-CRLH TL can be used to design 
a filter with wide transmission bandwidth and low losses [15]. In the case of a bal-
anced D-CRLH TL, the right handed passband (at lower frequency) is followed by the 
left handed passband (at higher frequency) without any frequency separation between 
them.

To the authors knowledge, few state of the art has been available that utilize 
D-CRLH TL as a balanced TL to design bandpass filters. Belenguer et  al. [15] have 
designed a balanced dual-CRLH TL just by modifying the well known Split ring reso-
nator (SRR) to show wider transmission bandwidth. Cano et al. [16] have extended the 
same work by enhancing the design to provide reconfigurable bandwidth and propaga-
tion characteristics. The present work deals with improving the design complexity as 
well as the passband bandwidth within a compact structure.

In this paper a compact sized balanced D-CRLH TL based wideband bandpass filter 
utilizing U-shaped Complementary Split Ring Resonator (UCSRR) is proposed. The 
paper starts with extraction of the material parameters followed by designing and anal-
ysis of D-CRLH TL bandpass filter in the Sec. 2. Then an equivalent circuit model is 
presented in Sect. 3 followed by discussion on bandwidth enhancement technique and 
dispersion characteristics. The proposed design is a via less, D-CRLH TL based wide-
band bandpass filter designed to provide a 3 dB passband from 2.44 to 5.58 GHz which 
further is increased from 1.43 to 5.56 GHz on cutting a slot between the two U-shaped 
resonators (details are discussed in later sections). Finally the measured results are 
compared with the simulated ones in Sect. 4. All the design simulations are performed 
using Computer Simulation Tomography (CST) Microwave Studio [17] and circuit 
simulations are carried out using Advance Design System (ADS) [18].
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2 � Design and Simulation Approach

2.1 � Extraction of Material Parameters of UCSRR

The design of proposed bandpass filter is based on U-shaped complementary split ring resona-
tor (UCSRR) which exhibits negative refractive index near its resonant frequency. This type of 
structure provides 180◦ rotational symmetry, thus avoiding cross polarization and also result-
ing in smaller electrical size as compared to conventional CSRR [19]. The extraction of mate-
rial parameters is performed using time domain solver of CST Microwave studio. The initial 
dimensions of the UCSRR are taken to be according to the sub-wavelength rule of metamate-
rial i.e. less than �∕4 . As the centre frequency is nearly 4 GHz for the intended band so the 
major dimension of the UCSRR is chosen to be 11.5 mm which is optimized further. The 
UCSRR is designed on a FR-4 substrate with relative permittivity = 4.3, and thickness = 1.6 
mm, followed by assigning appropriate boundaries. The structure is designed along XY plane 
where electric boundary is assigned to x-axis, magnetic boundary to y-axis and z-axis is used 
to assign ports (direction of propagation). Figure 1 illustrates the geometry and port assign-
ment of UCSRR unit cell.

Now, effective medium parameters are extracted from the scattering parameters using the 
modified Nicolson-Ross-Weir (NRW) relations presented in [20]. Taking two arbitrary vari-
ables given by following equations:

Complex normalised wave impedance(z) can be obtained by following equations:

(1)V1 = S21 + S11

(2)V2 = S21 − S11

(3)z =

√√√√ (1 + S11)
2 − S2

21

(1 − S11)
2 − S2

21

Fig. 1   Geometry of UCSRR unit cell showing boundary assignment
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Now, permeability(�r ), permittivity(�r)and refractive index(n) are obtained simply by:

where k is the free space propagation constant and d is the unit cell dimension. Figure 2a, 
b respectively shows the real and imaginary part of the extracted material parameters. It 
can be observed that the proposed U-CSRR exhibits negative real effective permittivity 
and permeability in the common frequency range 4.3 GHz to 5.2 GHz, and positive value 
of imaginary permittivity and permeability for the same range. This results in negative 
refractive index which means that the proposed unit cell behaves as a left handed material 
(LHM) in the frequency range 4.3 GHz to 5.2 GHz.

2.2 � Design of D‑CRLH TL Bandpass Filter

Proposed D-CRLH TL based wideband bandpass filter is designed on an FR-4 dielectric 
substrate having compact dimensions 15 × 15 × 1.6 mm2 . Falcon et al. [21] presented that 
a microstrip transmission line incorporated by CSRR on the ground plane shows bandstop 
characteristics, further, on loading the microstrip line with capacitive gaps, the bandstop 
behaviour switches to bandpass one. Thus, the proposed structure of BPF consists of a 
50-Ω microstrip line with capacitive gap on top side and U-shaped CSRR etched on the 
bottom ground plane. The dimensions of microstrip line are chosen to deliver 50-Ω char-
acteristic impedance. Figure  3 illustrates the geometry and dimensions of the proposed 
bandpass filter. The slot, shown in Fig. 3c is introduced between the two U-shaped slots 

(4)�r =
2

jkd
.
1 − V2

1 + V2

(5)�r =
2

jkd
.
1 − V1

1 + V1

(6)� = n∕z

(7)� = nz
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Fig. 2   a Real part of extracted material parameters. b Imaginary part of the extracted material parameters
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to improve the impedance bandwidth of the filter (discussed in Sect. 3). Table 1 gives the 
design parameters of proposed bandpass filter shown in Fig. 3.

The U shaped CSRR structure is a modification of conventional CSRR structure. The 
Fig. 4 shows the evolution steps of the structure. CASE I is the conventional CSRR geom-
etry whose corresponding result in terms of reflection coefficient is indicated by the blue 
graph which shows S11 < −20 dB at the resonant frequency with 3-dB bandwidth of 2 
GHz. The CASE II is a modification of conventional CSRR geometry (providing 180◦ 
symmetry to the structure) as specified in [15] whose result is indicated by red graph 
which shows S11 < −30 dB at the resonant frequency with no significant improvement in 

W

L lp1

(a) (b)

wg1

lg1lp2

wp2

wp1

g

d

(c)

wg1

g verticle

Fig. 3   a Top capacitively loaded microstrip line, b UCSRR etched bottom ground plane without slot, c with 
vertical slot

Table 1   Design parameters of 
the proposed BPF

Parameters Unit (mm) Parameters Unit (mm)

L 15 W 15
lp1 3 wp1 0.3
lp2 14 wp2 0.8
lg1 6.5 wg1 10.5
g 0.5 d 0.5

Fig. 4   Stepwise evolution of 
proposed geometry
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bandwidth. Now, the CASE III is a simplified version of CASE II obtained by removing 
the discontinuities in the left and right arm, it resulted in a significant improvement in the 
reflection coefficient at resonant frequency as well as 3-dB bandwidth.

3 � Results and Discussion

Figure 5 shows the S-parameters of the proposed BPF. It provides a 3 dB passband from 
2.44 to 5.58 GHz with a resonant frequency at 4 GHz. Also, two transmission zeros can 
be observed, one in the lower stopband and other in the upper stopband region, therefore, 
increasing the selectivity of filter and providing good out-of-band rejection level.

3.1 � Extraction of Equivalent Circuit of Proposed Filter

The equivalent circuit extraction is important to study the electrical behaviour of the planar 
design in order to provide ease of integration with any external electrical circuit. In a split 
ring resonator (SRR), each ring can be modelled as an inductor and the gap between the 
rings can be modelled as capacitor. CSRR, being the dual of SRR, shows complementary 
effect where the inductance is substituted by capacitance of the disk and the gap capac-
itance is substituted by inductance between the slotted rings [19]. The proposed design 
consists of U-shaped slots that can be modelled as an equivalent capacitor ( Cc ) whereas 
the copper between slots where the current flows can be represented as inductor ( Lc ). The 
capacitively loaded transmission line on the top of the substrate can be modelled as a series 
combination of an inductor ( Ll ) followed by a gap capacitor ( Cg ) and an inductor ( Ll ). The 
equivalent circuit model of proposed filter is shown in Fig. 6.

Here, the UCSRR equivalent Lc and Cc are divided into two LC tank circuits joined by 
a weak inductance between the upper and lower halves of the structure (L). The parasitic 
capacitances Clg and Ccg are due to the coupling of line with the ground and capacitive gap 
with the middle portion of the bottom structure respectively. The parameters are obtained 
using the procedure described by [15]. The approximate expression for the capacitance 
( Cc ) is give by:

Fig. 5   S-parameters of the pro-
posed BPF without slot
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where aavg is the average length of the U-shaped structure by considering it as a rectangular 
ring, t is the gap between the edges of the U-shaped structure and Cpul is the distributed 
capacitance per unit length and is obtained as:

where �e and c0 are the effective permittivity of the medium and velocity of light in free 
space and Z0 is the characteristic impedance of the CPW line. �e and Z0 are obtained using 
the equations give by [22]. Now, the approximate expression for the inductance ( Lc ) is give 
by [22]:

where bavg is the length of the line between the U-shaped slots whose thickness is repre-
sented as g in the Fig. 3. The circuit is designed in Advanced Design System (ADS). The 
parameters are optimised to match the simulation results as shown in Fig. 5. The optimised 
value of parameters are: Ll = 2.195 nH, Cg = 0.625 pF, Clg = 0.33 pF, Ccg = 1.124 pF, L = 
1.1 nH, Lc = 1.88 nH, Cc = 1.39 pF.

The out-of-band rejection level of the filter can be further improved by using a periodic 
arrangement of the single element. Figure 7 indicates the S-parameter response obtained after 
using two and three elements of the filter, showing improved out-of-band rejection level as the 
number of elements are increased.

(8)Cc = (aavg − t∕2)Cpul

(9)Cpul =

√
�e

c0Z0

(10)Lc =
�0

2

bavg

4

[
ln

(
bavg

g

)
− 2

]

Fig. 6   Equivalent circuit of the 
proposed filter
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3.2 � Bandwidth Enhancement

Now, the separation ‘g’ between the two U-shaped slots is varied in order to observe the 
coupling behaviour between the two adjacent slots. It was observed that on reducing the 
separation distance ‘g’ between the two lateral slots, the passband bandwidth of the pro-
posed filter is increased i.e. the lower cut-off frequency shifts more towards the lower 
side and the higher cut-off frequency shifts more towards the higher side, as illustrated 
in Fig. 8. Also, one can say that the separation between the two transmission zeros on 
the lower and upper stop bands increases with decrease in the distance between the two 
lateral slots which is due to increase in the inductance between them.

Furthermore, when a vertical slot is introduced between the two lateral slots, the 
direction of propagation of current changes, as depicted in Fig.  9, specifically at 1.5 
GHz (Fig.  9c, d). Initially (Fig.  9c), the current enters the port 1 and is equally dis-
tributed on the upper and lower half of the left U-shaped slot and is not allowed to 
propagate further. Whereas, after the introduction of a vertical slot (Fig. 9d), the cur-
rent changes its path and concentrates on the lower half of the structure. The increase 
in concentration of current between the two lateral slots indicate an increase in effec-
tive inductance due to which the lower cutoff frequency shifts towards lower frequency 
side, thus increasing the passband bandwidth of the filter. Figure 10 shows the simulated 

Fig. 7   Simulated S-parameters 
obtained after periodic arrange-
ment of the filter
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S-parameters of the filter after cutting the slot. The effective length ( Leff  ) of the path fol-
lowed by the current at 1.5 GHz (Fig. 9d) can be calculated as,

Fig. 9   Surface current density plot at the bottom surface of proposed filter with slot and without slot respec-
tively at 3.75 GHz (a, b) and at 1.5 GHz (c, d)

Fig. 10   S-parameters of pro-
posed design with (shown by 
solid lines) and without vertical 
slot (shown by dotted lines)
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Now, the frequency can be calculated as,

The theoretically obtained value is close to the simulated value. Thus, the concept is 
validated.

So, now the effect of increase in effective inductance can also be incorporated in the 
equivalent circuit model to demonstrate bandwidth enhancement, as shown in Fig. 11. The 
value of inductance Lc obtained after tuning is 5.066 nH.

So we conclude that the bandwidth of the proposed wideband filter can be increased 
further just by connecting the two U-shaped slots with a vertical slot. Using this technique, 
the 10 dB passband of the filter now includes the 2.4 GHz WLAN band also which was 
earlier confined to 3.5 GHz WiMAX band and 5.2 GHz WLAN band. Therefore, this 
results in the miniaturization of the structure by two times with respect to the lowest 10 dB 
cutoff frequency.

3.3 � Dispersion Characteristics

Figure  12 shows the dispersion diagram of proposed wideband bandpass filter with and 
without vertical slot. The propagation factor here is exp�l where l = 15 mm is the period of 
the structure and � = � + j� is the complex propagation constant in the direction of propa-
gation given by Eq. (13) [23].

Figure  12 shows that the slope ( d�∕d� ) of dispersion curve is negative in region 1. 
This means that the wave has anti-parallel phase velocity ( vp ) and group velocity ( vg ) in 
this region. Whereas, region 2 shows positive slope of dispersion curve exhibiting parallel 

(11)Leff = lg1∕2 + 3wg1 + lg1 + wg1∕4 = 43.87mm.

(12)f =
c

2Leff
√
�r

≈ 1.58GHz

(13)� =
1

l
cosh−1

⎛
⎜⎜⎜⎝

(1 + S11)(1 − S22) + S12S21 +
�

Z01

Z02

�
(1 − S11)(1 + S22) + S12S21

4S21

⎞⎟⎟⎟⎠

Fig. 11   S-parameters of the 
proposed BPF with slot
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vp and vg . Therefore the proposed D-CRLH TL supports backward waves (LH mode) in 
region 1 (above the resonant frequency) and forward wave in region 2 (below the resonant 
frequency). A smooth transition is observed between the two regions at the transition fre-
quency approximately 4.2 GHz in both cases, thus, it is said to be a balanced D-CRLH TL.

Further, the filter characteristics are also studied in terms of group delay, as shown in 
Fig. 13. Proposed bandpass filter exhibits a maximum delay time of 0.63 ns in the pass 
band.

3.4 � Design Synthesis and Parametric Analysis

The parametric analysis is done and design synthesis equations are presented with respect 
to the most significant dimensions of the filter (shown in Fig.  14) in order to help the 
designer choose the optimal dimensions for the filter to synthesize a filter with given speci-
fications. On increasing g from 0.2 mm to 0.7 mm and keeping all the other dimensions 
constant, the transmission zeros shift away from each other increasing the operating band-
width of the filter, as shown in Fig. 14a. Further, increasing lg1 from 5.5 mm to 8 mm again 
results in similar shift of transmission zeros (shown in Fig. 14c) whereas, on varying wg1 

Fig. 12   Dispersion diagram of 
bandpass filter without slot (solid 
line) and with slot (dashed line)
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from 10.5 mm to 12.5 mm, both the transmission zeros shift towards the upper frequency 
side.

Table  2 indicates the synthesis equations of the filter, where f1, f2, f3 and f4 indicate 
the frequency at first transmission zero, first 3-dB cut off, second 3-dB cut off and second 
transmission zero respectively. Using the equations given in Table 2, one can obtain the 
dimensions of the filter according to given frequency of operation, however, minute tuning 
is required to be done.

3.5 � Performance with Different Substrates

The performance of proposed filter is analysed by taking different substrates of same 
height. The Fig. 15 below shows the variation of S11 in dB with respect to frequency for 
three different substrates i.e. Roger 4350 with �r = 3.48 FR-4 with �r = 4.4 and Duroid 
6010 with �r = 10.7. Since the resonant frequency is inversely proportional to the square 
root of the dielectric constant so the operating band shifts towards the lower side as the 
substrate with higher dielectric constant is used and vice versa. However, there is no sig-
nificant change in the reflection coefficient at resonant frequency when the higher dielectric 
constant substrate is used. It can also be observed that the reflection coefficient throughout 
the band degrades in the case of both Roger 4350 and Duroid 6010 as compared to FR-4.

4 � Experimental Results and Discussion

Both designs are finally fabricated and results are measured using Keysight N9914A vector 
network analyzer. Figure 16a, b shows the measured and simulated S-parameters of the pro-
posed filter before and after applying the bandwidth enhancement technique respectively. 
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Table 2   Synthesis equations based on parametric analysis

Parameters Values (mm) Synthesis equations

g 0.2 0.3 0.5 0.7 – – 0.55 f
1
+0.96 f

2
+1.985 f

3
−2.75 f

4
+3.236

wg1 10.5 11 11.5 12 12.5 – 2.99 f
1
-0.62 f

2
+1.29 f

3
+1.185 f

4
−19.327

lg1 5.5 6 6.5 7 7.5 8 −4.97 f
1
−1.86 f

2
−2.97 f

3
+1.011 f

4
+25.386
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Simulated and measured results seem to match fairly well. The measured 3-dB passband 
bandwidth of the proposed filter is 3.29 GHz (82.25 % fractional bandwidth) ranging from 
2.33 GHz to 5.62 GHz which is increased to 4.4 GHz (125.7% fractional bandwidth) rang-
ing from 1.3 to 5.7 GHz, after applying the bandwidth enhancement technique i.e. joining 
the two U-shaped slots by etching out a vertical slot between them.

5 � Comparison with Previously Proposed BPF

Use of metamaterials based structures in planar technology provide exceptional proper-
ties that are generally beyond the scope of conventional structures. A comparative study is 
performed which shows better performance of the proposed metamaterial based bandstop 
filter as compared to previously proposed metamaterial based BPF as well as conventional 
bandstop filters available in literature, given in Table 3.

Fig. 15   Performance analysis 
of proposed filter with different 
substrates of same height
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The comparison table shows that the proposed design provides wider band and compact 
sized filter as compared to the previously proposed ones.

6 � Conclusions

A dual composite right/left handed transmission line based bandpass filter with high stop-
band rejection level has been designed and simulated. Two closely coupled U-shaped reso-
nators are used to fulfil the purpose. A slot is further introduced between the two U-shaped 
slots to increase the bandwidth on account of change in the direction of flow of current 
and increase in effective inductance of the design. The filter provided a 3 dB pass band 
from 2.44 to 5.58 GHz which further increased from 1.43 to 5.56 GHz when the vertical 
slot was placed resulting in miniaturization of the structure by 2 times. The propagation 
characteristics of the filter have been studied that demonstrated the dual balanced CRLH 
line behaviour of the filter. Very small amount of group time delay (0.63 ns) is provided by 
the filter in the passband region. Also, a high return loss of 37.5 dB is achieved at the pass 
band resonant frequency. Finally the designs are fabricated and measured to show close 
proximity to the simulated results.
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Energy demand is increasing with population and technical advancements. Hence the need for solar
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the design of electrification by solar energy using hydrogen energy storage for the science block of
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1. Introduction

The demand for energy in the world is increasing enormously
due to rapid urbanization. In one century alone, the population
has grown by 2 billion and that developed countries have made
significant contributions. Preventing an energy shortage is one of
the 21st century’s most trivial issues. Therefore, energy market is
expanding rapidly in line with the needs of the increasing world
population. The various countries in the world are formed up in
the world by their own tactics, schemes, legislation and close mon-
itoring. World’s available resources are diminishing with popula-
tion growth and development strategies [1]. Therefore,
understanding energy sources is necessary, as they play a major
role in addressing the world’s and people’s needs. For various fac-
tors, accessible energy is not available to citizens, such as the
nation’s development profile, people’s fiscal situation, and techno-
logical advancements. Ecosystem is highly contaminated by the
pollution of multiple fuel based combustion gases that are easily
accessible and used worldwide to fulfill energy demand. Develop-
ing nations are also being pressured to look for energy options, as
their population has increased significantly and economic prosper-
ity is being sought [2]. World Bank and the International Energy

Agency (IEA) predicted that in the next 40 years, the world would
need to double installed energy capacity to satisfy the expected
demands of developed countries [3]. IEA claimed that grid energy
was blocked by 1.3 billion people in developed countries who live
far from towns [4]. Though grid propagation or construction are
the first electrification solutions, the massive investments involved
in these areas make this approach unaffordable [5]. Eighty percent
of people living in rural areas of developed countries historically
use wood to fulfill their energy needs, which has since made defor-
estation one of the worst environmental problems in the world [6].
world’s leading sources of energy today include finite energy
sources such as natural gas, coal and unprocessed crude. Due to
an exponential increase in population and energy consumption,
the world cannot depend solely on small traditional supplies to
satisfy the demand [7]. Inexhaustible energy supplies, also known
as green energy, are available in large numbers at no cost [8]. Due
to the decline in the supply of fossil fuels and coal, volatile oil price,
the rising demand for power, and the risks of global warming,
alternate energies have received significant attention as the source
for electricity generation in recent decades. While development of
green energy seems to be a positive course ahead, there are also
significant drawbacks, including sources which are available over
time, are not sufficiently powerful in all areas and which entail a
high cost of capital. Renewable energy systems have a significantly
greater upfront cost than fossil fuel systems. This is why fossil fuels
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now meet 80 percent of global energy demand, leading to a sub-
stantial environmental impact.

In comparison with other sources of green energy, there has
been significant development in solar energy towards practicabil-
ity since the oil crises of the 1970 s. Sun is a direct or indirect
source of limitless energies and is known for using solar radiation
from the Sun [9]. Solar energy has a leading role in reducing haz-
ardous environmental gases from power generation in response
to environmental emissions questions. IEA estimated that 100Gt
(Gigaton) of CO2 emissions from Solar PV technologies could be
avoided between 2008 and 2050 [10]. The generation of solar
energy has little impact on cultivated soil, decreases the costs of
the distribution of grid transmission lines and enhances life quality
in remote regions [11]. Many solar power sources worldwide have
been deployed as standalone or hybrid systems for electrifying

remote areas in the form of an annual monthly solar radiation
spectrum of 376 kWh/m2 [12].

Contrary to traditional energy sources, renewable sources can-
not provide consistent energy to satisfy energy requirements. Such
sources differ abundantly over the season (e.g., solar and wind)
(e.g., hydroelectric). However, using solar energy in a hybrid device
will remove green power sources from their downside [6]. Hybrid
technology is the best way to generate power in rural areas to
reduce the rising cost of fuel and the cost of grid propagation. It
is also the cheapest replacement for a generator [13]. Because of
its global availability, most hybrid systems locations have priori-
tized solar energy. In cases where solar radiation is insufficient,
hybridization would resolve the possible issue of solar-PV reliabil-
ity. Nature of hybrid solar power systems depends on environmen-
tal conditions and the available energy sources at the site and
consider the most cost-effective and stable source mixture to
reduce unsustainable investment and satisfy demand [5]. It is
desirable to use the more reliable hydrogen storage method, more
effective and more dependable in long-term energy storage [14]. In
the second half of the 21st century, water hydrogen output will
eventually overtake fossil fuels and become the main power carrier
[15]. Water is commonly regarded by the use of term green energy
as a natural and safe source for hydrogen production [16]. Energy
conservation is a good way to solve daylight and storage challenges
by balancing water demand with electricity supply. Electro-
chemical energy storage technologies have gained more attention
because of flexibility, reliability, grid efficiency and high quality
between electricity storage technology [17]. Hydrogen generation
is now one of the most common choices for storing chemical
energy for its high value, energy density, and negligible or close
to zero emissions based on water electrolysis [16].

The current study focuses on designing and evaluating the
hybrid solar- hydrogen energy system for the science block of
Delhi Technological University, Delhi (India). The block has an elec-

Fig. 1. System Layout

Fig. 2. Solar Radiation

Fig. 3. PV Power Output

Table 1
Solar Radiation and Clearness Index

Month Clearness Index Daily Radiation (kWh/m2/day)

January 0.391 2.392
February 0.425 3.111
March 0.524 4.655
April 0.552 5.672
May 0.571 6.339
June 0.598 6.809
July 0.587 6.575
August 0.574 6.050
September 0.551 5.141
October 0.495 3.848
November 0.413 2.637
December 0.384 2.200
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tric load demand of 108.129 MWh/yr. Simulation in HOMER soft-
ware optimized a PV system with a capacity of 240 kW and inte-
grated electrolyzer and fuel cell for hydrogen production and
grid stability.

2. System description

Fig. 1 shows the schematic diagram of the system proposed for
the science block of Delhi Technological University. Hybrid energy

system consists of a PV cell with a capacity of 240 kW to produce
electricity to meet the demand. Electrolyzer uses the excess elec-
tricity produced by PV to make hydrogen by splitting water into
hydrogen and oxygen. Fuel cell produces electricity using stored
hydrogen when the electric load demand of the science block is
not met by PV cell. This ensures the complete stability of the elec-
tricity requirements of the block.

2.1. Solar PV radiation

Solar radiation is reliability in the context of a highly dispersed
energy supply of energy [18]. Their regular cycle can vary widely
and be strongly affected by weather, storm, hazy weather, and
fog. Input data such as solar radiation, local weather conditions
and other techniques of the proposed PV systems are essential
for the modelling of an output simulation [19]. HOMER software
obtains solar data from NASA Prediction of Worldwide Energy
Resources. Solar radiation for Delhi Technological University is
given in Fig. 2. The average daily radiation and clearness index
for every month is shown in Table 1.

3. Result and discussion

HOMER software has simulated the most optimal design with a
net present cost of $1,030,406. Solar photovoltaic produces energy
of 389.865 MWh/yr with a rated capacity of 240 kW and mean out-
put of 44.5 kW, which is also mean output of 1,068 kWh/day. The
maximum output of PV system is 253 kW with a PV penetration of
358% when operated for 4,344 hrs/yr shown in Fig. 3.

Excess energy produced by PV is used to obtain hydrogen
through electrolysis. An electrolyzer with a rated capacity of 80
kW, mean input of 14.7 kW and maximum input of 80 kW is used
to produce hydrogen. Electrolyzer has a capacity factor of 18.4%
with an operation time of 2328 hr/yr and thus having total input
energy of 128,687 kWh/yr as shown in Fig. 4. Thus, electrolyzer
produces hydrogen with a mean output of 0.317 kg/hr and a max-
imum output of 1.72 kg/hr. The total production is 2,773 kg/yr with
a specific consumption of 46.4 kWh/kg.

A hydrogen tank with the autonomy of 53.7 hr and a capacity of
20 kg is used as described in Fig. 5. Simulation has found the con-
tent at the beginning of year to be 2 kg and at the end of year to be
5.83 kg with a storage capacity of 667 kWh. A total of 2,769 kg of
hydrogen is consumed after production through electrolysis. The
average consumption of fuel per day is 7.59 kg and the average
consumption of fuel per hour is 0.316 kg as shown in Fig. 6.

Fuel cell is operated for 5,207 hrs/yr to produce electricity of
46.155 MWh/yr with a capacity factor of 26.3%. Mean electrical
output has been found as 8.86 kW and maximum electrical output
to be 19.4 kW. Specific fuel consumption of fuel cell is 0.06 kg/kWh

Fig. 4. Electrolyzer Input Power

Fig. 5. Hydrogen Tank level (Hourly)

Fig. 6. Hydrogen Tank Level (Monthly)

Fig. 7. Monthly Fuel Consumption

Fig. 8. Hourly Fuel Consumption
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with a fuel energy input of 92,310 kWh/yr. Hence, contributing to a
mean electrical efficiency of 50 percent. Fig. 7 shows the monthly
fuel consumption, while Fig. 8 shows hourly fuel consumption.

Thus, proposed system produces electricity of 436.020 MWh/yr
in which PV produces 389.865MWh/yr that contributes to 89.4% of
total production and fuel cell produces electricity of 46.155 MWh/
yr, which contributes to 10.6% of total production, as shown in
Fig. 9. The produced energy is used to satisfy the DC primary load
of 108,129 kWh/yr for the science block of DTU, Delhi (India).

The total net present cost of the system is $ 1,030,406 and the
operating cost of the system is $ 26,688.37. The cost distribution
graph of various components of the system is given in Fig. 10.

4. Conclusion

Current study looks at the scientific and economic viability of
using solar photovoltaic energy sources to feed the Science Block
of Delhi Technological University, Delhi (India). Hybrid energy sys-
tem uses hydrogen energy storage to stabilize the intermittency of
solar energy to provide a stable electrical current. Total electricity
produced by PV system is 389.865 MWh/yr, with an excess elec-
tricity production of 199.204 MWh/yr. Electrolyzer uses the excess
electricity to produce hydrogen and produce electricity when
needed via fuel cell. The designed energy system uses a PV cell
with a rated capacity of 240 kW and a hydrogen tank of 20 kg. Total
capital of the proposed system is $ 610,000 with a replacement
cost of $ 359,252.87. Operation and maintenance cost of the sys-
tem is $ 201,851.21. Thus, all cost leads to a total net present cost
of $ 1,030,406 with a lifetime of 25 years. Levelized Cost of energy
is obtained as 0.6050 for the PV-hydrogen system. Although cost
per kW for the proposed system is much higher than the cost per
kW of electricity obtained from the grid. It is justified with the
motive of using a cleaner form of energy with no harmful emission.
Integrating hydrogen energy storage with photovoltaic aids in
standalone use of clean energy and support energy transitions. Pro-
posed system’s benefits include climate change reduction,

increased energy sector reliability, and increased power source
stability.
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Abstract—In the present study circular microstrip patch 
antenna is designed for the Ultra High frequency (UHF) band 
of 470MHz-806MHz. Different studies have been published in 
this area for the amelioration of the patch antenna. We can 
choose any antenna application depending upon our 
requirements. There is a big disadvantage of microstrip 
antenna i.e. narrow bandwidth, low efficiency and low gain. To 
enhance antenna gain multilayer are used in the proposed 
design. In this study circular microstrip patch antenna is 
designed and the resonant frequency of the proposed antenna 
is determined for different parasitic patch locations, Feeding 
Point, Shorting Pin, and Substrate thickness. Main Patch is 
shorted with the pin from center.  Resonant frequencies of the 
purposed antenna are investigated by changing the antenna 
parameters like parasitic patch antenna location, Feeding 
Point, shorting pin location, and substrate height (h). It is 
observed that the proposed design can reduce size up to 60%.

Keywords—Parasitic Layer, Circular microstrip patch 
antenna (CMSPA), Compact size 

I. INTRODUCTION 

As the growth of communication engineering increases 
everyone wants to stay connected. This connection can be 
done by only communication link which can be done by 
Antenna only. The height of the antenna is inversely 
proportional to the frequency of operation [1]. For the UHF 
band the height of the antenna will be in meters only. For 
compact size, microstrip patch antenna is a good choice. Due 
to the growing demand for compact antennas for the reduced 
size of products used in personal communication microstrip 
patch antennas received much attention.  The dimensions of 
the antenna can be minimized at the fixed resonant frequency 
by the use of substrate of high permittivity as larger 
permittivity substrate can result in smaller physical 
dimensions at the fixed resonant frequency. The electrical 
properties of an antenna are degraded by the use of dielectric 
as it extracts a part of the surface wave produced for direct 
radiation (space waves). It has been found in the literature 
that the dimensions of the antenna can be downsized 
effectively by shorting ground with the patch[2]-[5]. In 
literature, various methods are available to increased antenna 
gain and bandwidth. The substrate in the microstrip patch 
antenna is required for providing robustness to the antenna 
[6]. In the literature, many techniques are used for designing 
the Microstrip Patch Antenna for dual resonance frequency 
operation such as multilayer patch antenna [7], [8], slotted 
microstrip patch antenna [9] square patch with the 
introduction of notches [10], loading of shorting pin [11] or 
varactor diode[12] and feeding by inclined slot [13]. The  

antenna size reduction is possible by shorting pin technique 
because of transfer of the null-voltage point from the center 
to the edges of the microstrip patch. The circular patch 
antenna dimensions can be effectively minimized, and this 
reduction is limited by the distance between the null-voltage 
point at the center of the patch and the edge of the patch. 

In the present work, a compact circular microstrip patch 
antenna (CMSPA) with a multilayer is proposed. The feed 
location, shorting point location, parasitic patch position, and 
height of the substrate are varied and their effects on the 
performance parameters of the antenna are analyzed. Major 
contributions of the proposed work are i) The proposed 
antenna can work in the UHF TV band. ii) The relation 
between antenna parameters such as permittivity, substrate 
height, shorting pin position, feeding point, and location of a
parasitic patch with the compactness of antenna is also 
described. iii) It is found that when shorting pin point 
location is transferred from center of the patch to the 
peripheral of the driven patch return loss is deteriorated. v) 
Shorting pin at center of ground significantly reduce the size 
of the antenna. 

This paper is organized into four sections. The second 
section of the paper describes the design of proposed 
antennas while demonstrating the effect of parasitic patch 
location, feeding point, shorting point, and substrate 
thickness in the UHF TV band. The third section of the paper 
discusses the effect of these variations on antenna size 
reduction. The final section concludes the findings and 
observations in the presented work. The proposed antenna is 
designed with optimized feed location and centre of the 
driven patch is shorted with the ground by pin to minimize 
the dimensions of antenna.  

II. PROPOSED ANTENNA DESIGN

A Compact CMSPA is designed with a fixed working 
frequency of 480MHz. The proposed design of circular 
microstrip patch antenna is shown in Fig.1.below. Here a is 
the radius of the circular Patch. 

The radius of CMSPA is calculated from the design 
equation of circular patch antenna i.e. 

                                  (1)

where . 
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Fig. 1. Proposed Circular Microstrip Patch Antenna 

In the proposed design substrate FR4 with permittivity 
4.4 and substrate height, 1.6mm is used. The dimensions of 
the antenna can be minimized by shorting the patch with the 
ground. The center of CMSPA is shorted with the ground. 
Further, the size is reduced by using a parasitic layer. In the 
proposed design one parasitic layer is used on the main 
patch. The radius of the patch used on the first parasitic layer 
is also calculated from the design equation of circular patch 
antenna with a working frequency of 490MHz. Feed point 
varies at various location to get the optimized location of 
feeding. The position of a parasitic patch is varied from 
center to peripheral of the main patch to get the minimization 
of an antenna. Variation of substrate height and permittivity 
also studied here. High-Frequency Structure Simulator 
(HFSS) is used for designing of antenna and driven patch is 
feed by coaxial cable. 

III. RESULTS

Location of feed point is optimized by taking values at 
different points and from Fig.2 it is cleared that when the 
feeding location is moving from center of the patch on its 
diagonal to the peripheral of the driven patch we are getting 
improved S11 towards resonant frequency. This optimized 
feed point is used for feeding of the proposed antenna. 

Fig. 2. Return Loss at different feed location 

The S11 graph of the main CMSPA is shown in Fig.3 
from the figure it is found that there is a difference of 
4.3778MHz in the resonant frequency of calculated value 
and designed value.  The gain of the proposed designed is 
shown in Fig. 4. 

Fig. 3. Return Loss 

Fig. 4. Gain Plot 

Now to optimize the location of shorting pin various 
points have been simulated and after simulation, it is verified 
from Fig. 5, that when shorting pin location is moving from 
center to the peripheral of the driven patch return loss is 
going to deteriorate. Size reduction is possible when center 
of the driven patch is shorted with the ground.  

Fig. 5. Return Loss at different location of shorting pin 

It is found that without shorting pin circular patch 
antenna resonates at its lowest frequency i.e. 484.3778 MHz. 
It is shown in Fig. 6 that, when the center of the circular 
patch is shorted with a pin, the resonant frequency is 
significantly reduced.  It can be seen that positions of 
shorting pin affect the resonant frequency. 58 % size 
reduction can be possible by shorting pin technique.  

2
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Fig. 6. Return Loss of center short main CMSPA 

As shown in Fig.1 the location of 1st parasitic patch is 
also varied to get optimized results. The location of the 1st 
parasitic patch is varied from center to peripheral of the main 
patch and it is cleared from Fig 7 that the resonant frequency 
shifted from 484.3778MHz to 192.56MHz.  S11 is also 
improving and resonant frequency is decreasing as the 
parasitic patch position is moving from center to peripheral 
of the driven patch. Corresponding values are shown in 
Table 1 which shows that at center position proposed 
antenna is working at a resonant frequency of 478.10MHz 
and a lower frequency of 192.56MHz at the peripheral 
position. 60% size reduction is achieved by using a parasitic 
patch at the peripheral with optimized feed location and 
shorting pin position on the driven patch. 

Fig. 7. Return Loss at the various position of parasitic patch 

TABLE I. RETURN LOSS AT DIFFERENT FEED LOCATION

Location S11 at Lower Frequency S11 at Resonant 
Frequency

91.4,91.4 -14.58dB(200.40MHz) -21.57 dB(478.10MHz)
81.4,91.4 -15.41dB(197.27MHz) -14.29 dB(476.53MHz)
71.4,91.4 -16.27dB(194.13MHz) -11.49 dB(463.98MHz)
61.4,91.4 -16.76dB(194.10MHz) -11.34 dB(453MHz)

0,91.4 -18.03dB(192.56MHz) -11.23 dB(448.29MHz)

Substrate height also affects the miniaturization of an 
antenna. From Fig. 8 and 9, it is found that for size reduction 
height of the parasitic substrate as well as the main substrate 
should minimum.  

Fig. 8. Return loss for different height of the parasitic patch 

Fig. 9. Return Loss for different height of both substrate 

IV. CONCLUSION 

In this paper, the circular patch antenna is designed. The 
relation between resonant frequencies of a shorting pin-
loaded circular patch antenna is described. The relation 
between antenna parameters such as permittivity, substrate 
height, shorting pin position, feeding point and, the location 
of parasitic patch with the compactness of antenna is also 
described. The proposed antenna is designed with optimized 
feed location and center of the driven patch is shorted with 
the ground by pin. In the proposed design the size can be 
reduced up to 60%. The error in the operating frequency of 
the designed and simulated antenna is approximately 0.4%. 
The proposed design is having return loss of -21.5dB.
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In this paper, the design of the cavity-based photonic crystal (PhC) ‘OR’ Gate has been proposed. The
structure consists of three waveguides and two square resonators in a PhC composed of cylindrical rods
of GaAs in air. The designed logic gate possesses multi input processing capability. The processing of mul-
tiple inputs on a single structure (Hardware) makes it idiosyncratic. Owing to its petiteness, fastness, and
multi-input processing ability, the proposed structure overcomes constraints of modern electronics.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the National Conference on
Recent Advances in Functional Materials-2020.

1. Introduction

The speed of light is the fastest speed humans have recorded
yet. So it is an intelligent practice to make use of optical waves
in order to make current devices faster. For instance, using optical
signals in Fibre-optic communication boosted data transmission
speed. Owing to its high speed, no radio frequency (RF) interfer-
ence and low power requirements, optical signals are far more sig-
nificant than electrical signals. Consequently, the concept of using
optical signals for processing purposes has recently prevailed. The
devices based on optical signal processing have a large bandwidth
and high speed. If optical processors are developed there will be no
need of converting optical signals from optical fibre back to electri-
cal signals. Furthermore, a natural processor i.e. brain uses electri-
cal signals, hence using electrical signals in processing devices will
end up with a processor similar to the brain but using optical sig-
nals will lead to significantly different processors [1].

The most fundamental component of processing devices are
logic gates. Hence optical logic gates are a very essential compo-
nent for future optical processors and integrated optical circuits.
Thus a lot of research work has been done on optical logic gates
[2–11].

An optical logic PhC ‘OR’ logic gate, with a provision of process-
ing multiple inputs on a single structure has been designed and

analysed. If the inputs of different frequencies are given to the pro-
posed optical ‘OR’ gate, then output of respective frequencies is
obtained at the output port which can be separated by optical fil-
ters. The PhC consists of GaAs rods assembled in a square lattice,
with air in their gaps. Two square resonators and three waveguides
have been drafted on a photonic crystal structure. The square res-
onator is highly frequency-selective, making the design effective.
In this paper, two optical signals of different frequencies have been
used to provide two sets of input signals [(0,1)&(0,0)], and different
output for both frequencies i.e. ‘10 for the first frequency and ‘00 for
the second frequency which can be separated at the end. Hence,
two input sets are processed on a single structure, which will dou-
ble the processing speed of the logic gate.

2. Design of the proposed ‘OR’ logic gate

A two-dimensional PhC has been used to design and analyse the
optical ‘OR’ logic gate. It consists of 24a � 10a two dimensional
square lattice where ‘a’ is lattice constant with value 0.595 mm.
In the proposed structure radius ‘r’and the refractive index of GaAs
rods have been taken as 0.09 mm and 3.5 respectively.

Fig. 1 illustrates the design of the proposed logic gate. It consists
of three waveguides of width 2a and two square resonators having
inner and outer side length 3a and 5a respectively. The structure
has six ports. Port A & Port B are input ports and Port C is the out-
put port. Port ’C’ & ’F’ are Backward and Forward drop Output and
Port ’D’ & ’E’ are Transmission port [12].
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3. Operating principle

3.1. Resonant wavelength and operating wavelength

At a certain wavelength, an optical wave coming at the input
port reaches the backward drop port through the square resonator.
This wavelength is called resonant wavelength. Optical waves hav-
ing wavelength equal to resonant wavelength interfere construc-
tively in square loop. Hence the round trip path difference in the
square loop is an integral multiple of wavelength. Theoretical cal-
culation of Resonant wavelength of the square resonator is as
follows:

Path difference of the wave in a round trip inside the cavity is
equal to the perimeter of the square which lies between 4 � 3a
to 4 � 5a i.e. 12a < D< 20a. Average path difference is 4 � 4a, Dx
= 4 � 4a.

Let k be the resonant wavelength, hence it satisfies the
condition

Dx ¼ nk, where n is an integer

) 16a ¼ nk

) k ¼ 9:5;4:7;3:1;2:3;1:9;1:5;1:3;1:1:::mm, For n = 1, 2, 3 . . ... . .
The operating wavelength is the wavelength which satisfies res-

onating conditions as well as lie in a photonic band gap (1265 nm
to 1750 nm) as shown in Fig. 2. Hence the operating wavelength
1.5 mm lies in the middle of the gap for proper propagation.

To choose operating wavelength precisely, optical waves having
wavelength in the operating range are given at input port and the
electric field strength is measured at Backward drop port (Port C)
and Transmission Port (Port D). As shown in Fig. 3 & 4, a sharp peak
as well as a sharp trough is observed at Port C and Port D respec-
tively when input wavelength is 1550 nm. Hence this wavelength
is chosen as an operating wavelength. Fig. 5 compares electric field
distribution at wavelength 1540 nm and 1550 nm and shows that
an optical wave having wavelength equal to 1550 nm reaches port
C through the square resonator.

3.2. Impact of Rod’s radius variation on operating wavelength

Fig. 6 shows the variation of Electric Field strength at the output
port with wavelength of the input optical wave, for various values
of radius ‘r’. The operating wavelength i.e. the wavelength corre-
sponding to the maximum Electric field strength, increases with

the increase in ‘r’. For r = 80 nm its value is 1520 nm and as ‘r’
increases to 100 nm, its value increases to 1574 nm.

Fig. 7 shows the variation of operating wavelength with the
radius of the rod. The proposed structure gives freedom to choose
the radius of the rod, which makes structure compatible with the
manufacturing process. The desired operating wavelength can be
achieved too, by opting the rod’s radius appropriately.

Fig. 1. The proposed structure of PhC OR gate.

Fig. 2. Band gap of proposed design for TM mode.

Fig. 3. Electric field strength at Backward drop Port.

Fig. 4. Electric field strength at Transmission port.
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4. Results and discussion

The two-dimensional PhC optical logic ‘OR’ gate structure has
been simulated on Comsol Multiphysics, Version 5.5 using Electro-
magnetic Wave Frequency Domain (EWFD) Wave Optics Module.
Finite element method is used to analyse the Logic gate
performance.

4.1. Device operation as an ‘OR’ gate

Fig. 8 shows working states of the proposed logic OR gate. When
logic ‘10 is given at Port A and logic ‘00 at Port B, electric field
strength at Port C is obtained to be 1.92 V/m. Hence the output
is logic ‘10. If logic ‘10 is given at both ports i.e. Port A & Port B,
then electric field strength at Port C is 3.78 V/m as shown in
Fig. 8. Hence, it has been analysed that if any one input is logic’10

the output is also logic ‘10 i.e. the logic gate behaves as ‘OR’ Gate.
Table 1 represents the truth table of the logic gate.

5. Features of multiple input processing

Fig. 9 shows that an electric field strength of 3.17 V/m is
obtained at the output port when a wave having a wavelength of
1657 nm is used. If both waves of wavelength 1550 nm &

Fig. 5. Electric Field distribution for input wavelength (a) 1540 nm & (b) 1550 nm.

Fig. 6. Electric field strength at Port C vs Wavelength, for various values of ‘r’.

Fig. 7. Operating wavelength variation with rod radius.

Fig. 8. Electric field distribution for input (a) A = 1, B = 0 (b) A = 0, B = 1 (c) A = 1,
B = 1.
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1657 nm are given at the input Port A simultaneously, then at Port
C there will be the corresponding output for both. Since their fre-
quencies are significantly different hence they can be separated
by using an optical filter. In this way, two inputs can be processed
on a single structure. By adjusting the perimeter of the square,
radius of rods and lattice constant, the wave of desired frequencies
can be used. In electronic circuits, the approach to process multiple
inputs is not feasible as the response of electronic devices such as
BJT, FET, etc varies significantly with frequency. The proposed
method of using multiple wavelengths in a single structure not
only makes the logic gate faster but also reduces the size and the
cost of the device.

6. Conclusion

In this paper, we have depicted the design of the PhC optical
logic ‘OR’ gate and discussed its performance based on simulation
results. The device is performing as an ‘OR’ gate as depicted by the
Table 1. The performance has been optimized by varying parame-
ters like the lattice constant, the radius of rods and square side
length. As the device is frequency selective therefore it is far less
affected by the noise as compared to electronic devices. The device
is capable of processing multiple inputs simultaneously which
makes the device faster. The analysis of performance had been
done by the Finite Element method on the Comsol Multiphysics
Version5.5 platform. Non-Linear effects were not included hence

it can operate at low power although the variation of refractive
index with frequency is included. If the feature of multi-input pro-
cessing in further devices like Flip-Flop, Mux, Adder, etc is imple-
mented then the vision of a very fast and compact processor can
be accomplished.
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ABSTRACT: Braking system is a means of converting momentum into heat energy by creating friction in the 
wheel brakes. The braking system which works with the help of hydraulic principles is known as hydraulic 
braking systems. The most frequently used system operates hydraulically, by pressure applied through a liquid. 
These are the foot operated brakes that the driver normally uses to slow or stop the car. Our special interest in 
hydraulics is related to the actions in automotive systems that result from pressure applied to a liquid. This is 
called hydraulic pressure. Since liquid is not compressible, it can transmit motion. A typical braking system 
includes two basic parts. These are the master cylinder with brake pedal and the wheel brake mechanism. The 
other parts are the connecting tubing, or brake lines, and the supporting arrangements. The present paper is 
about designing of Twin master cylinder system for and all-terrain vehicle and doing a feasibility study of its 
strength using ANSYS. Our work is focused on reducing weight which is one of the factors to increase the 
efficiency. Reduction in weight and space, due to its compactness. The twin Master cylinder system is a great 
advancement in braking system for an ATV. 3-D CAD modeling is done using SOLIDWORKS 2017, whereas the 
analysis of its strength is done using ANSYS. 

Keywords: Hydraulic System, Brake, Master Cylinder, Analysis, Design, Twin Master Cylinder 

 

 

I. INTRODUCTON 

Master cylinder is a component of hydraulic braking system and it is just a simple piston inside a cylinder. 
Master cylinder is the key element of braking system which initiates and controls the braking action. A reservoir 
is attached to the master cylinder to store brake fluid. A master cylinder having a reservoir and a cylinder 
formed from a single piece of molded material. Master cylinder is a component of hydraulic braking system and 
it is just a simple piston inside a cylinder. Master cylinder is the key element of braking system which initiates 
and controls the braking action. A reservoir is attached to the master cylinder to store brake fluid. A master 
cylinder having a reservoir and a cylinder formed from a single piece of molded material [1-3]. The master 
cylinder displaces hydraulic pressure to the rest of the brake system. It holds the most important fluid in your 
car, the brake fluid. It actually controls two separate subsystems which are jointly activated by the brake pedal. 
This is done so that in case a major leak occurs in one system, the other will still function. The two systems may 
be supplied by separate fluid reservoirs, or they may be supplied by a common reservoir. Some brake 
subsystems are divided front/rear and some are diagonally separated. When you press the brake pedal, a push 
rod connected to the pedal moves the "primary piston" forward inside the master cylinder. The primary piston 
activates one of the two subsystems [4-6]. The hydraulic pressure created, and the force of the primary piston 
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spring, moves the secondary piston forward. When the forward movement of the pistons causes their primary 
cups to cover the bypass holes, hydraulic pressure builds up and is transmitted to the wheel cylinders. When the 
brake pedal retracts, the pistons allow fluid from the reservoir to refill the chamber if needed. Electronic sensors 
within the master cylinder are used to monitor the level of the fluid in the reservoirs, and to alert the driver if a 
pressure imbalance develops between the two systems. If the brake light comes on, the fluid level in the 
reservoir(s) should be checked. If the level is low, more fluid should be added, and the leak should be found and 
repaired as soon as possible [7-11].  
 
The master cylinder displaces hydraulic pressure to the rest of the brake system. It holds the most important 
fluid in your car, the brake fluid [12]. It actually controls two separate subsystems which are jointly activated by 
the brake pedal. This is done so that in case a major leak occurs in one system, the other will still function [13-
15]. The master cylinder displaces hydraulic pressure to the rest of the brake system. It holds the most important 
fluid in your car, the brake fluid. It actually controls two separate subsystems which are jointly activated by the 
brake pedal. This is done so that in case a major leak occurs in one system, the other will still function [16-19]. 
The two systems may be supplied by separate fluid reservoirs, or they may be supplied by a common reservoir. 
Some brake subsystems are divided front/rear and some are diagonally separated. When you press the brake 
pedal, a push rod connected to the pedal moves the "primary piston" forward inside the master cylinder. The 
primary piston activates one of the two subsystems [20-22]. The hydraulic pressure created, and the force of the 
primary piston spring, moves the secondary piston forward. When the forward movement of the pistons causes 
their primary cups to cover the bypass holes, hydraulic pressure builds up and is transmitted to the wheel 
cylinders [23-26]. 
 

II. DESIGN CONSIDERATIONS OF MASTER CYLINDER 

The basic information about brake system and its master cylinder, function, purpose, working principle, 
different shape and size of master cylinder, failure considerations has been taken from automotive brake system. 
The work done by brake system parts manufacturers tells that cost mold brake master cylinder made of cast iron 
was used universally in all the old car and light trucks and after that there has been increased research done on 
improving the mileage of the vehicle by reducing the weight. The research made a way to concentrate on 
reducing the weight of brake master cylinder by changing the materials [27, 28].  

The manufacturers came up with new idea of composite master cylinder having integral body made of 
aluminum and reservoir made of plastic material and thus reducing the weight when compare to cost mold 
master cylinder made of cast iron. Those manufacturers are concentrating on reducing weight of master cylinder 
by changing the material and by changing the type of manufacture [29]. This information gives basic steps for 
this project in taking reduction of weight further and considering plastic material to design brake master 
cylinder. The second edition of brake design and safety gives basic design considerations to design safer brakes 
and its components. The standard of quality of brake technology as changed over the last two decades. The new 
design can only be achieved through proper research, through the use of sound engineering concepts and testing 
the results of small design changes. The information provided by the author has helped in considering 
engineering design concepts, safety considerations, material selection, guides, standards and practices for the 
project [30]. 

III. Experiment Calculations 

Important Parameters: 

Pedal Force applied by driver (FP) = 250 N Pedal Leverage = 4.5 
Wheel Torque (Tc) = 161 Nm 
Brake caliper piston diameter (Dc) = 32 mm Maximum piston travel of caliper (Lc) = 1.5mm Radius of 
disc (R) = 190 mm 
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Assumptions: 

Deceleration = 0.8g 
Coefficient of friction between tire and ground = 0.78 Coefficient of friction between pads and 
Disc = 0.35 Dynamic weight transfer = 75.66 kg 
 
Piston Diameter Calculations: 
FM  = Force on master cylinder 

Fm  = Fp x l 

FC  = Force on caliper 

Fc  = Tc/R 

Ac  = Area of caliper piston 

A  = (π /4) x Dc2 

P  = Pressure in the system 

P  = Fc/Ac 

Am  = Area of piston 

Am = Fm/P 

M  = Master cylinder bore diameter 

Dm  = √ (Am x 4/ π) 

 

Stroke Length Calculations: 

V  = Volume displaced by caliper piston 

V  = π x Dc2 x Lc / 4 

Lm = Stroke length of master cylinder 

Lm  = 4 x V / π x Dm2 

 

IV. CAD MODELING 

Finite Element Analysis is a practical application of Finite Element Method (FEM). FEM is a numerical 
technique for finding approximate solutions to boundary value problems for partial differential equations. It uses 
subdivision of a whole problem domain into simpler parts, called finite elements, and variational methods from 
the calculus of variations to solve the problem by minimizing an associated error function. Analogous to the 
idea that connecting many tiny straight lines can approximate a larger circle, FEM encompasses methods for 
connecting many simple element equations over many small subdomains, named finite elements, to approximate 
a more complex equation over a larger domain. 

A simple structural analysis was performed as the first step to see if components were structurally strong. If a 
component failed with the loadings, then no need to continue stress or fatigue analysis since the component is 
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not strong enough to be used. The analysis of the various components of the master cylinder was done in 
ANSYS 16.0 WORKBENCH for meshing as well as solving. 

Meshing of all the parts was done in ANSYS. The mesh is generated by using tetrahedron elements of 1 mm 
size. Mesh quality is further improved by using proximity and curvature function. This improves mesh density 
where curvature is small or edges are closed in proximity. 

Material used is Al 6061 with Syt=350 Mpa, 

Poisson’s ratio=0.33 and Density=2700 kg/m3. 

The boundary conditions applied are pressure generated in cylinder casing and the axial force applied through 
the push rod. The casing is fixed at the mounting points. For the braking system consider which is for an ATV 
the applied braking force is assumed to be 350 N. The force is magnify by the leverage of 4.5 provided by the 
pedal assembly and 1575 N force is applied by the push rod. Also the maximum pressure generated in system is 
applied on inner surfaces of casing. 

The results of maximum stress and deformation shows that the master cylinder is safe for designed shell and 
mounting thickness. 

Maximum Stress (Cylinder casing)   = 177.6 Mpa 

Maximum Deformation (Cylinder casing)  = 0.02 mm 

Maximum Stress (Piston)    = 138.52 Mpa 

Maximum Deformation (Piston)   = 0.0108 mm 

V. ANALYSIS 

 

 

Figure 1: FEM Design analysis step 1 
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Figure 2: FEM Design analysis step 2 

 

Figure 3: FEM Design analysis step 3 

 

Figure 4: FEM Design analysis step 4 
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VI. CONCLUSIONS 

Vehicle dynamics have been carefully studied. It included design of rear and front suspension, load transfer 
calculations, design of springs, selection of bearings and analysis in ANSYS Workbench. The purpose of the 
paper is not only the designing of suspension and steering of hybrid tricycle but also to provide in depth study to 
increase the performance of the vehicle in terms of vehicle dynamics. Design features have been proven 
effective in terms of vehicle dynamics and the results from FEA indicate the real track performance is quite safe. 
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Abstract— Cyberbullying is a major problem encountered 
on internet that affects teenagers and also adults.It has lead to 
mishappenings like suicide and depression.Regulation of 
content on Social media platorms has become a growing need. 
The following study uses data from two different forms of 
cyberbullying, hate speech tweets from Twittter and comments 
based on personal attacks from Wikipedia forums to build a 
model based on detection of Cyberbullying in text data using 
Natural Language Processing and Machine learning. Three 
methods for Feature extraction and four classifiers are studied 
to outline the best approach. For Tweet data the model 
provides accuracies above 90% and for Wikipedia data it gives 
accuracies above 80%. 

Keywords—Cyberbullying, Hate speech, Personal attacks, 
Machine learning, Feature extraction, Twitter, Wikipedia 

I. INTRODUCTION

Now more than ever technology has become an integral 
part of our life. With the evolution of the internet. Social 
media is trending these days. But as all the other things 
misusers will pop out sometimes late sometime early but 
there will be for sure.Now Cyberbullying is common these 
days. 

Sites for social networking are excellent tools for 
communication within individuals. Use of social networking 
has become widespread over the years, though, in general 
people find immoral and unethical ways of negative stuff. 
We see this happening between teens or sometimes between 
young adults. One of the negative stuffs they do is bullying 
each other over the internet.In online environment we 
cannot easily said that whether someone is saying something 
just for fun or there may be other intention of him. 
Often,with just a joke,"or don't take it so seriously," they'll 
laugh it off.Cyberbullying is the use of technology to harass, 
threaten, embarrass, or target another person. Often this 
internet fight results into real life threats for some 
individual. Some people have turned to suicide. It is 
necessary to stop such activities at the beginning. Any 
actions could be taken to avoid this for example if an 
individual’s tweet/post is found offensive then maybe 
his/her account can be terminated or suspended for a 
particular period. 

So, what is cyberbullying?? 
Cyberbullying is harassment, threatening, embarrassing or 

targeting someone for the purpose of having fun or even by 
well-planned means 

II. BACKGROUND

Researches on Cyberbullying Incidents show that 11.4% of 
720 young peoples surveyed in the NCT DELHI were 
victims of cyberbullying in a 2018 survey by Child Right and 
You, an NGO in India, and almost half of them did not even 
mention it to their teachers, parents or guardians. 
22.8% aged 13-18 who used the internet for around 3 hours a 
day were vulnerable to Cyberbullying while 28% of people 
who use internet more than 4 hours a day were  victims. 
There are so many other reports suggested us that the impact 
of Cyberbullying is affecting badly the peoples and children 
between age of 13 to 20 face so many difficulties in terms of 
health, mental fitness and their decision making capability in 
any work. Researchers suggest that every country should 
have to take this matter seriously and try to find solution. In 
2016 an incident called Blue Whale Challenge led to lots of 
child suicides in Russia and other countries . It was a game 
that spread over different social networks and it was a 
relationship between an administrator and a participant. For 
fifty days certain tasks are given to participants . Initially 
they are easy like waking up at 4:30 AM or watching a 
horror movie . But later they escalated to self harm which let 
to suicides. The administrators were found later to be 
children between ages 12-14. 

III. LITERATURE SURVEY

Lot of research have been done to find possible solutions 
to detect Cyberbullying on social networking sites.Ting,I- 

 

 

Fig. 1. Cyberbullying cases in India 2017-2018 
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Hsien[1] used an approach using keyword matching, opinion 
mining and social network analysis and got a precision of 
0.79 and recall of 0.71 from datasets from four 
websites.Patxi Gal´an-Garc´ıa et al.[2] proposed a hypothesis 
that a troll(one who cyberbullies) on a social networking 
sites under a fake profile always has a real profile to check 
how other see the fake profile. They proposed a Machine 
learning approach to determine such profiles. The 
identification process studied some profiles which has some 
kind of close relation to them. The method used was to select 
profiles for study, acquire information of tweets, select 
features to be used from profiles and using ML to find the 
author of tweets. 1900 tweets were used belonging to 19 
different profiles. It had an accuracy of 68% for identifying 
author. Later it was used in a Case Study in a school in Spain 
where out of some suspected students for Cyberbullying the 
real owner of a profile had to be found and the method 
worked in the case.   The following method still has some 
shortcomings. For example a case where trolling account 
doesnt have a real account to fool such systems or experts 
who can change writing styles and behaviours so that no 
patterns are found . For changing writing styles more 
efficient algorithms will be needed. 

Mangaonkar et al. [3] proposed a collaborative detection 
method where there are multiple detection nodes connected 
to each other where each nodes uses either different or same 
algorithm and data and results were combined to produce 
results. P. Zhou et al.[4] suggested a B-LSTM technique 
based on concentration. Banerjee et al.[5]. used  KNN with  
new embeddings to get an  precision of  93%. 

Kelly Reynolds, April Kontostathis and Lynne Edwards[6] 
propose a Formpring(A forum for anonymous questions-
answers) dataset which gives recall of 78.5% using Machine 
learning Algorithms and oversampling due to imbalance in 
cyberbullying posts  Jaideep Yadav, Kumar and Chauhan [7] 
used a latest language model developed by google called 
BERST which generates contextual embeddings for 
classification. The model gave a F1 score of 0.94 on form 
spring data and 0.81 on Wikipedia data.Maral Dadvar and 
Kai Eckert[8] trained deep neural networks on 
Twitter,Wikipedia and Formspring datasets and used the 
model on Youtube dataset for the same and achieved F1 
score of 0.97 using Bidirectional Long Short-Term 
Memory(BLSTM) model.Sweta Agrawal and Amit Awekar 
[9] used similar same datasets for training Deep Neural
Networks but one of its key focus is swear words and their
use as features for the task. They determined how the
vocabulary for such models varies across various Social
Media Platforms.Yasin N. Silva,Christopher Rich and
Deborah Hall[10] built BullyBlocker,a mobile application
that informs parents of cyberbullying activities against their
child on Facebook which counted warning signs and
vulnerability factors to calculate a value to measure
probability of being bullied

IV. PROPOSED METHODOLOGY

Cyberbullying detection is solved in this project as a binary 
classification problem where we are detecting two majors 
form of Cyberbullying: hate speech on Twitter and Personal 
attacks on Wikipedia and classifying them as containing 
Cyberbullying or not. 

Fig. 2 describes the methodology used for solving the 
problem which is applied on both the datasets. 

Fig. 2. Methodology 

V. DATASET

A. Twitter Dataset

The Twitter Dataset is combined from two datasets
containing hate speech : 

 Hate Speech Twitter Dataset by Waseem, Zeerak
and Hovy, Dirk[11] which contains 17000 tweets
labelled for sexism or racism. The tweets are mined
using the annotations .5900 tweets are lost due to
accounts being deactivated or tweet deleted.

 Hate Speech Language Dataset by Davidson,
Thomas and Warmsley, Dana and Macy, Michael
and Weber, Ingmar[12].It contained 25000 tweets
obtained by crowdsourcing.

This gives total 35787 tweets for the task distribution for 
which is shown in Fig. 3.For the following dataset, 70 
percent(25,050) of this dataset is used as training data and 30 
percent as testing data(10,737) . 

B. Wikipedia Dataset

The Wikipedia dataset by Wulczyn, Thain and Dixon[13]
contains 1M comments labelled for Personal attacks.For the 
analysis 40000 comments are used from the dataset from 
which 13000 comments are labelled as Cyberbullying due to 
personal attack. These comments are extracted from 
conversations between editors of pages on Wikipedia labelled 
by 10 annotators via Crowd Flower. For this dataset the same 
split(70 percent i.e 28000 to training data and 30 percent i.e 
12000 to testing data ) is used.Fig. 4 shows its distribution 

Non 
Offensive

35%
Offensive

65%

Fig. 3. Distribution of Tweets in Twitter Dataset 

Dataset 

Data Preprocessing 

Feature extraction 
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Fig. 4. Distribution of Comments for Wikipedia Dataset 

VI. DATA PREPROCESSING

Fig. 5 shows a data processing pipeline used for both the 
datasets. First all text data are converted to lowercase.Then 
some words like “what’s” or “can’t” are converted to “what 
is” or “can not”.Also,all the punctuations are removed using 
the string library..Then following Natural Language 
Processing techniques are used using Natural Language 
Toolkit: 

 Tokenization: In tokenization we split raw text into
meaningful words or tokens. For example, the text
“we will do it” can be tokenized into ‘we’, ‘will’,
‘do’, ‘it’. Tokenization can be done into words called
word tokenization or sentences called sentence
tokenization. Tokenization has many more variants
but in the project we use Regex Tokenizer. In regex
tokenizer tokens are decided based on rule which in
the case is a regular expression. Tokens matching the
following regular expression are chosen Eg For the
regular expression ‘\w+’ all the alphanumeric tokens
are extracted.

 Stemming: Stemming is the process of converting a
word into a root word or stem. Eg for three words
‘eating’ ‘eats’ ‘eaten’ the stem is ‘eat’. Since all three
branch words of root ‘eat’ represent the same thing it
should be recognized as similar. NLTK offers 4 types
of stemmers: Porter Stemmer, Lancaster Stemmer,
Snowball Stemmer and Regexp Stemmer. The
following project uses PorterStemmer.

 Stop word Removal: Stop words are words that do
not add any meaning to a sentence eg. some stop
words for english language are: what, is, at, a etc.
These words are irrelevant and can be removed.
NLTK contains a list of english stop words which can
be used to filter out all the tweets. Stop words are
often removed from the text data when we train deep
learning and Machine learning models since the
information they provide is irrelevant to the model
and helps in improving performance.

VII. FEATURE EXTRACTION

Feature extraction is important for Natural Language 
Processing.Texta data can not be classified by classifiers 
therefore they need to be converted to numerical data. Each 
document (tweet or comment in this case) can be written as 
a vector and those vectors can be used for classification. The 
following project studies three Feature extraction methods: 

Fig. 5. Data Preprocessing Pipeline 

Bag of Words, TF-IDF and Word2Vec. 

A. Bag of Words model

The BoW that is bag of words model is a simple method
of extracting features from documents that uses occurrence 
of words within a document. Bag of Words model has two 
important parts: 

 A vocabulary of words(tokens) derived from all
documents

 A way of measuring all these words as features in
each document

It is referred to as ‘bag’ because the model only concerns 
with the word rather than its order of occurrence in the 
document. The intuition for this method is that similar 
documents have similar words in them. 

The Bag of Words model uses the following procedure:A 
vocabulary is designed from all the documents. The 
vocabulary may consist of all words (tokens) in all 
documents or some top frequency tokens e.g. top 10 features 
with max occurrences in the corpus. Also features can be 
extracted for vocabulary in multiple forms based on number 
of words used per feature. e.g. for the sentence ‘This was the 
best ever’. 

 Unigram model where single words are used eg
‘this’, ‘was’, ‘the’, ‘best’, ‘ever’ are the features
for the corpus. 

 Bigram model uses two words at a time for a feature
e.g. ‘this was’, ‘was the’, ‘the best’,‘best ever’ are
features for the corpus.

 N-gram model is the generalised model where n can
be 1,2, 3,... or even more than one value of N can
be possible eg. extracting all unigram and bigram 
features 

When the vocabulary is designed what is left is to 
transform all the documents based on the vocabulary using 
a way of measuring features. Generally, two types are used, 
first is a binary one where features are 1 or 0 depending on 
whether they exist in a document or not. But it does might 
not work on some sentences. e.g There is a difference 
between ‘very very good’ and ‘just good’. Therefore we 
can use the second method i.e frequencies of features in a 

Convert to Lowercase 

Replace ‘what’s’ with ‘what is’ etc. 

Regex Tokenization 

Stopword removal 

Porter Stemmer 
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documents.Bag of words is a simple but quite effective 
method for sentiment analysis[14] but has certain 
limitations. It does not consider context or ordering of 
words which can make a lot of difference in some cases. 
Also, Vocabulary design becomes difficult in large datasets 
due to increase in number of features. 
e.g ‘Is it interesting’ has a different meaning than
‘It is interesting’.

B. TF-IDF Model

Tf-Idf method is similar to the bag of words model since it
uses the same way to create a vocabulary to get its features. 
TF-IDF addresses a problem not seen much in the corpus, 
but is important for better extraction of features. The value of 
Tf-Idf increases with the increase in frequency of a word in 
same document and decreases with decrease in frequency of 
documents that have the word in the corpus. It has two 
elements, which are 

 Term frequency(Tf) is a calculation of frequency of
a word in a document. It is measured as chance of
finding a text word inside a document. It is
measured as the frequency of a word Wi appearing
in a document Rj, divided by total words in
document Rj

j

ji

ji RindocumentsofnoTotal

RinappearsWtimesofNo
RWtf

.

.
),(   (1) 

 Inverse document frequency (Idf) shows how
frequent or rare a word is throughout the corpus. It
is used to identify rare words in corpus. Idf value is
higher for rarer words. IDF is getting by dividing
the complete number of Words in document D in
the corpus by the number of Words in files that
consist the term t, and then calculating log value of
resulting.

}:{
log),(

DtDd

D
Ddidf


  (2) 

In above equation, |𝐷| denotes no of documents in the 
corpus and denominator term denotes number of documents 
which have the word t. Sometimes 1 is added to denominator 
to ensure there is no division by zero. 

),(*),(),,( DdidfdttfDdtTfIdf   (3) 

The high TF-IDF means that word is frequent in a  
document but rare in the corpus making it more useful as a 
feature. A low or close to 0 TF-IDF means that these words 
almost occurs in all document making it less useful as a 
feature. TF-IDF solves some of the major issues in Bag of 
Words model thus making it more efficient. 

C. Word2Vec

Word2Vec[15] is a Feature extraction method that uses
word embeddings which was developed in 2013 by Google. 
It is used to represent word in vector form. This can be used 
to find similarity between words as two similar words have 
smaller angle between their vectors or cosine of angle 
between them is close to 1 

BA

BA
BAsim

.

.
)cos(),(     (4) 

In (4) A and B are word vectors and θ is angle between 
both vectors. Word2Vec is a neural network method that 
uses that uses this as an approach to train the mode land 
construct word embeddings. There are two methods for the 
construction of the word embeddings: 

 Common Bag of Words Model(CBOW): Common
Bag of Words model takes as input of multiple
words and predicts the word based on the context.
Input can be one word or multiple words. A soft
max is used at output. CBOW uses negative log
likelihood and is more probabilistic rather than
deterministic.

 Skip Gram Model: The skip gram model is just the
reverse of CBOW model in which multiple context
words are predicted using a single input word.Here
the total number of words represented by X are
predicted using the neural network. CBOW model
takes a mean of context of input words but two
semantics can be clicked for a single word. i.e. two
vector of Apple can be predicted. First is for the
firm Apple and next is Apple as a fruit.

Both of these methods use forward and back propagation to 
train the neural networks and find the best parameters. For 
each document then a feature vector can be created by 
concatenating and combining all word vectors in that 
document. Combination of word vectors can be done by 
summation or by averaging all word vectors. Selection 
between the both is based on data. 

VIII. CLASSIFICATION

After getting feature vector for the training data by fitting it 
on the Feature extraction methods above, testing data is 
transformed using the same scheme without fitting it on the 
vectorizers or training it on the word2vec model. Using the 
training data following classifiers will be trained and tested 
on. 

A. Support Vector Machine(SVM)

This theorem is basically used to plot a hyperplane    that
creates a boundry between data points in number of features 
(N)-dimensional space.To optimize the margin value hinge 
function is one of best loss function for this.Linear SVM is 
used in the following case which is optimum for linearly 
seperable data. In case of 0 misclassification, i.e. the class of 
data point is accurately predicted by our model, we only have 
to change the gradient from the regularisation arguments. 

In case of misclassification, i.e. our model makes  a 
mistake in our data point's class prediction, we add      the 
reduction with the gradient update regularisation. 

B. Logistic Regression

It is a classification model and not a regression model.The
probabilistic function used to model the ouput of problem is 
sigmoid function 

 
)}exp(1{

1
)(

x
xsig


  (5) 
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A=LT+C (6) 

 T(x) = sig (A) (7) 

In (7) T(x) is hypothesis function for our classifier,L is 
weights derived by classifier,C is bias derived by classifier 
and T is feature vector(input).If h(x)>0.5 then class is 1 else 
class is 0. Since sigmoid lies between 1 and 0 it is ideal for 
classification. 

C. Random Forest

A random forest consists of many individual decision trees
which individually predict a class forgiven query points and 
the class with maximum votes is the final result.Decision 
Tree is a building block for random forest which provides a 
predicition by decision rules learned from feature vectors.An 
ensemble of these uncorrelated trees provide a more accurate 
decision for classification or regression. 

D. Multi Layered Perceptron

Multi Layered Perceptrons are the Artificial Neural
Networks containing at least 3 layers: one input, one output 
and at least one hidden layer. Each node has a activation 
value calculated using an activation function in a process 
called forward propagation and back propagation is used to 
train the weight used in the neural networks. It is generally 
used when data is linearly non seperable. Activation 
functions used can be relu or sigmoid. Sigmoid function is 
similar to the tanh function which is hyperbolic in nature 
between -1 and 1. Relu is defined as f(x)=max(0,x). Multi 
Layered Perceptrons can be created and trained using Keras 
Framework. 

IX. EXPERIMENTS AND RESULTS

Google colab was used for the experiments. For each 
classifier the following parameters were evaluated on the test 
sets 

 Accuracy(A): is defined as no of correct predictions
divided by total number of predictions.

datasetofSize

positivesTrue
A   (8) 

 Precision(P): Out of all the positive predictions by
the classifier how many are actually positive.

 
positivesFalsepositivesTrue

positivesTrue
P


  (9) 

 Recall(R): Out of all the positive inputs how many
were predicted positive

negativesFalsepositivesTrue

positivesTrue
R


  (10) 

 F-measure(F): Calculates HM (harmonic mean) of
precision and helps in comparison of both precision
and recall.

RP

RP
F





2

 (11) 

The following configurations are used for the feature 
selection methods for both datasets used: 

 Bag of Words Model: Top 10000 features out of
Unigrams, Bigram and Trigram features were
selected based on frequency.

 TF-IDF Model: Same as Bag of words model

 For the word2vec model both the skips-gram and
Common Bag of Words(CBOW) model were
trained. 200 features from both models were
combined to get 400 features for each word
embedding and for each document summation was
used to generate document vector. word2vec was
trained on the training sets for 30 epochs with a
window of 5 words.

The classifiers were loaded through sklearn library except 
the Multi Layer Perceptrons which were made in Keras. Two 
MLPs were used: one for Bag of Words and tfidf for 10000 
feature input and other for 400 feature input of Word2vec. 
The architectures of both neural networks are shown in Fig. 6 
and Fig. 7. The Classifiers used are Linear SVM (SVC), 
Random Forest Classifier (RF), Logistic Regression (LR) 
and Multi Layered Perceptron (MLP). 

Tables 1 and 2 show results for Twitter and Wikipedia 
dataset respectively. 

The Twitter dataset which contained tweets related to Hate 
speech show F- measures above 0.9 for all three feature 
selection methods. The values for Word2Vec model are a bit 
less but are ideal considering it used 400 features instead of 
other methods using 10000. TF-IDF method combined with 
Linear SVM gives best recall and F-measure. 

For the Wikipedia dataset which contained comments with 
Personal attacks it shows F-measures only  around 0.8 for all 
models. The TF-IDF with Linear SVM still get the best F-
measure but Word2Vec with Multi Layered Perceptron 
gives better recall.  

X. CONCLUSION

Cyber bullying across internet is dangerous and leads to 
mishappenings like suicides, depression etc and therefore 
there is a need to control its spread. Therefore cyber 
bullying detection is vital on social media platforms. With 
avaibility of more data and better classified user information  

Fig. 6. Multi Layered Perceptron used for Bag of Words and TF-IDF 
inputs 

Input(1X10000) 

Dense Layer(64 neurons) 

Dropout(rate=0.2) 

Output Layer(1 neuron) 
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  Fig. 7. Multi Layered Perceptron used for Word2Vec input 

for various other forms of cyber attacks Cyberbullying 
detection can be used on social media websites to ban users 
trying to take part in such activity In this paper we proposed 
an architecture for detection of cyber bullying to combat the 
situation.We discussed the architecture for two types of 
data: Hate speech Data on Twitter and Personal attacks on 
Wikipedia.For Hate speech Natural Language Processing 
techniques proved effective with accuracies of over 90 
percent using basic Machine learning algorithms because 
tweets containing Hate speech consisted of profanity which 
made it easily detectable.Due to this it gives better results 
with BoW and Tf-Idf models rather than Word2Vec models 
However, Personal attacks were difficult to detect through 
the same model because the comments generally did not use 
any common sentiment that could be learned however the 
three feature selection methods performed 
similarly.Word2Vec models that use context of features 
proved effective in both datasets giving similar results in 
comparatively less features when combined with Multi 
Layered Perceptrons.As seen by changing nature of  
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TABLE 1: RESULTS FOR TWITTER DATASET 

Measure 
Bag of Words TF-IDF WORD2VEC 

SVC RF LR MLP SVC RF LR MLP SVC RF LR MLP 
Accuracy 0.906 0.914 0.921 0.903 0.920 0.914 0.917 0.911 0.890 0.867 0.894 0.898 
Precision 0.935 0.947 0.959 0.930 0.949 0.949 0.952 0.937 0.935 0.886 0.935 0.932 

Recall 0.920 0.921 0.920 0.922 0.927 0.918 0.920 0.927 0.894 0.915 0.901 0.918 
F-measure 0.928 0.934 0.939 0.927 0.939 0.933 0.936 0.932 0.914 0.901 0.918 0.922 

TABLE 2: RESULTS FOR WIKIPEDIA DATASET 

Measure Bag of Words  TF-IDF WORD2VEC 
SVC RF LR MLP SVC RF LR MLP SVC RF LR MLP 

Accuracy 0.871 0.886 0.890 0.876 0.894 0.887 0.892 0.869 0.876 0.857 0.879 0.879 

Precision 0.817 0.892 0.879 0.828 0.879 0.906 0.915 0.814 0.833 0.828 0.832 0.814 
Recall 0.798 0.755 0.785 0.803 0.798 0.745 0.752 0.795 0.795 0.731 0.808 0.835 

F-measure 0.808 0.818 0.829 0.815 0.837 0.818 0.825 0.805 0.813 0.776 0.820 0.825 

Input(1X400) 

Dense Layer(256 neurons) 

Dense Layer(256 neurons) 

Dense Layer(256 neurons) 

Output Layer(1 neuron) 
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Abstract— In current times, with data security being recog-
nised as an irrefutable requirement within an organisation, the 
importance of institution of intrusion detection system has grown 
manifolds. Identification of outsider attacks as well as misuse of 
database privileges by authorised entity has been a primary re-
quirement in modern intrusion detection systems. In this paper 
we present BIDE ( BI-Directional Extension ) an efficient algo-
rithm for mining frequent closed sequences without candidate 
maintenance and modified Particle Swarm Optimization cluster-
ing based malicious query detection (BPSOMQD), an advanced
approach that detects and prevents malicious transactions from 
disrupting the consistency of the database. This method incorpo-
rates frequent closed sequential pattern mining which forms the 
basis for generation of data dependency rules. Further to recog-
nise anomalous user activity, modified Particle Swarm Optimiza-
tion algorithm is proposed which is used to generate role profiles 
associated with the transaction. A combination of Multilevel Rule 
Similarity Score (MRSS) between data dependency rules with 
incoming transaction and Cluster Similarity Index (CSI) with 
generated role profiles is considered to categorise the transaction 
as malicious or non-malicious. Experimental evaluation of pro-
posed approach shows remarkable results on a characteristic 
banking database with accuracies over 92.37%.

Keywords—Database security, Database intrusion detection, 
Sequential pattern mining, Role Profiles, Particle Swarm Optimiza-
tion clustering

I. INTRODUCTION

With growing dependence of organisations on database 
systems for management of information, there is huge level of 
risk associated in cases of security breaches leading to database 
being compromised. It is estimated that volumes of business 
data worldwide across all companies, doubles every 1.2 years 
[1]. Hence Intrusion Detection Systems (IDS) is supposed to 
meet the three basic criteria of data security which are Confi-
dentiality, Integrity and Availability collectively known as CIA 
triad [2]. In order to mitigate potential threats to databases, 
intrusion detection systems employed must be capable to han-
dle both internal and external attacks.

Primarily IDS are classified into two types — signature 
based and anomaly based. Signature based intrusion detection 
operates by comparing incoming transaction with known pat-
terns of attacks [3] and thus offers limited functionality and 

poor performance over novel attacks on the database. Further-
more, the need to continuously update the signatures base 
makes it a less favourable choice among organisations. Thus to 
identify unprecedented attacks, anomaly based IDS [4] is used, 
which models legitimate user transactions patterns and 
measures deviation of incoming transaction with those patterns 
to classify it as normal or malicious.

In this paper, our objective is to detect and prevent all types 
of malicious attacks on the database. A majority of intrusion 
detection systems can identify only external attacks, while in 
this paper our approach BPSOMQD(BIDE and Particle Swarm 
Optimization clustering based malicious query detection ) , 
combining association rules and cluster analysis, manages to 
prevent privilege abuse along with external attacks. In this ap-
proach, data dependency rules are generated by using BIDE 
algorithm to mine user transactions database containing legiti-
mate user transactions. BIDE algorithm mines efficiently the 
complete set of frequent closed sequences. In BIDE algo-
rithm[10], we do not need to keep track of any single frequent 
closed sequence (or candidate) for a new pattern’s closure 
checking, which leads to the proposal of a deep search space 
pruning method.Cluster analysis is done to obtain role profiles 
by means of modified Particle Swarm Optimization algorithm 
to detect anomalous user patterns. All incoming transactions 
are validated through this detection mechanism and then an 
alarm is generated if the transaction is found to be malicious, 
terminating the transaction and hence preventing any sensitive 
information residing in the database. The main objectives of 
BPSOMQD are:

1. To develop a novel technique which incorporates legit-
imate user access sequences to determine permissibil-
ity of incoming transaction.

2. To propose a system architecture which prevents unau-
thorised access, privilege abuse and modification of 
sensitive attributes.

3. To combine the features of signature and anomaly-
based IDS and achieve optimal results for all types of 
attacks and outperform traditional IDS.

The rest of the paper is organised as follows. Section 2 de-
scribes related work in the domain of intrusion detection sys-
tem and database security. In Section 3, the architecture and 
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algorithm of proposed approach is illustrated. Section 4 pre-
sents the experimental results of our approach. Lastly Section 5 
draws the conclusion of the paper. 

II. RELATED WORK 
The domain of intrusion detection system is widespread 

with many researchers actively working on development of 
Network Intrusion Detection Systems but only a limited num-
ber of significant researches are carried out in case of Database 
Intrusion Detection Systems. 

Hu et al. [5] devised a sequential pattern mining technique 
which classifies a transaction to be malicious if it fails to com-
ply with mined data dependencies. It helps to identify those 
group of malicious transactions which adhere to user behaviour 
individually. But the major limitation of this approach was that 
it didn’t take attribute sensitivity into consideration. To over-
come this limitation, Srivastava et al. [6] proposed an approach 
which assigned weights to all operations on data attributes and 
transactions not following the data dependency rules were clas-
sified as malicious. But the major disadvantage of this method 
was the lack of well-defined procedure for assigning weights to 
the attributes.

Doroudian et al. [7] devised a hybrid approach for identify-
ing malicious transaction at both transaction and inter-
transaction level. At transaction level, it uses a set of prede-
fined expected transactions whereas at inter-transaction level, 
sequential rule mining algorithm was used to identify depend-
encies among transactions. Sohrabi et al. [8] proposed a novel 
approach ODADRM which extracted rules for infrequent 
transactions as well by using leverage as rule value measure to 
minimise uninteresting data dependencies. Ranao et. al [9] pre-
sented a Query Access detection technique using PCA and 
Random Forest algorithm to perform dimensionality reduction 
and obtain relevant data. But increase in system performance 
attributed to reduced dimensionality comes at a cost of in-
creased True Positive rate.

Mohammad Raza et. al [17], used anomaly detection con-
cept to present a novel approach for distinguishing between 
regular and irregular activities on databases. They proposed a 
new density-based clustering method called Clustering-based 
Intrusion Detection (CID) which clustered queries based on the 
similarity measure and labeled them. As per claimed by the 
research, there is no study other than CID in the domain of 
database IDS which considers string based query distance met-
ric. Similarly, in the research work of Asmaa Sallam et. al [20],
anomaly detection techniques were used for Database access 
monitoring by detecting the misuse scenarios. But this paper’s 
techniques captures the normal data access rates from past que-
ries of user activity during a training phase to build profiles 
that describe the data access patterns of the Database users. An 
increase in a user’s data access rates beyond the normal levels 
is flagged as anomalous to indicate that the behavior of the user 
is suspicious and requires further analysis.

III. OUR APPROACH 
In this paper, we propose a two-phase intrusion detection 

system approach that incorporates association rule mining and 
role profile clustering in sequential phases in the training phase 
to generate association rules and role profiles respectively. The 

main objective behind this approach is to use these two tech-
niques in conjunction to effectively capture the intrusive activi-
ties and produce noteworthy results by combining the effec-
tiveness of signature as well as anomaly-based intrusion detec-
tion system.

The two phases incorporated in this approach are the learn-
ing phase and detection phase. The learning phase commences 
with extracting transactions from transaction logs and prepro-
cessing them into desired format to apply frequent closed se-
quential pattern mining algorithm and build association rules 
for detection phase using BIDE algorithm [10]. BIDE is an 
efficient algorithm for mining frequent closed sequences. It 
triumphs the problem of the candidate maintenance-and-test 
paradigm, prunes the search space more deeply and checks the 
pattern closure in a more efficient way while consuming much 
less memory in contrast to the previously developed closed 
pattern mining algorithms. Association rules satisfying mini-
mum length and confidence values are stored to be later used to 
detect whether transactions are malicious. In second part of 
learning phase, database logs are used to generate role profiles 
pertaining to existing users of the organisations using modified 
Particle Swarm Optimization algorithm. The PSO algorithm 
can produce high-quality solutions within shorter calculation 
time and more stable convergence characteristics than other 
stochastic methods [21]. It is assumed that only legitimate 
transaction logs and database logs are provided in this phase.

During the detection phase, all incoming transactions are 
processed and compared with the rules generated in the learn-
ing phase to calculate the Multilevel Rule Similarity Score of 
the transaction with existing rules. This Multilevel Rule Simi-
larity Score along with Cluster Similarity Index to role profiles 
is used to conclude whether the transaction is malicious.

A. System Architecture 
The main idea behind this approach is to develop an intru-

sion detection system which is decoupled from the existing 
database management system so as to function independently 
in various environments without affecting the internal structure 
of the system. It aims to identify intrusion attacks and prevent 
execution of malicious transactions which could compromise 
the integrity and security of database. The overall architecture 
of the proposed approach is divided into two phases, the Learn-
ing Phase and the Detection Phase.

B. Learning Phase
The overall learning phase of the proposed approach is il-

lustrated in Figure 1. In this phase, transaction logs are utilized 
to extract data dependency rules which are used to calculate 
Multilevel Rule Similarity Score in detection phase. Apart 
from this, Database logs are used to capture role profiles of 
existing authorised users capable of performing transactions in 
order to identify deviation from normal user behaviour. Data 
dependency rules and role profiles are collectively used in de-
tection phase to classify whether the incoming transaction is 
malicious.

1) Transcation Preprocessor
Transaction preprocessing is an important part of learning 

phase which transforms all the transactions stored in the audit 
logs into suitable format which can later be fed into subsequent 
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modules of learning phase for generating association rules and 
role profiles.

Fig. 1. Learning Phase architecture of proposed approach 

Definition 1. Transaction (T): A transaction T is consid-
ered as an atomic unit to be executed by the user which com-
prises of various SQL queries (Select, Insert, Update, Alter, 
Delete). Each transaction is assigned a unique transaction ID 
(T_ID) and consists of various queries.

Definition 2. Query (Q): - Each Query Q is interpreted as 
a sequence of read and write operations on item sets present in 
the database.

Definition 3. Operation (Op(x)): - An operation is essen-
tially an execution of read or write action on item set x.

Definition 4. Sequence (Seq): - A sequence is defined as a 
list of read and write operations enlisted in temporal order of 
execution.

Definition 5. Frequent Sequential Pattern (FSP): - A
pattern which appears in at least min_sup number of sequences 
present in the database is called as frequent sequential pattern.

Definition 6. Frequent Closed Sequential Pattern 
(FCSP): - A frequent sequential pattern is which is not includ-
ed in another sequential pattern having exactly same support is
called as frequent closed sequential pattern.

1) Frequent Closed Sequential Rule Miner 

In this module, we have used BIDE algorithm [10] to mine 
frequent closed sequential patterns from existing transaction 
logs to generate data dependency rules.  

Table 1 describes a sample set of sequences to understand 
the functioning of frequent closed sequential rule miner mod-
ule.

TABLE I. SEQUENCES FOR MINING SEQUENTIAL PATTERNS

TID Sequence

1 R12, W00, W20, W22, W21, R12, R23 W13, W15

2 R03, W14, W25, W24, W14, R03, R04, R04

3 R03, W11, W25, R14, W14, W04, R04

4 R12, W20, W21, R10, R23, W21, W15, R02

5 R12, R24, W20, W14, W21, W01, R23, W12, W15, R02

6 R03, W25, W14, R04, R26

7 R12, W04, W20, W22, W21, W25, R23, W20, W15, R02

8 R03, R20, W25, W14, R26, R04

9 R03, R22, W25, R03, W14, R04, R04

10 R03, R23, W25, W20, W14, W24, R04, R04

Post the generation of frequent closed sequential patterns, 
those sequences are transformed into read and write rules 
among which those satisfying the minimum length, minimum 
support and minimum confidence criteria are added to the final 
rules set.

TABLE II. MINED DATA DEPENDENCY RULES

Association Rule Support Confidence

{R03, W25, W14}→ {R04} 0.6 1.000000

{R03, W25, R04}→ {W14} 0.6 1.000000

{R03, W14, R04}→ {W25} 0.6 1.000000

{R04, W25, W14}→ {R03} 0.6 1.000000

{R03, W25}→ {R04, W14} 0.6 1.000000

{R03, W14}→ {R04, W25} 0.6 1.000000

{R03, R04}→ {W25, W14} 0.6 1.000000

{W25, W14}→ {R03, R04} 0.6 1.000000

{R04, W25}→ {R03, W14} 0.6 1.000000

{R04, W14}→ {R03, W25} 0.6 1.000000

{R03}→ {R04, W25, W14} 0.6 1.000000

{W25}→ {R03, W14, R04} 0.6 0.857143

{W14}→ {R03, W25, R04} 0.6 0.857143

{R04}→ {R03, W25, W14} 0.6 1.000000

Table 2 displays the association rules generated from se-
quences listed Table 1.

Algorithm 1 generates data dependency rules using fre-
quent closed sequential patterns obtained from BIDE algo-
rithm. These sets of data dependency rules are later used in 
detection phase for identification of malicious transactions. 
Step 1-2 initializes sequential pattern base and rules set to be 
used. In step 3-5 a subroutine BIDE Frequent Closed Sequen-
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tial Pattern Generator (BFCSPG) is called for all the sequences 
in the database. From steps 6-14, if a sequence is closed in the 
initial database, satisfies minimum length criteria as well as has 
a length of its projected database satisfying the minimum sup-
port criteria, then it is added to the sequential pattern base. In 
steps 15-22, the evaluating sequence is projected using the pro-
jected database of that sequence to ensure whether a longer 
super sequence of that sequence is closed in the database. If 
such a sequence is found, then the current sequence is removed 
from sequential pattern base and the super sequence is added to 
it. This method ensures that only frequent closed sequential
patterns exists in the database which reduces the number of 
association rules generated. 

Later in steps 23-29, the frequent closed sequential patterns 
are used to generate the data dependency rules which satisfies 
the minimum confidence criteria along with minimum support 
and minimum length criteria satisfied by the patterns. If all the 
criteria are satisfied, then such a rule is added to the final rule 
set. 

2) Modified PSO Clustering Algorithm  
Particle swarm optimization (PSO) is a population-based 

stochastic search process, modeled after the social behavior of 
a bird flock [19]. Particle Swarm Optimization is a widely used 
evolutionary algorithm for performing clustering of data [11]. 
So, in our approach, we have incorporated a variation of tradi-
tional Particle Swarm Optimization algorithm to cluster the 
data. In this variation, the algorithm primarily focuses on ob-
taining global best score as the clustering process commence 
while during termination stages the focuses shifts on the per-
sonal best scores. The objective behind this variation is to 
quickly allow the algorithm to converge by searching for glob-
al best score while relying on the personal best scores during 
the last few iterations to search for solution near the personal 
best centroids.

Algorithm 2 highlights the modified PSO algorithm devel-
oped in this study. Step 1-8 initializes various parameters used 
in modified PSO algorithm. According to line 9, the complete 
algorithm is run for maximum specified number of transac-
tions. From step 10-20, the fitness of each particle is evaluated 
and if the fitness is greater than personal best score of current 
particle then the personal best score and position is updated. 
The particle position with maximum personal best score is then 
selected as global best position and global best score is set to 
be the maximum personal best score. This update in personal 
best and global best values continues in each iteration. In step 
21-29, the velocity and position of each particle is updated 
according to the steps 25 and 27. After completion of maxi-
mum number of iterations, the final cluster centroids G_pos 
represent the role profiles corresponding to the given database 
of transactions which are later used in Detection phase to 
measure similarity of incoming transaction with existing role 
profiles of database logs.
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C. Detection Phase 
Detection phase utilizes the association rules and role pro-

files generated in the Learning Phase to identify malicious 
transactions and prevent such transactions from executing in 
the database system environment. In this phase, each query of 
incoming transaction is parsed, pre-processed and transformed 
to generated sequence of operations. These sequences of opera-
tions are then equated against rules generated in previous phase 
to obtain a Multilevel Rule Similarity Score. Along with that, 
the current user profile is compared with existing role profiles 
to calculate a Cluster Similarity Index. Finally, a combination 
of Multilevel Rule Similarity Score and Cluster Similarity In-
dex is used to classify the transaction as malicious or not. If the 
transaction is found to be malicious, then an alarm is raised, 
transaction is aborted and rolled back to restore the original 
state of database before commencement of the transaction. The 
complete detection phase architecture of the proposed approach 
is described in the Figure 2.

1) Rule Matcher 
In the first step of detection phase, the read/write sequences 

from the queries of incoming transaction is compared with data 
dependency rules generated from the frequent closed sequential 
pattern miner of the learning phase. 

Definition 7. Multilevel Rule Similarity Score (MRSS): -
Multilevel Rule Similarity Score for a given sequence measures 
the degree of similarity between the sequence from query and 
the data dependency rules generated from transaction logs. It 
is the maximum similarity score obtained from the sequence 
against all data dependency rules by using a weighted combi-
nation of 4 individual similarity measure namely SS1, SS2, 
SS3, SS4.

Fig. 2. Detection Phase architecture of proposed approach 

Where w1, w2, w3, w4 are user defined similarity level
weights.

Similarity Score 1 (SS1): It is the ratio of number of common
attributes present in data dependency rule and the sequence to
that of attributes present in the sequence.

Similarity Score 2 (SS2): It incorporates edit distance be-
tween rule and sequence into account and is defined as

where edit distance is defined as the minimum number of in-
sertion/deletion/updating operations required to transform
sequence into rule.

Similarity Score 3 (SS1): It incorporates the length of longest
common subsequence between rule and sequence into account
and is defined as

Similarity Score 4 (SS4): It is the ratio of sum of common
attributes count present in data dependency rule and the se-
quence to product of L2 norm of vectors of data dependency
rule and sequence.

where||x|| is the L2 norm of x.

2) Classification Algorithm 

Definition 8. Cluster Similarity Index (CSI):-
Let P be the list of membership probabilities of given transac-
tion X from all the K clusters. Cluster Similarity Index (CSI) is
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calculated as the maximum membership probability of given
transaction from all the K clusters.

In the second step of detection phase Multilevel Rule Simi-
larity Score of previous step is combined with Cluster Similari-
ty Index to give the overall prediction whether a transaction is 
malicious.

Algorithm 3 describes the overall procedure of detection 
phase. In step 1, we use each of the queries present in the given 
transaction to determine whether the transaction is malicious. 
Step 2-3 generates parse tree which is later used to produce 
sequence.

From Step 5-11, the generated sequence is compared with 
all the data dependency rules generated to compute maximum 
MRSS using SS1, SS2, SS3 and SS4. From Step 12-14, mem-
bership of sequence is checked with role profile clusters gener-
ated using modified PSO clustering algorithm.

In step 15-16 Cluster Similarity Index is calculated and 
combined with MRSSto classify the incoming transaction. If 
the overall score exceeds the dissimilarity threshold, then the 
transaction is classified as malicious, otherwise non malicious, 
otherwise non-malicious as described in Step 17-21. Finally, in 
Step 22-26 we take action according to the class of transaction. 
In case of malicious transaction, it is rolled back and the alarm 
is raised otherwise it is committed successfully in the database.

IV. RESULTS 
To evaluate the performance of our proposed approach, 

various experiments were carried out on a conventional bank-
ing dataset adhering to TPC - C benchmark [16]. The entire 
dataset of transactions is broadly divided into two sets of trans-
actions — one comprising of malicious transactions carried out 
by unauthorised users while other being normal transactions 
complying with data dependency rules and performed by au-
thorised users. In total 25000 transactions were generated com-
bining both the sets and used for evaluating the performance of 
the proposed approach.

To measure the performance of proposed approach, the 
three metrics that were taken are precision, recall and F1-score. 
Here precision is defined as the ratio of correctly identified 
malicious transactions known as True Positives (TP) to the 
total number of transactions classified as malicious. While re-
call is calculated as ratio of correctly identified malicious 
transactions to total number of malicious transactions present 
in the database logs. Precision and Recall and are inversely 
related to each other where improvement in one is generally 
achieved at the cost of the other. To balance this trade-off and 
combine both precision and recall into a single metric, F1-
score is used. F1-score is defined as harmonic mean of preci-
sion and recall which takes both these metrics into account for 
performance evaluation.

TABLE III. COMPARISON OF PRECISION, RECALL, F1-SCORE AND 
ACCURACY WITH NO. OF TRANSACTIONS

Transaction
Count Precision Recall F1 -

score Accuracy

1000 0.892 0.892 0.892 0.978

2000 0.877 0.907 0.892 0.977

3000 0.898 0.927 0.912 0.982

4000 0.908 0.930 0.919 0.983

5000 0.910 0.938 0.924 0.985

The comparison of Precision, Recall and F1-score with 
number of transactions is depicted in Figure 3 and Table 3 to 
highlight the effect of number of transactions on various evalu-
ation metrics. From the graph it can be inferred that as a gen-
eral trend the results of evaluation metrics increase as the num-
ber of transactions increases which is accomplished due to in-
crease in number of association rules and well-defined user 
profiles obtained using modified PSO clustering algorithm. It 
can be seen that the value of precision range goes from 0.892 
to 0.91 as the number of transactions increase, while that of 
recall ranges from 0.892 to 0.938. Since F1-score is harmonic 

6

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on June 11,2021 at 07:22:17 UTC from IEEE Xplore.  Restrictions apply. 



 

mean of these two, its value will always lie in between the two 
and ranges from 0.892 to 0.924.

Figure 4 and Table 3 depict the variation in accuracy with 
increasing number of transactions in the database. It can be 
observed that accuracy increases from 0.978 to 0.985 as the 
number of transactions increase from 5000 to 25000. With 
increased number of transactions, the ability of the model to 
correctly distinguish both malicious and normal transactions 
results accounts for increased accuracy.

Fig. 3. Variation of Precision, Recall, F1-Score with No. of 
Transactions

Fig. 4. Variation of Accuracy with No. of Transactions

TABLE IV. PERFORMANCE COMPARISON OF THE PROPOSED SYSTEM

Reference Technique Command
Syntax

Anomaly
Detection

Intrusion
Prevention
Capabilities

Performance

Hu et al.
[5] 2004

Integrated
dependency
with sequence
alignment
analysis

Partial Recall = 0.90
Precision = 0.64
accuracy=74.80%

Srivastava
et al. [6]
2008

Partial Recall = 0.77
Precision = 0.80
accuracy=78.47%

Hashemi et
al. [18]
2008

Temporal
Mining

Yes Recall = 0.90
Precision = 0.75
accuracy=81.81%

Doroudian
et al. [7]
2014

Mining
Dependencies

Yes Recall = 0.89
Precision = 0.91
accuracy=89.98%

Asmaa
Sallam et
al[20] 2019

AD technique Yes Recall = 0.88
Precision = 0.96
accuracy=91.90%

Keyvanpour
et al[17]

2020

Clustering
based intru-
sion detection

Yes Recall = 0.95
Precision = 0.87
Accuracy=90.80%

Our
Approach

BPSOMQD Yes Recall =0.910
Precision=0.938
accuracy=92.37%

Table 4 provides a detailed comparison of our approach 
with various state of art approaches based on evaluation met-
rics like precision, recall and F1-measure (accuracy). F1-score 
is the harmonic mean of the precision and recall.

This table highlights that our approach clearly outper-
formed the existing approaches in terms of performance which 
can be attributed to the large number of association rules as 
well as high quality clusters generated representing user pro-
files using modified PSO clustering algorithm.

V. CONCLUSION AND FUTURE WORK 
This paper presents a novel intrusion detection and preven-

tion technique that accommodates the behaviour of user at in-
dividual as well role level. Along with that, this approach relies 
on extraction of data dependency rules from transaction data-
base and combines it with user profiles generated by means of 
modified PSO clustering algorithm to classify the transaction 
as malicious or non-malicious. Combining both dependency 
rules as well as role profiles helps to identify both previously 
seen attacks as well as novel attacks that deviate from author-
ized user profile. Our future prospects will focus on a further 
detailed and comprehensive formulation of sensitivity of opera-
tions, which will intern enhance the performance and efficien-
cy of the system.
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Determinants Of Job Opportunities In Skill

Development Institutions: Indian Perspective

Manoj Kumar, Suresh Kumar Garg and Shraddha Mishra

In a fast-growing economy like India and having a comparatively young population,
education, especially skill-based education, plays an important role. In the last two
decades’ emphasis has been placed on this through education policy interventions at
all levels of governance. Despite this, the impact is not sufficient. There is a need for
the industry to associate with skill development institutions for need-based effective
management programmes. This paper attempts to study the students’ perceptions of
the skill development programmes and their efficiency in providing better job oppor-
tunities. The study shows a significant role of trainers, industry connections and
institutes infrastructure in giving better jobs opportunities to the trainees of skill
development institutes.

KEYWORDS: Skill Development, Industry Support, Institution
Management

Introduction

Growth of India will pick up the pace in economic sense only if the adoles-
cence of our country will get vocational education and acquire relevant skills.
The impending need of employability skills have been advocated disputed for
increasing work outcomes and helping citizens in adapting with changes and
improving upon their career opportunities in theworkplace (Yusof, Mustapha,
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Mohamad, & Bunian, 2012). In Indian economy the literacy level is increasing
day by day, however, the increase in unemployable literate is as an area of
concern for the country. Ministry of education has made a lot of efforts to turn
down the situation and encouraged vocational education in order to increase
skills among the youth. Indian educational institutions have been facing sev-
eral challenges in getting world-class status or global rankings (Banker & Bhal,
2020).

Today’s employers demand different types of skills from their employees
and workers than they were in the earlier period as a result of technologi-
cal advancement and globalization process (Cinaret et al., 2009). In different
words, now a day’s workplaces require workers and employees with high
technical skills attached with developed employability skills (G. K. G. Singh &
Singh, 2008). Krishnan et al., (2019) stated that automation along with indus-
trial transformation will impact working skills and other skills set in India.

The key issues that need to be addressed are as follow: what kinds of
skills will be needed for future of workplaces and how can we craft our
youth resilient as well as adaptable to these kind of change by incorporating
lifelong learning, up-skilling and re-skilling. For creating capable global
skilled workforce, skilling has to be an amalgamation of knowledge, aptitude,
attitude and the appropriate competencies needed to perform various job
roles. Education for all religion come in through the process of vocational
education and it poses the various global education challenges (Marshall,
2010).

At this juncture when world is looking at Indian Skill Development Pro-
grammes and when Indian human resources are needed all across the globe, it
is important to maintain quality assurance of these programmes. Industrial
collaborations with institutes of trainings have proven successful model in
developed countries like Germany, Finland, Brazil, etc. Though Skill devel-
opment has become the buzz word in India and all stakeholders understand
importance of skill development, it is important that efforts for the same may
be synchronized with clear understanding of roles of each stakeholder.

The study tries to examine the students’ perceptions towards the skill devel-
opment programmes and its efficiency for providing better job opportunities
to them. The study proposes the theoretical background mentioned in Figure
1. The paper is sub-divided into six sections. First section is about the intro-
duction and basic background of study. Second section presents the Literature
review, third section is about the research methodology and subsequent two
sections are about the findings and discussion. Last section of the paper tries
to bring out the conclusion and its implication with future research avenues.
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Figure 1. Theoretical Framework

Review Of Literature

The section of literature review examines the available studies on vocational
education and skill development. It provides a basic background for a larger
research, which is sub divided into three segments, i.e., ‘Education and Infras-
tructure’, ‘Industry Support and Employability’ and ‘Trainer - Trainee Rela-
tion and Employability’. The literature is classified on the basis of the diverse
nature of parameter to be considered for study. The reviews done in the study
are not restricted to India but we have also tried to explore the condition of
vocational education in other economies.

Education and Infrastructure

As per Agarwal (2007) for building of fully integrated education system in
India, there is elongated path ahead because the confrontation is not limited
to the regulatory framework used in Higher Education but other dimensions
are also there. The major challenge is that vocational education is normally
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perceived as an inferior education as compared to formal education and resul-
tant in forcing the individual students to land up within the formal education
system.

Erasmus and Breier (2015) found that almost all sectors of the economyusu-
ally suffer from scarcity of professionals and artisans; organizations, business
units and government have the same opinion that there are huge shortages
of technicians, artisans and engineers (Sheppard and Ntenga, 2014). Stahl et
al. (2012) encompass that most of the companies have already established a
world class training centres and huge learning campuses; they have already
started working with the best institutes and universities in the world, where
they are using the latest development being done in leadership for crafting and
utilizing tools and technologies for making the best talents.

As per contemporary studies on skill development in technical educa-
tion, Authors, Greenan, Humphreys, and McIlveen (1997) explored that
programmes ought to concentrate on students’ needs and be more intuitive in
outline; curriculum advancement and on using proper educational methods
which upgrade learning and create authority and relational aptitudes.

Industry Support and Employability

Nerdrum and Erikson (2001) have emphasized the importance of human cap-
ital and stated that the source of growth of any organization or nation has
always been human capital andmental and physical and physical abilities and
human resources are considered as prolific economic agents. Murphy et al.,
(1999) have advocated that on- job training and industry mentoring are the
suitable and well accepted methods for the development of staff. P Pfeffer and
Jeffrey (1998) suggested a list of human resource (HR) practices that are being
adopted by the effective firms. One of the prominent practices is to make high
investment in training and skill development.

J. P. Robinson (2000) has defined employability skills as the basic skills
essential for getting job done and doing well on the job or work. Morrison and
Hall (2002) found that employability skills are likely to smooth the progress
of jobs within and among the organizations. McArdle, Waters, Briscoe, and
Hall (2007) had proposed that employable individuals or trainee always obtain
themselves into a proactive approach to fit into place in the domestic market
and labour market. Better employability skill could also support employees to
fine tune themselves as per the various changes obligatory to augmentworking
skills or abilities which is as per the environmental needs of the workplace and
demand of market (Kazilan, Hamzah, & Bakar, 2009).

Cranmer (2006) had noticed that there is high mismatch between the skills
taught at school level and the skills actually desirable in job employment.
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Therefore, youngsters or students entering in the skilled labour market
segments are new or prone to take up anything available in the market than to
decide or choosing the jobs meant for them (Hopper, 1977). Equally, there is
occurrence of a mismatch between them and their jobs to high extent (Takase,
Nakayoshi, & Teraoka, 2012).

Explorative activities and developmental activities are not linked with pre-
vious work experience (Savickas et al., 2009). It has been demonstrated in
industry that skills of employability are significantly helping adults in adapt-
ing changes and improving upon the skills with better career opportunities in
their respectiveworkplace (Rasu et al., 2010). Results postulated that employa-
bility skills are significantly and positively correlatedwith adaptability of good
career opportunities.

Trainer and Trainee Relation and Employability

Faculty or Trainer’s commitment and their friendly behaviourwith the trainees
or students are always considered as an important factor by many scholars
in the recent studies. (Hue, 2010; Tabbodi, 2009; Tiwari, 2019). Impact of
vocational education training and its reforms on the educational practices
of any economy has been noticed by numeral research studies (Hedberg &
Harper, 1996; Mulcahy, 1996; V. M. Robinson & Robinson, 1993; Sanguinetti,
1994; Smith, 1997).

Billett (1999) has noticed that the execution of a unified or singular cur-
riculum based framework have imposed throughout the years of training and
the related reform has destabilized the educators’ autonomy. Administrations
of education in economy have conventionally had immense expectations of
their training institute which provides vocational education and strengthens
the training systems (Maurer, 2012). The augmentations of the entire global
economy, with its associated social process are now permitting the smooth
flows of information across national capital boundaries (Lingard, Knight, &
Porter, 1994; Seddon, 1999). The importance of curriculum and the delivery of
the content by trainers or faculty are also registered as an important factor in
the education sector (Bhadwal & Panda, 1991; Hue, 2010).

The growth of ‘new competitive state’ has also been promoted from inter-
vention done by governments organizations in favour of existingmarket forces
this also acts as the ‘primary steeringmechanism’ for the nation (Lingard et al.,
1994). Education always serves for global or national interests and the develop-
ment of human capital. Influence of globalizations aswell as technology on the
character of work along with the structure of the existing workforce has been
registered by many researchers (Attwell, 1997; Waterhouse et al. 1999; Young
& Guile 1997). Based on literature review collected from sociology and history



165 Manoj Kumar, Suresh Kumar Garg and Shraddha Mishra

of education sector, (Benavot, 1983) portrayed few viewpoints that exist on the
rise of vocational education in the economy during early twentieth century.
Modern culture and its characteristics will always powerfully influence the
human values and the choices; these choices have the huge range of issues
that exist within the economy. These values are highly pushing the trainees to
consider innovative ways of thinking and inducing new skills gained by the
vocational educations (M. Singh, 2013).

The review suggests that any linkage between these important factors
of skill-based education or vocational education is still not much explored.
Hence, this study will make an attempt to establish relationship among the
following three segments, i.e., Education and Infrastructure, Industry Support
and Employability and Trainer - Trainee Relation and Employability.

Research Methodology

In the existing literature, to examine educational efficiency, threemain research
approaches were employed: a literature review; individual interviews or
questionnaire and focus group discussions. The approach to gather the data
in this study is deliberately focused on interviewing through questionnaire,
since an interview scale on the changing role of vocational education training
staff development is given byHarris et al. 2005. In view of the fact that general
group discussion only generates the contextual information, the researchers
firmly believe that there is the need of information to be collected from the
individuals to enable a basic understanding of the perception, preference
and personal impact of these changes. In this study, the conviction was to
test that what trainee say in general group discussion or in friends may be
differently reflected with what is happening personally around them. This
is empirical research done on the basis of review of literature; the study has
formed a self-administered questionnaire, which is developed for passed out,
existing and potential trainees of skill development institutes and vocational
educational institutes. The questionnaire includes 37 items to elucidate
the factors affecting the employability of individual trainees or students of
skill development institution. The collected data is analysed with the help
of various statistical techniques like exploratory with confirmatory factor
analysis and generalized linear model, these were performed with the help
of computer software R Jamovi package 1.0.0. The sample of 515 trainees or
students has been collected from the population size of 5155 students in NCT
of Delhi, India. The sample size was considered by using the formula for
sample size as mentioned in Hulley, Newman, and Cummings (2007).

The sample of 515 represents the total population size of 5155 students
undergoing through training, as on 31stDecember 2019 in the respondent insti-
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tutions. As suggested by Cochran (1977), we have considered almost ten per-
cent of the population size. We had circulated the survey to 650 respondents
but only 521 responses were received back. The response rate was 80.15 per-
cent. However, only 515 were considered for the final analysis. To calculate
the sample size (515) and oversampling of the sample size has been done to
solve the issue of non-respondents in sampling suggested by Donald (1967),
Hagbert (1968) and Johnson (1959). For the final research and analysis, the
sample of 515 samples has been found suitable and further used in the study.

Demographic Characteristics

The respondents’ profile has been sub-categorized on the basis of education,
income, area of residence, salary expectation and expected sector of employ-
ment (Table 1).

Table 1

Demographic Characteristics.

Components Choice f %

I joined course after my
education up to

8𝑡ℎ class 28 5.44
10𝑡ℎ class 129 25.05
12𝑡ℎ class 241 46.80
Graduation 107 20.78
Any Other 10 1.94

I joined course because
I wanted to get a good
employment. My choice
from the given sectors

Govt. Sector 265 51.46
Public Sector 157 30.49
Private Sector 30 5.83
To be a part of my family
business

28 5.44

To start my own business 35 6.80

After completing this
programme, I expect to
get pay package

Minimum wages fixed
by govt.

31 6.02

Less than 15,000 52 10.10
15,000 to 20,000 138 26.80
20000 – 25000 178 34.56
More than 25,000 116 22.52

After completing this
programme, I expect to
enter into a job profile
of

A shop floor employee 29 5.63
Executive 165 32.04
Marketing Executive 103 20.00
Service Executive 117 22.72

Continued on next page
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Table 1 continued
Components Choice f %

Liaison officer 91 17.67
Any Other 10 1.94

After school education
what is your first
preference

Graduation 41 7.96
Job 116 22.52
Short skill training 136 26.41
Diploma 106 20.58
ITI 116 22.52

Area
Rural 220 42.72
Urban 295 57.28

Family Annual Income

Less than 3 lakh 71 13.79
3.1 lakh - 5 lakh 90 17.48
5.1 lakh - 7.25 lakh 209 40.58
7.26 lakh - 10 lakh 115 22.33
More than 10 lakh 30 5.83

f - Frequency Source: Authors Compilation

Study has considered the students of only those institutes where the skill-
based education is being carried out. In the study 42.72 percent of the respon-
dents were from the rural areas and rests are from the urban areas. The fam-
ily income suggest that 40.58 percent of the respondents are from the income
group of five to seven lakhs of income group and the second highest frequency
of 115 respondents are from the second income group, which suggest that the
higher the income group the lower the chances of the person to opt for the
skill-based education. The reason behind this is that high income groupprefers
to send their wards for professional education as compared to the skill-based
education.

Approximately 32.04 percent of the trainees are aspiring to become the
executives, just after the completion of their skill-based education and 51.46
percent of them are aspiring for the government jobs after the completion of
the course as they believe that the course has been initiated by the government
of India. Hence, Government should accept their candidature in the public
sector jobs or the government department jobs. Out of total respondents, 46.8
percent of the student joined the institute just after their senior secondary level
and 25.05 percent has joined the course after their secondary level education.
Most of the institute’s courses are basically the skill-based course hence, it loses
its importance after the graduation. Table 1 reveals that Soft skill training is the
major preference of the students to learn just after the school education. How-
ever, second preference has been given to job and training. The subsequent
preference is gaining diploma and pursuing other graduation degree.
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Factor Analysis

Factor analysis is a popular approach that has been extensively used in
management and social sciences. Factor analysis is a statistical methodology
that takes an exploratory and confirmatory approach to data analysis for
inferential purposes (Byrne, 2001). Essentially, as the study is trying to develop
a new framework, the entire analysis may be viewed as a combination of
exploratory factor analysis and confirmatory analysis with mediation and
moderation effects among the factors (Ullman, 2001). Hence, the study has
taken the support of factor analysis in order to satisfy the objective.

Cronbach alpha test was performed in the study to check the reliability of
questions taken in the questionnaire (Cronbach, 1951). Further, in order to
assess the suitability of the data for principal component analysis, the unique-
ness derived from the factor analysis were also assessed through KMO and
Barlett test. The results of different factors for reliability and sample adequacy
are given in Table 2. The Cronbach’s alpha test resulted in 94.5 percent of scale
reliability. It indicates that the internal consistency of the selected scale is good
(Bohrnstedt & Knoke, 1994). KMO and Bartlett’s test (Table 2) whichmeasures
the sampling adequacy was done to test the eligibility of the data. The value of
KMO is 0.945 > 0.5, this value was observed and it indicates multivariate nor-
mality amongst variables. As the significance value observed in the research
is less than 0.05, hence, factor analysis was performed consequently.

Table 2

KMO and Bartlett’s Test .

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.945

Bartlett’s Test Chi-square 13384

Degree of Freedom 595

Sig. .001

The items in the respective construct were individually subject to princi-
pal component analysis (PCA) with varimax rotation and it is based on Eigen
value. ’Maximum likelihood’ extractionmethodwas used in combinationwith
a ’varimax’ Rotation. Literature suggests that items having factor loadings less
than 0.5 can be eliminated (Hair et al., 2005). However, we have eliminated
only those itemswhich shows the loading less than 0.35 and the items showing
the cross loadings. All having Eigen values of unity and above were removed
(Hair et al., 2005). The results of factor loading are shown in Table 3.



169 Manoj Kumar, Suresh Kumar Garg and Shraddha Mishra

Table 3

Principal Component Analysis.

Constructs Items/Variables 1 2 3 4

Institute
Infrastructure

S5 0.888
S24 0.828
S25 0.792
S8 0.759
S7 0.754
S10 0.747
S6 0.735
S23 0.682
S17 0.594
S22 0.555
S26 0.554

Trainer Trainee
Relation

S14 0.505
S35 0.861
S33 0.797
S31 0.785
S36 0.772
S30 0.746
S9 0.718
S32 0.617
S29 0.588
S18 0.507

Industry Support

S20 0.496
S1 0.809
S2 0.763
S13 0.727
S4A 0.716
S12 0.695
S4 0.638
S11 0.610
S3 0.608
S16 0.603
S37 0.449

Job Opportunity
S27 0.555
S21 0.474

Based upon the analysis shown in Table 3, we may suggest that as per the
student’s perspective, the four major constructs or factors that are involved
in attaining effective skill-based education. As per the statements asked into
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questionnaire, the study proposes to frame four constructs, namely, job oppor-
tunity, industry support, institute infrastructure and trainer-trainee relation-
ship. The uniqueness score is fairly large for all the items as shown in Table
3; this suggests the appropriateness of data set (Stewart, 1981). Scree plot
and factor analysis summary suggests that only four factors explain the 60.1
percent of cumulative variance. SS loadings suggest the sum of the squared
loadings. This is used to determine the value of the particular factor. Results
also determines the variance explained by individual factor and cumulative
factors. Total cumulative variance is received as 60.10 percent for the scale.

Findings Of The Study

Through the factor analysis, we have got four constructs or factors for our
study. The varimax rotation suggests that these four constructs include several
variables asmentioned in Table 3. To substantiate our results, the confirmatory
factor analysis has been employed and results are shown in Table 4. Analysis
shows that the items drawn after the exploratory factor analysis are statisti-
cally fit for their corresponding factors. The factor loadings show the variance
among the items.

Table 4

Factor Loadings

Factor Indicator Estimate SE Z P
Institute Infrastructure S5 1.123 0.0473 23.71 < .001

S6 0.791 0.0441 17.93 < .001
S7 0.829 0.0434 19.11 < .001
S10 1.034 0.0506 20.44 < .001
S14 0.571 0.0448 12.74 < .001
S17 0.651 0.0354 18.39 < .001
S22 0.581 0.0350 16.58 < .001
S23 0.806 0.0436 18.47 < .001
S24 1.232 0.0512 24.05 < .001
S25 1.132 0.0482 23.46 < .001
S26 0.853 0.0510 16.71 < .001

Trainer Trainee Relation S1 0.802 0.0377 21.25 < .001
S2 0.642 0.0322 19.94 < .001
S3 0.607 0.0357 17.00 < .001
S4 0.642 0.0362 17.73 < .001
S4A 0.592 0.0329 18.01 < .001
S11 0.586 0.0402 14.57 < .001

Continued on next page
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Table 4 continued
Factor Indicator Estimate SE Z P

S12 0.664 0.0351 18.89 < .001
S13 0.736 0.0363 20.25 < .001
S28 0.351 0.0372 9.43 < .001
S37 0.457 0.0382 11.94 < .001

Industry Support S9 0.757 0.0376 20.13 < .001
S18 0.572 0.0353 16.20 < .001
S20 0.583 0.0372 15.65 < .001
S28 0.300 0.0363 8.24 < .001
S29 0.637 0.0384 16.59 < .001
S30 0.861 0.0408 21.12 < .001
S31 0.823 0.0414 19.91 < .001
S32 0.613 0.0359 17.09 < .001
S33 0.869 0.0373 23.33 < .001
S35 0.903 0.0403 22.42 < .001
S36 0.858 0.0384 22.32 < .001

Job Opportunity S27 0.575 0.0371 15.50 < .001
S21 0.729 0.0384 18.97 < .001

The results reveal that there are four constructs involved in attaining effec-
tive skill-based education for better jobs in industry such as: job opportunity,
industry support, institute infrastructure and trainer-trainee relationship. Job
opportunity as a latent variable includes two statements, industry support and
institute infrastructure as another latent variable includes 11 statements each
and trainer-trainee relation include 10 statements. The detail of the estimates,
Z statistic and P value is also mentioned in Table 4.

The estimates and related significance value with covariance suggest that
almost all the variables considered in the study are significant as compared
to the construct like demographics which are not significant for confirmatory
factor analysis. Hence, in path analysis also bring the co-variating impact of
one variable on another. Factor estimates can be determined through the factor
covariance as given in Table 5 and the path analysis. The path analysis reveal
the co-variation effect of one factor on another and further Figure 2 shows the
direct and indirect effect of one factor on another. Results suggests that there
is a good correlating relationship among all the variables.

Table 4 and 5 reveals the significant factors of the study. Hence in the
study four constructs have been formed, i.e., institute infrastructure, trainer
and trainee relationship, industry support and job opportunities available in
the industry. Somehow the statistical data in Table 5 supports the consid-
eration of all four constructs in our study. Covariance talks about the co-
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Table 5

Factor Covariances.

Construct Covariance Estimate SE Z P

Institute Infrastruc-
ture

Trainer Trainee
Relation

0.37 0.04 8.62 < .001

Industry Support 0.44 0.03 11.50 < .001

Job Opportunity 0.59 0.03 15.23 < .001

Trainer-Trainee
Relationship

Industry Support 0.42 0.04 10.64 < .001

Job Opportunity 0.48 0.04 10.75 < .001

Industry Support Job Opportunity 0.74 0.03 23.02 < .001

movement of one factor with another factor which represents that one factor
cannot work efficiently without the contribution of another factor in the study.
Table 5 and 6 supports the path diagram and shows the co-variance relation-
ship among the variables. The robustness of the model (shown in Table 6)
can be judged by the goodness fit indices and badness fit index and it can be
obtained through the path analysis as well.

Table 6

Model Fit Data.

Test for Exact Fit

𝜒2 3317

Df 488

P <.001

Fit Measures

CFI 0.765

TLI 0.746

SRMR 0.110

Lower (RMSEA 90% CI) 0.103

Upper (RMSEA 90% CI) 0.110

AIC 39526

BIC 39976
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The chi-square test measures the exact fit and the value revealed in the
model is significant at 5 percent confidence level. Goodness-of-Fit can be mea-
sured by Comparative Fit Index (CFI) and Tucker Lewis Index (TLI). Com-
parative Fit Index (CFI) measures the incremental fit, which is 0.765, with the
prescribed range of 0 to 1 being acceptable and the higher values indicating
a better fit which is good for CFI. Tucker Lewis Index (TLI) also indicates the
Goodness-of-fit index, the value of TLI as 0.746was found in our study and the
said values are within the prescribed limit of 0 to 1. Root Mean Square Error of
Approximation (RMSEA) measures the Badness-of-Fit index and the value of
RMSEA is 0.103 was found to be acceptable, as 0.10 is the well recommended
limit for the acceptance of models, with lower RMSEA values is 0.110 which
indicates a better fit model.

Cudeck and Browne (1983) established AIC and BIC to perform a cross-
validation, with Akaike information criteria (AIC) being slightly liberal and
Bayesian information criterion (BIC) being more conservative than AIC. Hom-
burg (1991) applied AIC and BIC measures to SEM (structural equation mod-
elling) and suggested that both AIC and BIC are performing well at identified
level in the data-generating model. The higher the values of AIC and BIC
the better the model is and here the results suggest that the value of BIC is
better than AIC as shown in Table 6. All the latent variables considered in
the study are interrelated and the structural model was revealed between the
entire latent variable and are statistically significant. The estimates of all the
variables considered in the study are shown in Table 5 with their respective
p-values. Throughmodel fit, we can say that these constructs are validated and
can be used for any linear predictive modelling. To understand the dependen-
cies of job opportunities in skill development institutewe have applied general
linear model. For models without interactions, Table 7 shows the indirect
effects (mediated), the direct effects, and the total effects. The main predictive
equations can be proposed in the given way.

Full Model of the study is given below:

Job opportunity ~ Industry Support + Institute Infra + Trainer Trainee Rela-
tion (1)

After taking Industry Support and Institute Infra as Mediators two indirect
effect models are:

Trainer Trainee Relation ⇒ Industry Support ⇒ Job opportunity (2)

Trainer Trainee Relation ⇒ Institute Infra ⇒ Job opportunity (3)

The direct effects are the effects computed keeping themediator’s constant,
thus the un-mediated effects. The total effects are the effects computedwithout
the mediators, or, equivalently, the sum of the indirect and the direct effects.
Mediators are variables expected to mediate the indirect effects. In this study
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no demographic variable has been found significant to put mediating impacts
on themodel. The basic framework of the study suggests themodelmentioned
in Figure 2.

Figure 2. Model Diagram

The study shows the direct effect of Trainer-trainee relation lies on Job
opportunity of a trainee or students. Supplementary to this finding one finding
suggests that job opportunity of a student depends on the institutes infrastruc-
ture, industry support and trainer trainee relation as shown in full model of
Table 7. The mediating effects suggest that a mediator construct intervenes
the relation of two constructs. Here the finding suggests that institutes infras-
tructure, industry support is two mediators that influence the job opportunity
of students and its direct effect with trainer trainee relation. In otherwords, we
may conclude that trainer trainee relations will only the help to seek better job
opportunity when there is better institutes infrastructure as well as industry
support.

The findings suggest that the job opportunities of the students dependupon
the kind of relationship that exists between the trainer and trainee, the better
the relation will lead to better learning environment and thus to better under-
standing of the skills and the concepts. Table 8 reveals the model informa-
tion and it includes a two-mediator model, a full model and two models with
indirect effect of trainer trainee relationship with the job opportunity. This
result may also suggest that the trainer trainee relationship works out well in
the situation of better industry support and the institutes’ infrastructure. The
same has been show through mediation analysis shown in Table 7.
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Table 7

Mediation Analysis.

Indirect and Total Effects

Type Effect Estimate SE 𝛽 Z P

Indirect Trainer-Trainee
Relation-Industry
Support-Job
opportunity

0.05 0.005 0.24 9.18 < .001

Trainer-Trainee
Relation-Institute
Infrastructure-Job
opportunity

0.01 0.003 0.09 5.52 < .001

Component Trainer-Trainee
Relation-Industry
Support

0.54 0.041 0.50 13.15 < .001

Industry Support-Job
opportunity

0.09 0.007 0.49 12.82 < .001

Trainer-Trainee
Relation-Institute
Infrastructure

0.59 0.062 0.38 9.56 < .001

Institute Infrastructure-
Job opportunity

0.03 0.004 0.24 6.75 < .001

Direct Trainer-Trainee
Relation-Job
Opportunity

0.02 0.0 0.10 2.68 0.007

Total Trainer-Trainee
Relation-Job
Opportunity

0.09 0.008 0.43 11.04 < .001

Discussion And Conclusions

The paper focuses on the Indian education system and also considers it as
an essential precondition for the employability and productivity of youth.
Through this study, an effort has been made to develop guidelines that may
prove milestone in the direction of industrial collaboration in educational
institutions particularly for the purpose of skill development. Various aspects
of skill development institutions have been studied through this empirical
analysis with a special focus on role of industry.
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The study suggests that Trainer Trainee relationship is really important for
better job opportunity. Faculty or Trainer’s commitment and their friendly
behaviour with the trainees or students are always considered as an impor-
tant factor by many scholars in the recent studies for getting better jobs in
industry. (Hue, 2010; Tabbodi, 2009; Tiwari, 2019). The employability skills in
marketplace refers to general as well as nontechnical competencies mandatory
for performing almost all jobs in the industry, regardless of levels of jobs or its
type (Ju, Zhang, & Pacha, 2012). There are many studies which have shown
that the relevant job role of industry is dependent upon the industry connect
or industrial training given to the students (Bynner, 2001; Gutman & Schoon,
2012). The study has proposed the linkage between industry connect, institutes
infrastructure and job opportunities for trainees (Sherer & Eadie, 1987).

Nurturing skill-oriented training in India could be considered as a signifi-
cant channel for improvising the working conditions of youth or individuals,
as well as it can boost the employability of those trainees who are quite vul-
nerable in terms of skill set. Expansion of the skill development institutions
is essential because of industry requirements of skilled manpower (Ahmad &
Buchanan, 2016). These institutions mainly prepare the trainees for employ-
ment in the formal sector of industry. In this study, student perceptions for
the skill development programme were collected and analysed by conducting
exploratory factor analysis and other tests with the help of software R Jamovi
1.0.0 package. Through this study, an effort has beenmade to develop amodel
for improving the skills and employability of the students with industrial col-
laboration. The model suggests that the trainer trainee relationship works out
well in the situation of better industry support and the institutes’ infrastruc-
ture. The finding is similar to the research of Tooley (2005).

Therefore, the suggestion has been given to the policy makers that indus-
try support with better industry connect in terms of industrial training and
placement training is the need of the hour. It is also noticed that the insti-
tutes’ infrastructure is not very well equipped as per students’ perception. The
improvement in infrastructure will lead to better training and skill develop-
ment opportunities. Indian skills and innovations are not new to the world,
glimpse of ancient Indian sculptures; carpentry, weaving, foundry and other
crafts are quite evident from the archaeological remains of ancient Indian his-
tory. Therefore, it is recommended that skill development institutes and voca-
tional education institutions should enhance the infrastructure and various
industrial training lecturers, the similar findings were presented by Rahman
et al., 2015. The future scope of the study suggests that as the students or
trainee’s perspective has been registered in the paper, similarly the trainer’s
point of viewwill enhance the importance of this study andwill also provide a
broader view to bridge the gap between employability raised by skill develop-
ment institutes in India. The results also suggest that better relationship with
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the trainer improves the employability skill of the trainers and also promotes
industry connect.
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Abstract: Ultrafine particulate matter and airborne microorganisms present in atmosphere are responsible for affecting the
human health and the global climate. The development of bifunctional membranes which can simultaneously filter the
particulate matter (PM) and inhibit the growth of microorganisms is the need of the hour. In this study, electrospun
polyacrylonitrile (PAN)/zinc oxide modified montmorillonite (ZnO-Mt) nanofibrous nanocomposites with varying
concentrations of ZnO-Mt ranging from 0.25 % to 1.00 % (w/w) have been prepared to be used as filtration membranes. The
addition of ZnO-Mt in PAN dope solution affects its viscosity and ionic conductivity. The surface morphology of the
nanofibrous membranes was studied using field emission scanning electron microscopy. The average diameter of PAN
nanofibers and its nanocomposites was found to be between 247 nm to 468 nm. An increase in porosity, air permeability and
water vapor transmission rate of the nanofibrous membranes was observed with an increase in concentration of ZnO-Mt in
PAN nanofibers upto 0.75 %. The addition of ZnO-Mt enhanced the thermal stability of PAN nanofibrous membranes from
188 °C to 310 °C. The filtration efficiency of the nanofibrous membranes was evaluated using environment particle air
monitor instrument. PAN/ZnO-Mt nanofibrous membranes having 0.75 % w/w ZnO-Mt exhibited filtration efficiency of
99.6 %. The antimicrobial property of PAN/ZnO-Mt nanofibrous membranes was studied against S. aureus and E. coli
bacterial strains showing 98.85 % and 96.23 % antibacterial activity respectively. 

Keywords: Zinc oxide modified montmorillonite, Polyacrylonitrile, Nanofibrous nanocomposite, Particulate matter, Thermal
properties

Introduction

The presence of particulate matter (PM) in the atmosphere

is amongst one of the serious environmental issues being

faced by majority of the population in the world which in

turn is having adverse effects on the human health and the

global climate further disturbing the ecological balance [1].

The emerging industrialization and increased use of

automobiles has led to an increase in the concentration of

toxic pollutants in the atmosphere. PM is generally a mixture

of water droplets present in air, dust, smaller organic and

inorganic particles generated through vehicular emissions

and incomplete burning of fossil fuels [2]. Based on the size

of particles, PM has been categorized into PM2.5

(aerodynamic diameter of the particles ≤ 2.5 µm) and PM10

(aerodynamic diameters of particles between 2.5 and 10 µm)

[3]. PM has become a hazard for the human health because

of its smaller size which is responsible for its easier

penetration into the respiratory tract and blood vessels

leading to respiratory and cardiovascular problems [4,5].

In addition to PM, the presence of airborne microorganisms

such as bacteria, viruses, fungi in the atmosphere are also

responsible for adversely affecting the human health. These

can result in contagious infectious diseases, allergies and

respiratory problems and so on [6,7]. The most extensively

used technology for the eradication of these airborne

microorganisms is the utilization of antimicrobial air filters

[6,8-10]. 

An ideally efficient multifunctional fiber filter needs to be

thinner so as to have maximum filtration efficiency,

suggesting that the nanofibers are prospective to be used for

fabrication of filters resulting in better filtration efficiency

and lower air resistance [11]. The nanofibrous membranes

are more advantageous for effective capture of PM2.5 and

microorganisms due to larger aspect ratio, interconnected

pore structure, uniform diameters and ease of incorporating

multifunctional nanoparticles in the fibers [6,8,9,11-20].

Recent research on electrospun polyacrylonitrile nanofibrous

membranes suggest it to be one of the attractive materials for

filtration application because of their ability to form fibers

easily, abrasion resistance, chemical stability and anticorrosive

properties [5,12,15,17,21,22]. Jing and coworkers developed

interlinked polyacrylonitrile/diethylammonium dihydrogen

phosphate nanofibrous membranes having a desirable

window size and adsorption of PM2.5 moisture bound

particles [5]. Polyacrylonitrile/polysulfone composite

nanofibrous membranes with binary structures have been

prepared for effective PM2.5 filtration having 99.99 %

filtration efficiency [15]. Polyacrylonitrile/poly(acrylic acid)

nanofibrous membranes have been reported with a filtration

efficiency>99.92 % against NaCl aerosol particles and lower

pressure drop of 310 Pa [17]. Polyacrylonitrile/attapulgite

composite nanofibers have been developed by acid

activation of attapulgite and its modification with 3-

aminopropyltriethoxysilane which were capable of effective

for capture of PM and heavy metals [21].*Corresponding author: roli.purwar@dtu.ac.in
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Zinc oxide (ZnO) nanoparticles having varying morphologies

show unique properties such as photocatalytic [23],

photoluminescence [24], optical [25], antimicrobial activity

[26] etc. The metal oxide nanoparticles especially ZnO

supported montmorillonite provide reactive absorbance with

high surface area, improved chemical reactivity and display

added physicochemical functions of both the metal oxide

nanoparticles and montmorillonite [27,28]. 

The aim of this study is to develop bifunctional PAN/ZnO-

Mt nanofibrous nanocomposites which can be effective

against bacterial strains and also capture PM2.5. In this

work, montmorillonite has been modified with zinc oxide

nanoparticles via adsorption method. The addition of

montmorillonite to ZnO enhances its antibacterial properties.

A series of thermally stable PAN/ZnO-Mt nanofibrous

nanocomposites have been developed using electrospinning

technique. The properties of dope solution, morphological,

structural, physical, and thermal properties of nanofibrous

nanocomposites have been evaluated. The particulate matter

filtration efficiency and antimicrobial activity of the nano-

composites have been studied. The developed nanofibrous

nanocomposites on addition of ZnO-Mt are thermally stable

upto 288 °C, thus making them suitable to be used at higher

temperatures. 

Experimental

Materials

Clay nanopowder (Mt) (~80-150 nm) and zinc oxide

nanoparticles (~30 nm) were purchased from SRL, India.

Zinc oxide nanoparticle modified montmorillonite (ZnO-

Mt) has been prepared by constantly stirring 3 g solution of

Mt in 30 ml of 1 mM ZnO nanoparticle dispersion in water

for a week at room temperature. The suspension was

centrifuged to get ZnO-Mt. The obtained clay was dried and

grinded using mortar pestel. ZnO-Mt was found to have an

average particle size of 17 nm (supplementary data).

Polyacrylonitrile (PAN) (average molecular weight=

150,000) was purchased from Sigma Aldrich. N,N-

Dimethylformamide (DMF) was purchased from Merck.

Distilled water was used to carry out the experiment.

Preparation of Dope Solution 

PAN dope solution (7 % w/v) was prepared by dissolving

PAN powder in DMF at 70 °C with continuous stirring for

30 minutes. ZnO-Mt (0.25 % w/w w.r.t PAN) was

ultrasonicated in 20 ml of DMF for 30 minutes and further

PAN was added to the solution. The solution was heated at

70 °C for 30 minutes till a homogenous solution was

obtained. This solution was denoted as 0.25 % PAN/ZnO-Mt

solution. Similarly, 0.50 %, 0.75 % and 1.00 % PAN/ZnO-

Mt solutions were prepared by varying the concentration of

ZnO-Mt from 0.50 %, 0.75 % to 1.00 % respectively. The

solutions were cooled down to room temperature and used

for electrospinning of nanofibrous nanocomposites.

Characterization of Dope Solution

The viscosity of the solution was measured via Anton Paar

Modular compact rheometer 302 (MCR) of cone plate

geometry (40-2 °) of 0.21 mm gap at room temperature. The

tests were carried out at a constant shear rate of 0.5 s
-1. The

ionic conductivity of the solutions was measured using CON

Figure 1. Schematic representation of preparation of nanofibrous nanocomposite. 
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700 conductivity meter at room temperature conditions.

Electrospinning of Nanofibrous Nanocomposites Mem-

brane

Electrospun PAN nanofibrous membranes were prepared

by electrospinning machine (Royal Enterprises, India). A

12 ml syringe containing 7 % (w/v) PAN solution was

placed on the pump. The process of electrospinning was

carried through the needle tip to the grounded drum roller

covered with aluminium foil. The solution was electrospun

for 4 h at a flow rate of 6 ml/h, providing a high voltage of

18 kV to form stable jets and the nanofibers were collected

at a tip to collector distance of 12 cm at room temperature

conditions. PAN/ZnO-Mt nanofibrous nanocomposites were

electrospun under similar conditions using the prepared

0.25 %, 0.50 %, 0.75 % and 1.00 % PAN/ZnO-Mt solutions.

The nanofibrous nanocomposites containing ZnO-Mt in

varying concentrations have been denoted as 0.25 % PAN/

ZnO-Mt, 0.50 % PAN/ZnO-Mt, 0.75 % PAN/ZnO-Mt and

1.00 % PAN/ZnO-Mt nanofibrous nanocomposites.

Characterization of Nanofibrous Nanocomposites 

The surface morphology of the nanofibrous nanocomposites

was analyzed using field emission scanning electron

microscope with environmental SEM FEI Quanta 200 F

with oxford EDS IE 250X Max 80, Netherlands. The

average diameter of the nanofibrous membranes was

calculated by measuring diameters of 20 nanofibers using

ImageJ software. The XRD analysis was carried out using

X-ray diffraction, D8 Advance, Bruker by varying 2θ from

10 ° to 35 °. The degree of crystallinity of the nanofibrous

membranes was calculated using the equation given below.

Degree of crystallinity = 

where A
c
 and A

a
 are area of crystalline and amorphous peaks

respectively.

The thermogravimetric analysis of the nanofibrous

membranes was studied on Perkin Elmer TGA instrument.

For the analysis approximately 6 mg of the sample was

weighed and the measurements were carried out under

nitrogen atmosphere at a heating rate of 10 °C/min from

30 °C to 800 °C. Air permeability of the nanofibers was

measured using air permeability tester WIRA (ASTM D

737, ISO 9237). Burst strength of the membranes was

measured (Diaphragm Bursting, Materiau IngenierieI,

France, ASTM D 3787-07). 

Liquid displacement method [29] was used to determine

the porosity of the nanofibrous nanocomposites. Hexane was

used as the displacement liquid because of its easy

permeation through the pores of the fibers. A rectangular

piece of dimensions 20×20 mm was immersed in 10 ml of

hexane (V1) in a graduated measuring cylinder for an

interval of 10 minutes. The volume of hexane after

immersing the samples was recorded (V2). The residual

hexane volume (V3) in cylinder after removal of hexane

impregnated sample was also recorded. The porosity was

calculated by the equation: 

Porosity (%) = 

Standard ASTM D 1653 was used to study the WVTR of

the nanofibrous nanocomposites. In this method, the

samples measuring 9.5 cm2 were sealed on the beaker

containing distilled water at room temperature conditions

and weighed. After 24 hours the samples were weighed

again. Water vapor transmission rate (g/m2/day) was

calculated by the equation given below: 

WVTR = 

where W1 and W2 represent the weight of assembly before

and after 24 h of water evaporation, respectively, and A

represents the transmission area of the sealing samples.

Filtration Efficiency

The filtration efficiency of the nanofibrous nanocomposites

was evaluated using Environmental Particle Air Monitor

(EPAM-5000, HAZ-DUST, USA) having flow rate of 4 l/

min and sample rate of 1 second for 6 hours [30]. The

monitor of the equipment is highly sensitive and is based on

the scattering of light for measurement of concentrations of

particle in mg/m
3. The levels of PM10, PM2.5 and PM1.0

can be monitored using the interchangeable size selective

impactors. The frequency of certain volume of collected air

is termed as the sample rate of respirable suspended

particulate matter (RSPM). In this test, the filters of 1 µm,

2.5 µm and 10 µm are selected to filter the particle size of

1 µm, 2.5 µm and 10 µm respectively, present in the volume

ambient air are to be passed through the filter. The particle

concentration of the sample was determined by calculating

difference between the weight of the sample before and after

the test. This is expressed as the concentration of particulate

matter collected in mg/m
3. Filtration efficiency of the

A
c

A
c

A
a

+
---------------- 100×

V1 V3–

V2 V3–
---------------- 100×

W1 W2–

A 24×

------------------

Figure 2. HAZ DUST EPAM 5000 Instrument used for RSPM

test. 
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nanofibrous membranes have been calculated using the

following equation

Filtration efficiency (%) = 

where X and Y are the particle concentration of PAN

nanofibers (control) and PAN/ZnO-Mt nanofibers.

The performance of the nanofibrous nanocomposites as a

filter was performed by use of sodium chloride aerosols of

average diameter of 300-500 nm. The experiment was

carried under a constant velocity flow of 4 l/min.

Antimicrobial Activity of Nanofibrous Nanocomposite

The antibacterial activity of the nanofibrous mats was

studied by modified disc diffusion test (AATCC 30) against

Gram positive S. aureus and Gram negative E. coli as

described by Purwar et al. [31,32]. Circular discs (diameter=

6 mm) of the nanofibrous membranes were sterilized for

24 hours under UV light in laminar air flow which were

further placed on cultured agar plates and incubated at 37 °C

for 24 hours. The incubated samples were shaken in 10 ml

sterilized water at 120 rpm for 30 minutes for the release of

bacteria. The sample was further serially diluted upto 10
-5

times. 20 μl of serially diluted sample was spread over agar

plates and incubated at 37 °C for 24 hours. The experiment

was performed in triplicates. The bacterial colonies were

counted and % antibacterial activity was determined using

the following equation.

Antibacterial activity = 

where X and Y denote the number of colonies in control and

treated sample.

Results and Discussion

Characterization of Dope Solution

The variation of viscosity of the solution at a constant

shear rate of 0.5 s-1 has been studied (Figure 3a). It was

found that addition of ZnO-Mt to PAN affects the viscosity

of the solution. The viscosity of the solution increases on the

addition of ZnO-Mt into PAN solution upto 0.50 % (w/w)

concentration of ZnO-Mt while decreases on further increase

in the concentration of ZnO-Mt (Figure 3a). The viscosity of

the PAN/ZnO-Mt solution upto 0.75 % (w/w) was found to

be higher than PAN solution. The increase in viscosity of the

solution upto 0.50 % PAN/ZnO-Mt solution might be due to

stronger interaction between PAN and ZnO-Mt in the

solution. The stronger interaction could limit the polymeric

chain mobility in the suspension resulting in higher

entanglement of polymeric chains which facilitates extrusion

of the solution during the process of electrospinning [33].

Whereas on increasing the concentration of ZnO-Mt to

0.75 % and 1.00 % in PAN solution, the interaction between

PAN and ZnO-Mt weakens due to accumulation of greater

amount of ZnO-Mt resulting in a decrease in viscosity of the

solution. Researchers have reported enhancement as well as

reduction in viscosity of polymer solution on incorporation

of clay [34,35]. The dispersion and exfoliation of platelets

during mixing reduces the shear viscosity of the nano-

composites in comparison to pristine polymer [36].

The ionic conductivity of pure PAN solution was found to

be 238 µS/cm solution and further increased on addition of

ZnO-Mt into PAN solution upto 350 µS/cm. The ionic

conductivity of the solution is governed by two factors, the

mobility of the ions and the amount of carrier ions present in

a solution. The amount of carrier ions in a solution is

affected by the concentration of ions present in the solution.

Mt possess negative charge and OH group linked to Al or Si.

This charge is responsible for the interaction between Mt

and PAN. The ionic conductivity of PAN solution increases

on addition of ZnO-Mt as the number of charged ions increases

in the solution (Figure 3b). Sikkanthar et al. [37] reported

that the ionic conductivity of polyacrylonitrile-ammonium

bromide polymer electrolyte increased from 1.3×10
-4 S/cm

in 95:5 composition to 2.5×10
-3 S/cm in 70:30 composition

due to the increase in mobility of the charge carriers.

Y X–

X
----------- 100×

X Y–

X
----------- 100×

Figure 3. (a) Viscosity and (b) ionic conductivity of PAN/ZnO-Mt

nanofibrous nanocomposites. 
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Morphology of PAN/ZnO-Mt Nanofibrous Nanocomposites

For the effective capture of the particulate matter, the

nanofibrous nanocomposites must have smaller pores with

thinner diameter of the nanofibrous membranes, high

porosity and a uniformity in structure. The generation of

nanofibers of finer diameters result in enhanced performance

of the filter [38]. The nanofibrous membranes have been

developed by varying the concentrations of ZnO-Mt in PAN

solution from 0.25 % to 1.00 %. The field emission scanning

electron micrographs of the PAN/ZnO-Mt nanofibrous

nanocomposites are shown in Figure 4. 

The surface morphology of the nanofibrous nanocomposites

suggested that on addition of ZnO-Mt into the PAN matrix,

the roughness on the surface of the nanofibers increased.

PAN nanofibrous membranes were smooth (Figure 4a) in

comparison to PAN/ZnO-Mt nanofibrous nanocomposites.

As the concentration of ZnO-Mt increases in PAN/ZnO-Mt

nanofibrous nanocomposites respectively, the fibers changed

their orientation from beaded to beadless uniformly densely

packed nanofibers. But as the concentration increased to

Figure 4. FESEM images of (a) PAN nanofibers, (b) 0.25 %, (c) 0.50 %, (d) 0.75 %, and (e) 1.00 % PAN/ZnO-Mt nanofibrous

nanocomposites.
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1.00 %, beaded and less dense nanofibers were formed. An

increase in the concentration results in instability of the

solution at the tip of spinneret during electrospinning

resulting in formation of beaded fibers with a thicker

diameter [39]. The diameter of the fibers increased at higher

concentration due to viscosity changes in the solution which

is due to the entanglement of the molecules of the polymeric

chain [33].

The viscosity and electrical conductivity of the dope

solution has a major effect on the diameter of the nanofibers.

The size of the fiber and its uniformity is dependent on the

viscosity of the polymer solution [40]. Non-uniform beaded

fibers are formed at lower viscosities whereas at a higher

viscosity the electrospinning jet experiences a difficulty in

ejection. The increase in conductivity is also responsible for

a decrease in the diameter of the fibers as the electrospinning

spinneret jet carries higher amount of electric charges which

results in application of much higher forces of elongation on

the surface of the fiber and finer diameter fibers are formed.

Thus, a solution of an optimum viscosity and conductivity is

required for electrospinning [39]. The fiber morphology

affects the capture mechanism of the particles and also the

performance of the filter [40]. In this study, a regular trend in

average diameter of nanofibers was not observed due to the

combined effect of viscosity and conductivity of the solution

resulting in formation of nanofibers. 0.75 % PAN/ZnO-Mt

nanofibrous nanocomposites had the smallest average

diameter of 247 nm amongst the series of nanofibers

developed. The addition of clay increases the fiber diameter

as an increase in clay content increases the viscosity as well

as electrical conductivity of the solution [41]. Liu et al. [17]

reported that the average diameter of polyacrylonitrile/

polyacrylic acid nanofibers is dependent both on the

viscosity and conductivity of the dope solution. Similar

results have been obtained by the addition of sodium

montmorillonite into PAN matrix which resulted in an

increase in the surface roughness of the produced composite

nanofibers and decrease in average diameter of the

nanofibers with respect to their pristine counterpart [42].

Structural Properties of PAN/ZnO-Mt Nanofibrous

Nanocomposites

The presence of ZnO-Mt in the nanofibrous membranes

was analyzed using XRD (Figure 5). XRD pattern shows a

peak at 16.9 ° for PAN nanofibers whereas for PAN/ZnO-Mt

nanocomposite nanofiber two peaks were observed at 16.9 °

and 31.8 °. The appearance of peaks at 30.9 ° to 33.1 °

suggested the presence of ZnO-Mt. Strong anatase peaks of

Figure 4. Continued.
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ZnO are observed at 31 °, 34 ° and 36 ° [43], the modification

of Mt with ZnO resulted in broadening of peak. It was

observed that with addition of ZnO-Mt to PAN nanofibers

the peak appeared at 16.5 ° for PAN was broadening,

suggesting localization of ZnO-Mt into the nanofibrous

membranes. The fiber diffraction pattern for PAN having

hexagonal crystal system shows two equatorial peaks at

2θ=29.5 ° and 2θ=17 ° with degree of crystallinity of PAN

fibers in the range 8.8 % to 11.27 %. The crystallization

slows down during electrospinning because of rapid

solidification of stretched chains of polymer at higher

elongation rates hindering crystal formation [44-46]. The

degree of crystallinity of PAN was found to be 13.33 %

whereas on addition of ZnO-Mt to the PAN nanofibrous

membranes, the degree of crystallinity increased in the order

0.25 % PAN/ZnO-Mt (38.10 %)>0.50 % PAN/ZnO-Mt

(28.03 %)>0.75 % PAN/ZnO-Mt (26.82 %)>1.00 % PAN/

ZnO-Mt (17.65 %). The zinc oxide modified clay may act as

nucleating site and enhanced the crystallinity of nano-

composite fibers. However, higher amount of clay in

nanofibrous matrix affects the crystallization behavior of

polyacrylonitrile polymer chain and reduces the crystallinity. 

Thermal Properties of PAN/ZnO-Mt Nanofibrous Nano-

composites

The performance of the nanofibrous nanocomposites

under thermal conditions was studied by thermogravimetric

analysis. The thermal degradation of the nanofibrous

nanocomposites was found to be a two-step degradation

process whereas for PAN nanofibers it was a three-step

degradation process (Figure 6). On addition of ZnO-Mt into

PAN nanofibrous membranes the onset temperature of first

step of degradation was found to increase from 92 °C in

PAN nanofibers to 288 °C in nanofibrous nanocomposites.

The second step of thermal decomposition starts at 188 °C

for PAN nanofibers and increases to 381 °C in nanofibrous

nanocomposites. The nanocomposite fibers show only 40 %

weight loss at 900 °C higher in comparison to PAN

nanofibers due to stability of ZnO-Mt at higher temperatures.

Addition of ZnO-Mt enhances the thermal stability of PAN

nanofibers due to the synergistic effect of ZnO-Mt. The

tremendous improvement in thermal properties of nanofibers

suggests uniform dispersion of ZnO-Mt in nanofibrous

matrix. The addition of ZnO-Mt into PAN nanofibers resulted

in much more thermally stable nanofibrous nanocomposites

in comparison to PAN nanofibers as the presence of ZnO-Mt

prevents degradation of PAN. ZnO nanoparticles have also

been reported to enhance the thermal stability of PAN

nanofibers [43]. Similar results have been reported by

Almuhamed et al. [42] for electrospun PAN/Na-MMT

hybrid nanofibers comprising 5, 10 and 19 wt % Na-MMT,

an increase in thermal stability of the nanofibers was

observed with incorporation of Na-MMT in PAN.

Physical Properties of PAN/ZnO-Mt Nanofibrous Nano-

composites

One of the basic requirements of a nanofibrous

nanocomposite is its porosity as the porous membrane offers

a large surface area for binding. The porosity of the

nanofibrous nanocomposites was studied using liquid

displacement method. The average porosities of the

nanofibrous nanocomposites are tabulated in Table 1.

0.75 % PAN/ZnO-Mt nanofibrous nanocomposites were

found to have the highest porosity of 85.70 % respectively.

The porosity of the nanofibrous nanocomposites were found

to increase with an increase in the concentration of ZnO-Mt

upto 0.75 % w/w. whereas 1.00 % PAN/ZnO-Mt nanofibrous

nanocomposite had porosity equal to PAN nanofibers. It was

observed that the porosity of the nanofibrous nanocomposites

increased with decrease in fiber diameter suggesting that

Figure 5. XRD patterns of PAN nanofibers and PAN/ ZnO-Mt

nanofibrous nanocomposites. 

Figure 6. Thermogram of PAN nanofibers and PAN/ZnO-Mt

nanofibrous nanocomposites. 
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uniformly developed interconnected network of fibers was

accountable for better porosities of the nanofibrous nano-

composites.

The transportation characteristics of nanofibrous membranes

is essential to determine the suitability of the membrane as a

filter which were studied by evaluation of water vapor

transmission rate of the nanofibrous nanocomposites. The

water vapor transmission rate was found to increase with an

increase in the concentration of ZnO-Mt in PAN/ZnO-Mt

nanofibrous nanocomposites. The increase in water vapor

transmission rate in case of PAN/ZnO-Mt in comparison to

PAN is due to enhancement of porosity. PAN nanofibers

were more densely packed compared to PAN/ZnO-Mt and

had lower pore size which resulted in lower water vapor

transmission rate of the nanofibrous nanocomposites. As

indicated from FESEM images, the addition of ZnO-Mt to

PAN nanofibers resulted in an increased pore size and lower

nanofiber diameters which increased its water vapor

transmission rate compared to PAN.

The measurement of passage of air through a specified

area of a fiber is termed as air permeability which

determines its thermal comfort [47]. The air permeability is

also one of the important measure to study the permittivity

of the membrane for filters. The air permeability of a fiber is

majorly dependent on the porosity, pore size and diameter of

the fiber influencing its openness [48]. PAN nanofibers were

found to have an air permeability of 5.4 l/m
2/s and was found

to increase with addition of ZnO-Mt to PAN nanofibers. The

air permeability of the nanofibrous membranes was directly

related to the porosity of the nanofibrous membranes. The

air permeability increased by 4.7 times in 0.75 % PAN/ZnO-

Mt in comparison to PAN nanofibrous membranes. Roche et

al. [49] developed laminated PAN nanofibers for air

filtration having air permeability of 4 l/m
2/s which was

comparatively lower due to adhesion method reducing the

porosity of the membrane. Wang et al. [50] fabricated

waterproof and breathable electrospun PAN nanofibers

modified with waterborne fluorinated polyurethane having

an air permeability of 5.9 l/m2/s suitable for protective

clothing.

Burst Strength of PAN/ZnO-Mt Nanofibrous Nanocom-

posites

The ability of a material to maintain its continuity on

application of pressure is defined as the burst strength of the

material. The burst strength of the nanofibrous nanocomposites

was found to increase from 8.9 to 27.8 N/mm
2. As the

concentration of ZnO-Mt increases to 0.75 % in PAN

nanofibers, the burst strength increases as the modified clay

present within the nanofibers act as a reinforcing filler

whereas a slight decrease was observed for 1.00 % PAN/

ZnO-Mt nanofibrous nanocomposites which might be due to

a less dense structure of the membrane as observed from

FESEM. 

Filtration Efficiency of PAN/ZnO-Mt Nanofibrous Nano-

composites 

The filtration performance of the nanofibrous nano-

composites was evaluated by environment particle air

monitor test. The capture of PM2.5 was performed in

environmental conditions (the machine containing the filter

samples was kept at busy roadside to capture the PM2.5 for

6 hours). The performance of the nanofibrous nanocomposites

as a filter is shown in Figure 7. It was observed that as the

concentration of ZnO-Mt in nanofibrous nanocomposites

increased from 0.25 % to 0.75 % the filtration efficiency of

the membrane increased and further decreased as the

concentration increases to 1.00 %. The RSPM test analysis

showed that 0.75 % PAN/ZnO-Mt nanofibrous nano-

composites adsorbed the highest amount of PM2.5 (0.966

Table 1. Various parameters of the nanofibrous nanocomposites

PAN
PAN/ZnO-Mt

0.25 % 0.50 % 0.75 % 1.00 %

Water vapor transmission rate (g/m2/day) 0.7876 0.9767 1.0417 7.8125 2.8646

Porosity (%) 50.00 75.00 80.00 85.70 50.00

Air permeability (l/m2/s) 5.4 7.9 14.2 25.3 6.6

Burst strength (N/mm2) 8.9 15.7 21.6 27.8 25.4

Figure 7. RSPM test of PAN and PAN/ZnO-Mt nanofibrous

nanocomposites. 
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mg/m3) while PAN nanofibers were comparatively less

efficient in filtering PM2.5. This suggests that the addition

of ZnO-Mt enhances PM2.5 capture over the nanofibrous

membranes. The filtration efficiency of the nanofibrous

membranes increased from 56.5 % to 99.6 % as concentration

increased from 0.25 % to 0.75 % whereas a rapid decrease to

26.5 % was observed in case of 1.00 % PAN/ZnO-Mt (Table

2). The particle concentration of PM2.5 increases from

31.67 mg/m
3 in PAN nanofibers to 79.58 mg/m3 in 0.75 %

PAN/ZnO-Mt nanofibrous nanocomposite. Further a decrease

in particle concentration to 50.43 mg/m
3 was observed for

1.00 % PAN/ZnO-Mt nanofibrous nanocomposite. This

trend in filtration efficiency of the nanofibrous membranes is

due to the increasing amount of ZnO-Mt which decreases

the diameter of the nanofibers which is further responsible

for an efficient capture of PM2.5. As the surface roughness

of the fiber increases, it provides larger number of sites for

adsorption of PM2.5, thereby increasing the filtration

efficiency which is evident from the RSPM test of the

nanofibrous membranes. From the above studies it was

found that 0.75 % PAN/ZnO-Mt nanofibrous nanocomposites

had the highest filtration efficiency. So, their surface

morphology was studied after the RSPM test (Figure 8). The

surface of the nanofibrous membranes changed after the

capture of PM2.5. The PM2.5 particles were found to

agglomerate at the surface of the nanofibrous membranes. It

was found that the particles got attached one above other on

the nanofibrous membranes forming agglomeration or

bigger sized particles which can also be due to the affinity of

these particles to get attached on the surface of these

nanofibers. The dust particles of PM2.5 accumulated on the

nanofibrous membranes via van der Waals interaction [51].

The particles of PM2.5 move and merge as larger particles

along the nanofibrous membranes, leaving surface for

absorption of more particles the particles attach over one

another forming agglomeration of larger sizes [52]. Similar

results of agglomeration of PM2.5 wrapped and deposited

over nanofibrous network has been observed for PAN/

DEAP nanofibers [5]. The EDX analysis (Figure S4) of

0.75 % PAN/ZnO-Mt nanofibrous nanocomposite before

and after RSPM test was studied (Table 3). It was observed

that the particles of elemental composition carbon (C),

nitrogen (N), sulphur (S) and oxygen (O) were mainly

captured on the nanofibrous nanocomposites suggesting

capture of nitrides, sulphates and carbon emissions.

Jing et al. [5] enhanced capture of PM2.5 generated by

cigarette burning using electrospun PAN/ionic liquid

nanofibers in comparison to PAN nanofibers mainly due to

improvement in surface roughness, dipole moment and

hydrophilicity of PAN on modification. PAN/PAA nanofibrous

membranes with weight ratio 6:4 have been reported with

filtration efficiency of 99.994 % for sodium chloride aerosol

particles (300-500 nm) [17]. The RSPM test for 0.75 %

sericin/PVA/clay nanofibers having burst strength 10 N/mm
2

filtered 0.725 mg/m3/s of particulate matter compared to

other concentrations [32].

To develop a filter for capture of PM2.5 we need to

Table 2. Filtration efficiency of PAN/ZnO-Mt nanofibrous

nanocomposites

S. no.
Nanofibrous 

nanocomposites

Filtration 

efficiency

 (%)

Particle 

concentration 

(mg/m3)

1 PAN 31.67

2 0.25 % PAN/ZnO-Mt 56.5 62.39

3 0.50 % PAN/ZnO-Mt 94.6 77.59

4 0.75 % PAN/ZnO-Mt 99.6 79.58

5 1.00 % PAN/ZnO-Mt 26.5 50.43

Figure 8. FESEM images (a) before RSPM test and (b) after

RSPM test 0.75 % PAN/ZnO-Mt nanofibrous nanocomposites. 

Table 3. EDX analysis of 0.75 % PAN/ZnO-Mt nanofibrous

nanocomposite before and after RSPM test

Elements Before RSPM (wt %) After RSPM (wt %)

C 85.12 65.07

N 11.98 27.89

O 1.21 5.99

S - 0.70

Zn 1.09 0.34
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evaluate its pressure drop (ΔP) and quality factor (QF=ln(1−

η)/ΔP) (Table 4). The lower the pressure drop and higher the

quality factor, better is the filtration efficiency of the

membrane [33]. The performance of the nanofibrous

nanocomposites as a filter is shown in Figure 9. The pressure

drop and quality factor of PAN nanofibrous membrane was

found to be 458 Pa and 0.0011 Pa-1. It was observed that as

the concentration of ZnO-Mt in nanofibrous nanocomposites

increased from 0.25 % to 0.75 % the pressure drop of the

membrane decreased from 528 Pa to 197 Pa and further

increased to 279 Pa as the concentration increases to 1.00 %.

As the surface roughness of the fiber increases, it provides

larger number of sites for adsorption of PM2.5, thereby

increasing the filtration efficiency and decreasing its pressure

drop (Figure 9a). The quality factor of the nanofibrous

nanocomposites was found to increase with increase in

concentration of ZnO-Mt from 0.0014 Pa-1 to 0.0259 Pa-1

and further decreased with 1.00 % PAN/ZnO-Mt nanofibrous

nanocomposites (Figure 9b). The increase in surface

roughness of the nanofibrous nanocomposites with increase

in concentration results in an increase in filtration efficiency

of the nanofibrous nanocomposites with a lower pressure

drop and higher quality factor [33]. The smaller size of the

nanofibrous membranes helps in collision of aerosol particles

with the surface of the nanofibrous membrane which results

in deposition of the particles over the surface of the

nanofibrous membrane and in turn increasing the filtration

efficiency [53]. The filtration efficiency increases from

41.6 % for PAN nanofibers to 99.4 % for 0.75 % PAN/ZnO-

Mt nanofibrous nanocomposites. The increase in concentration

to 1.00 % decreases the filtration efficiency to 21.5 %. A

saturation point is achieved and higher concentration does

not enhance the filtration performance [54]. On the basis of

pressure drop, quality factor and filtration efficiency, 0.75 %

PAN/ZnO-Mt nanofibrous nanocomposites were found to be

suitable to be used as a filter membrane. 

Antimicrobial Study of PAN/ZnO-Mt Nanofibrous

Nanocomposites

The antibacterial activity of the nanofibrous nanocomposites

was studied against Gram positive S. aureus and Gram

negative E. coli bacterial strains. The zone of inhibition was

absent around the nanofibrous mats and no growth of

bacteria was observed beneath PAN/ZnO-Mt nanofibrous

nanocomposites suggesting antibacterial activity in the

nanofibrous mats having non-leaching or barrier mechanism

(i.e., negligible migration of ZnO-Mt from the nanofibrous

nanocomposites). 0.75 % PAN/ZnO-Mt nanofibrous nano-

composites showed excellent antibacterial activity of 96.23 %

and 98.85 % against E. coli and S. aureus respectively (Table 5).

ZnO has been used at micro and nanoscale as an

antibacterial agent. When the size of the particle reduces to

nanoscale, it comes in interaction with the surface and/or

core of the bacteria, entering the cell and exhibits significant

bactericidal activity [55]. The antibacterial activity of ZnO

nanoparticles depends on several factors such as size of the

particle, concentration of solution, morphology, surface

modification and defects [56,57]. Various mechanisms have

been reported for the antibacterial activity of ZnO

nanoparticles namely, destruction of bacterial cell integrity

when ZnO nanoparticles comes in direct contact with the

bacterial cell wall, release of antimicrobial Zn
2+ ions and

formation of reactive oxygen species [58,59].

The clay modified with ZnO can easily penetrate inside

Table 4. Filtration efficiency, pressure drop and quality factor of

nanofibrous nanocomposites

S. no.
Nanofibrous

nanocomposites

Filtration 

efficiency (%)

Pressure 

drop (Pa)

Quality 

factor

1 PAN 41.6 458 0.0012

2 0.25 % PAN/ZnO-Mt 53.6 528 0.0014

3 0.50 % PAN/ZnO-Mt 92.8 321 0.0082

4 0.75 % PAN/ZnO-Mt 99.4 197 0.0259

5 1.00 % PAN/ZnO-Mt 21.5 279 0.0009

Figure 9. (a) Filtration efficiency and pressure drop of nanofibrous

nanocomposites and (b) quality factor of nanofibrous nanocomposites. 
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the bacterial cell wall due to its small size, destructing the

cell integrity. When ZnO-Mt is incorporated in the

polyacrylonitrile nanofibrous mat, stacked structure of the

clay further breakdowns providing more surface to ZnO to

interact with bacterial cell wall. In this case ZnO has not

leached out/released in the agar medium from polymeric

matrix, the bacterial cell which comes in contact of the

fibrous matrix gets killed. The non-leaching phenomenon of

ZnO nanoparticle from the nanofibrous surface may be due

to formation of weak complex acrylonitrile with Zn cation or

CH2CH(CN)−-Zn. It was observed that ZnO nanoparticles

incorporated alginate/polyvinyl alcohol nanofibrous nano-

composite diffuse out from the matrix and show zone of

inhibition. It was also mentioned that the release of higher

concentration of zinc oxide (2 %) highly toxic to the cells.

However, the bacterial cells when comes in contact with the

surface of the fibrous matrix, their growth gets inhibited [60]. 

Conclusion

Electrospun PAN/ZnO-Mt nanofibrous nanocomposite

membranes have been successfully developed in this study.

The addition of ZnO-Mt into PAN nanofibrous membranes

increased its ability to capture PM2.5 from the atmosphere.

The nanofibrous nanocomposites were found to be thermally

stable and the thermal stability increases on addition of ZnO-

Mt to PAN nanofibrous membranes. PAN/ZnO-Mt nanofibrous

nanocomposites were found to be effective against Gram

positive and Gram negative bacterial strains. The antimicrobial

efficiency increased with an increase in concentration of

ZnO-Mt. 0.75 % PAN/ZnO-Mt nanofibrous nanocomposite

was found to have 96.23 % and 98.25 % antibacterial

activity against E. coli and S. aureus bacterial strains. Thus,

0.75 % PAN/ZnO-Mt nanofibrous nanocomposites can be a

promising filter membrane for PM2.5 and microorganisms.

Thereupon the nanofibrous nanocomposites serves as a

bifunctional membrane which can simultaneously capture

PM2.5 and inhibit the growth of microorganisms and can

also provide future approach for its development to be an

effective antimicrobial air filter.
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Abstract. The need for quality products has been a constant driving force for
manufacturing industries. The surface properties are the determinant of the
product quality. Surface roughness prediction is now an area of interest in the
machining industry. Feed rate, speed of cutting and depth of cut are some of
the parameters that influence the prediction of surface roughness.The combined
effect of all the three parameters influences the surface roughness to a much
significant extent. Data driven prediction is the way ahead. In this study, an
Artificial Neural Network is developed fusing the speed of cutting , feed rate and
depth of cut. The ANN model is trained using the experimental data already
present in the research papers for the prediction as well as optimisation of
parameters in CNC lathe for the least possible value of surface roughness of
mild steel using statistical techniques and regression models. Further, the ANN
model is validated on the basis of two other unseen sets of experimental data on
mild steel. From the validation it has been found that prediction of surface
roughness by the ANN has higher accuracy as compared to other existing
methods.

Keywords: Mild Steel, Surface Roughness, Artificial Neural Networks.

1 Introduction

Engineering application utility of metallic components depends heavily
on their surface roughness values. In the present scenario of heavy
industrialization and emerging automation techniques, the importance of
surface properties have increased manifold making it a determining
factor of product quality. Good surface finish is appreciable for
improved tribological properties and enhanced resistance to corrosion.
Machining and finishing operations on the automated CNC lathes render
components variable surface roughness values depending on the process
parameters like speed of cutting , feed rate and depth of cut. Researchers
have created various prediction models for proper planning and control
of cutting conditions and figuring out the optimal parameters for
machining.

The consideration of machining parameters becomes crucial so as to
perform economical machining with the desired characteristics in the
product. The surface integrity produced after machining is recognised to
have a great impact on the lifecycle of the product. It represents the
nature of the surface condition of the workpiece after machining. In
today’s dynamically changing world, manufacturing industries are
relying more and more on application of optimisation methods in the
metal cutting process so that production units can perform optimally



under the rigorous competition pressure in the market and produce
products of superior quality.

This research paper is focussed on figuring out the optimal
combination of speed of cutting , feed rate and depth of cut to minimise
the surface roughness in a CNC lathe turning operation using the ANN
technique.

In this work, we have tried to compute the influence of speed of
cutting , feed rate and depth of cut on surface roughness and an
optimisation model has been created using the artificial neural network
technique. Data has been collected from various published papers to
train the model and validate the results.

2 Literature Review

A lot of work has been done to optimise the input variable parameters of
machining. Residual stress developed during machining impacts the life
time and quality of machined components . Neural network based
prediction models are used to predict the accuracy of Residual stress
development. ANN-FPA models prediction had the accuracy of 99.8%
and 99.7% respectively[1].Surface Roughness prediction is done using
Convolution Neural Networks directly from the digital image of surface
texture of the machined component instead of doing feature extraction
and image segmentation by the virtue of image segmentation[2].Good
Material Removal Rate enhances productivity of machining.Tool chatter
degrades MRR[3].Optimal cutting parameters are predicted using ANN
for the stable machining operation in turn increasing the productivity.
Accurate prediction of tool life prevents the catastrophic stoppage of
machining processes due to tool wear.ANN models are used for the
prediction of tool life and cutting edge wear to make it industry
ready[4]. Experiments were performed that are designed on the basis of
Taguchi’s methodology for optimal result.The study demonstrates that
the surface roughness increases when the feed rate is increased, the
influence of cutting speed was found to be less than that of feed
followed by the effect of change in depth of cut[5].Another researcher
has studied the influence of tool overhang along with other parameters
on residual stress and surface roughness developed during the turning
of aluminium alloy by designing the experiments based on Taguchi’s
technique.The results obtained reveal that the most optimal result for
surface roughness could be obtained by using tool overhang in the
medium or lower range[6].Regression models were developed for
predicting the surface roughness and an artificial neural network to
account the combined influences of the tool vibration amplitudes and
cutting force which provides a model with higher accuracies of
prediction[7].A comparative study has been established with Aluminium
alloys and Brass machining on Computer Numerical Control machine
and analysed by the help of prediction techniques.It was found that
surface properties are dependent on cutting force which is ultimately
decided by speed of cutting , feed rate and depth of cut[8] .Some other
researchers have also used the taguchi technique.Experiments were
conducted by taking Feed Rate , Speed of Cutting & Depth of the cut as
cutting process parameters. Experiments are designed on the basis of
Taguchi’s technique for optimization using orthogonal arrays.In
hindsight it was inferred that speed of cutting highly influences the
Surface roughness than feed and in case of MRR, depth of cut is the



primary parameter and then the speed of cutting[9].Artificial neural
networks are being developed for the prediction of tool life ,
failure-mode on the basis data obtained by recording different
experiments based on multiple values of speed of cutting and feed rate
and constant depth of cut. The neural network best predicted the
failure-mode prediction. the network training could be improved using
the real time data sets[10].

An artificial neural network is developed for predicting so as to
control the surface roughness in a computer numerically controlled
lathe. Experiments were conducted and the cutting parameters were the
speed of cutting, , feed rate and depth of cut. It is found that we can
predetermine optimised parameters of cutting for surface roughness of
machining operation using the control algorithm and artificial neural
network[11].An on-line fuzzy neural network (FNN) model[12] to
estimate the flank and crater wear on the basis of modified least square
backpropagation[13].It has been found that an on-line FNN model has
great accuracy for the estimation of progressive flank and crater wear
with very less time for computation[14]. A linear model was generated
for three responses i.e, Material Removal Rate , Surface Roughness,
Chip Thickness Ratio (CTR) and experiments were conducted based
upon the Taguchi’s technique of optimised response using Orthogonal
array. ANOVA was used to find out the main influences of S/N ratio and
graphs are plotted. The resulting optimized value for depth of cut, time
and the speed of cutting are best fit for the optimised metal cutting to
extract the competitive results from commercial mild
steel[15].Mathematical models were also developed for predicting
surface roughness[16] on the basis of parameters for cutting and tool
vibrations. Tool vibrations were measured using an FFT analyzer. It is
inferred that tool vibrations and cutting parameters based prediction
models are more accurate[17][18]. Multiple Attribute Decision Making
methods[19] had been used for investigating multiple parameters and
their impacts on surface roughness.The investigation is done to devise
an optimised procedure for selection of tool insert for improved surface
finish in turning operation while working on different materials..After
analyzing the previous research works, it was observed that enormous
work had been done on optimising cutting parameters using statistical
tools and techniques for better surface finish but this is felt that a lot
better predictions can be done by the virtue of neural networks. Here, an
attempt is made to train an artificial neural network for the prediction of
surface roughness of the mild steel while being machined on CNC lathe.
In order to train the model well, experimental readings from other
prediction and optimisation based research work are used. In the end the
neural network was validated with two unseen data sets to gauge the
efficiency of the model.

3 Methodology

Artificial Neural Network (ANN) algorithms are modern information
processing models used to make approximations from real objective
functions. The algorithm has taken the inspiration from working of
neural cells in the human brain. Artificial neural networks have the
scope of modelling linear and non-linear systems. A trained neural
network depicts a quick mapping of the given input with the expected
output quantities. We have incorporated this modern technique to



quantify the effect of process parameters on surface properties of the
material during turning operations on CNC lathe machine tools.

An artificial neural network is represented as an acyclic graph. Different
sets of nodes comprise different layers.

Mainly there are three categories of layers

Input layer

Different formats of inputs provided by the programmer.

Hidden layer

It is responsible for the calculations to figure out the hidden features and
patterns in the data.

Output layer

Sequential transformation is done on the input received in accordance
with the functions of hidden layers and the finally obtained result is
conveyed by the virtue of the output layer.

Fig. 1. A perceptron in the form of acyclic
graph

ANN calculates  the weighted sum of the  inputs and adds the bias
effect. Following is the representation of the  transfer function.

(1)∑𝑊𝑖 * 𝑋𝑖 +  𝑏

The determined weighted sum is passed to an activation function.
Activation functions decide whether a node should fire or not. Only
those who are fired reach the output layer. Ample activation functions
are available that can be applied to the tasks that we perform.

ANN is significantly powerful computer modelling techniques which
is being used these days in multiple engineering fields for modelling of



complicated relationships which are difficult to optimise using
traditional techniques. Neural networks gain information by detection of
patterns in the data and are trained for futuristic predictions. The
proposed system is based on the ANN training technology to optimize
the machining parameters.

4 Data Set

Table 1 : Experimental data from for Depth of Cut (DOC), feed rate (FR) ,
Cutting Speed (CS)  , and resulting surface roughness on machining of mild steel

on CNC lathe.[5]

S.
No

CS
(mm/min)

FR
(mm/rev)

DOC
(mm)

SR
(µm)

S/N
Ratio(dB)

1 60 0.25 0.2 5.6 -14.96

2 60 0.25 0.3 7.1 -17.02

3 60 0.25 0.4 7.4 -17.38

4 60 0.35 0.2 7.1 -17.02

5 60 0.35 0.3 6.03 -15.6

6 60 0.35 0.4 6.98 -16.87

7 60 0.45 0.2 4.85 -13.71

8 60 0.45 0.3 5.55 -14.88

9 60 0.45 0.4 6.31 -16

10 80 0.25 0.2 4.23 -12.52

11 80 0.25 0.3 4.44 -12.94

12 80 0.25 0.4 5.14 -14.21

13 80 0.35 0.2 3.84 -11.68

14 80 0.35 0.3 5.57 -14.91

15 80 0.35 0.4 5.73 -15.16

16 80 0.45 0.2 4.06 -12.17

17 80 0.45 0.3 4.85 -13.71

18 80 0.45 0.4 6.28 -15.95

19 100 0.25 0.2 4.12 -12.29

20 100 0.25 0.3 3.57 -11.05

21 100 0.25 0.4 3.3 -10.37

22 100 0.35 0.2 3.41 -10.65

23 100 0.35 0.3 3.12 -9.88

24 100 0.35 0.4 3.42 -10.68

25 100 0.45 0.2 2.63 -8.39

26 100 0.45 0.3 4.33 -12.72

27 100 0.45 0.4 4.1 -12.25



Table-2 : Experimental data from for  Depth of Cut (DOC) ,, feed rate (FR) ,
Cutting Speed (CS) and resulting surface roughness on machining of mild steel
on CNC lathe[9].

EXP.
FR

(mm/rev)
DOC
(mm)

CS
(mm/min)

SR
(µm)

1 0.1 0.5 75 1.464

2 0.1 0.75 125 2.062

3 0.1 1 175 2.972

4 0.2 0.5 125 3.284

5 0.2 0.75 175 4.264

6 0.2 1 75 2.22

7 0.3 0.5 175 3.662

8 0.3 0.75 75 2.549

9 0.3 1 125 3.586

Table-3: Experimental data from for depth of Cut (DOC) , Speed and resulting
surface roughness on machining of mild steel on CNC lathe [15] .

SPEED
(revolutions/min) TIME

DOC
(mm)

SR
(µm)

CHIP
THICKNESS
RATIO MRR

2000 8 1 0.86 1.08 30

2000 8.2 1.3 0.02 1.12 38.05

2000 8.3 1.5 1.5 1.15 43.37

1500 8 1 1.6 1.09 30

1500 8.2 1.3 0.42 1.1 34.67

1500 8.3 1.5 0.47 1.14 45

900 8 1 0.38 1.09 21.81

900 8.2 1.3 6.18 1.13 28.36

900 8.3 1.5 2.72 1.15 30

5 Results and Discussions

Table 1 is used for training the neural network while Table 2 and 3 are
the unseen data sets for validating the neural networks.The neural
network architecture is made of three dense layers each containing
250,100,100 neurons and the finally an output layer. Relu activation[20]
was applied in each layer. The network was trained using SGD and was
validated on 10% of this data during training time. The feed rate , speed
of cutting , depth of cut was provided as input to the neural network
while Surface roughness was predicted on the basis of these inputs. The
network was evaluated on the basis of MSE, MAE, MAPE error and



was trained on 2000 epochs during which the model finally converged.
Final training errors are listed in Table 4 as shown below.

Fig. 2. Error Vs Epochs Curve During training time

The network was tested on two unseen datasets each containing 10
data points. The errors during testing training and validation are quite
close to each other hence the model is able to learn patterns in the data
really well during training period.

The loss for network is defined as squared difference summation of
predicted and truth values of surface roughness over all data points
divided by total number of data points.

During training period we have received mse , mae ,mape loss as
0.3415, 0.5293, 20.2629 respectively while during testing itis 0.5654,
0.6178, 38.5695 and 1.0916, 1.1089, 97.7567 respectively for unseen
dataset 1 and 2.From these results we can clearly see that neural
network is capable of predicting surface roughness on the basis of feed
rate , speed of cutting , depth of cut.

6 Conclusion

In this study, we have used the ANN model for CNC turning. The
artificial neural network was trained upon 27 data points with
parameters feed rate , speed of cutting , depth of cut for the
corresponding surface roughness. Further the data set is validated upon
18 unseen data points. It’s been found that unseen data values of surface
roughness and predicted values of surface roughness are significantly
close. The predicted values gives us a mean absolute error of 0.86. In
conclusion there is very close agreement between predicted and actual
surface roughness value.The prediction of surface roughness as done
using the ANN algorithm has shown comparatively better results than
the existing models and hence can be relied upon for further prediction
for industrial standards application.



Table 4 : Errors During Training ,Validation and Testing Period

MSE MAE MAPE

Training 0.3415 0.5293 20.2629

Validation 0.7040 0.8391 23.3986

Test  On Dataset-1
On Dataset-2

0.5654

1.0916

0.6178

1.1089

38.5695

97.7567

We can know about the surface roughness on a mild steel upon
selecting feed rate , speed of cutting , depth of cut which in turn will
help tremendously in the decision making for getting a high standard
surface finish.Further, the study can be integrated with optimization
algorithms like genetic modelling for optimisation of the multiple
turning parameters to enable better parameter selection on the CNC lathe
to produce quality products in the competitive market landscape.
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Abstract— In this manuscript, an analytical model has been 

demonstrated for Dielectric Modulated Junctionless Biotube FET 

(DM-JL-BT-FET) as a sensor. The Junctionless Biotube FET based 

sensor has been compared with Nanowire FET under similar bio-

molecule conditions. It has been demonstrated that Dielectric 

Modulated Junctionless Biotube FET shows much higher efficiency 

in Bio-sensing and poses superior device performance characteristic 

in terms of higher sensitivity, higher drift in drain current, 

transconductance, Ion/Ioff ratio, Subthreshold Slope and Threshold 

voltage. The hole concentrations have also been investigated under 

different biomolecule conditions. Two different biomolecule 

conditions have been considered in our analysis viz., firstly, varying 

the biomolecule concentrations and secondly, inserting different 

biomolecules namely DNA, Biotin and Hydroprotein. Improved bio 

sensing is observed in Junctionless Biotube FET because of 

superlative gate control over the channel, owing to architecture of 

Biotube FET. The analytical results have also been modelled for DM-

JL-BT-FET by finding a solution to the 2-D Poisson equation in 

accordance with the boundary conditions. The analytical results are 

much in coherence with the results obtained from the simulator.  

 

Index Terms— Bio-sensing; Junctionless; Biotube; Nanowire; 

Sensitivity. 

I. INTRODUCTION 

      In the analytical biological domain, advances in bio-

sensors is one of the most encouraging directives for research. 

The continuously emerging field of organic-bioelectronics, 

aims to amalgamate the micro-electronic devices and 

biological elements for the evolution of an extensive range of 

portable-analytical devices e.g. DNA Sensors, Protein Sensors 

and LOC (Lab-on-a-chip) devices efficiently. Reliability in 

sensing/detecting assorted complex biomolecules, proteins and 

DNA has gained much significance and has become a baseline 

benchmark in the field of bio-sensors with the evolution of 

assorted molecular recognition patterns [1]. Various nano-

structures namely NanoWires (NW) [2]-[3], Biotubes (BT) [4] 
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and NanoCantilevers (NC) [5] have been in the limelight 

owing to their capacity in use for biomolecule detection.  

On a similar note, FET (Field Effect Transistor) type bio-

sensors also known as ION-Sensitive FET bio-sensors 

(ISFET) have shown immense potential in detection of 

biomolecules with superior sensitivity, superior scalability, 

CMOS Technology and cost-effective mass production [6]-

[10] as some of the key advantages. Betwixt the available FET 

type bio-sensors brought in thus far, Silicon-based NW Bio-

sensors have gained much popularity because of excellent 

sensitivity [11]-[12]. The main reason behind this excellent 

sensitivity for Si-based NWs has the larger STVR (Surface-to-

Volume-Ratio) and smaller dimensions of the NW structures 

because of the dimensional compatibility of bio-molecules 

with nanowires [13]-[14]. The conventional MOSFET suffers 

from abrupt source drain junction formation, high source drain 

resistance and difficult fabrication process. These issues can 

be combated by using Junctionless (JLT) MOSFET with 

homogeneous source, channel and drain regions (n+ − n+ − 

n+) for NMOS [10]. Researchers have already done extensive 

work related to analog/RF performance of Junctionless 

transistor and it has been that Junctionless transistor exhibit 

superior intrinsic RF scaling capability and better SCEs and 

HCEs immunity than inversion mode transistor. Due to bulk 

conduction mechanism, it has less surface scattering than the 

inversion mode transistor, ideal subthreshold slope, and better 

linearity [15]-[18]. Due to homogeneous doping across the 

source, channel and drain, the source drain resistance is 

automatically reduced. Along with doping techniques and 

thermal budgeting, creation of precipitous source and drain 

junctions also shines out as a challenging issue for nano-wires 

[19]. Lately, to overcome all the shortcoming of the NW 

structures, a core gate has been added to the NW structure, to 

further improve the control over the gate, known as Bio-Tube 

(BT) Architecture [20]-[21]. Also, the benefits of Junctionless 

structure have been very well acknowledged in the literature, 

with Channel, Source and Drain regions having high doping 

concentrations. It has been acknowledged in the literature that 

Junctionless structures have souped-up electrostatic coupling 

and receded Short Channel Effects (SCEs) [22]-[23].  The 

dual tube structure in Junctionless Biotube FET, poses much 

higher noise immunity along with higher linearity (when 

applied for wireless applications) [24]. An analytical model 

demonstrated by Rewari et. al [25] shows that, Junctionless 

Double Surrounding Gate MOSFET has higher drain current 

and Transconductance in comparison to Nanowire FET under 

similar conditions. Marconcini et. al, [26] have shown 

Hierarchical simulation of transport in silicon nanowire 

transistors and Luisier et al. [27] have shown the Atomistic 

full-band simulations of silicon nanowire transistors. 

Dielectric Modulated Junctionless Biotube 

FET (DM-JL-BT-FET ) Bio-Sensor  

  Anubha Goel, Sonam Rewari, Seema Verma, S.S. Deswal and R.S. Gupta, Life Senior Member, 
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Graphene transistors have also proven to mitigate the SCE’s to 

a greater extent [28]-[35]. Structurally, FET Bio-sensors have 

an ion-sensitive lamina, an electrolyte solution and a reference 

electrode replacing the metal gate in conventional MOSFET 

[36]-[37]. This gives considerably optimum performance with 

eminent sensitivity for charged-biomolecules. To further 

improve the device, Dielectric-Modulated (DM) FET with 

nano-gap cavities at the source and drain ends was 

demonstrated [38]-[39]. Structurally, bio-molecules are 

immobilized inside the carved out nano-gaps (formed by 

etching a vertical nano-gap) beneath the gate material. DM 

FET bio-sensors operate on the principle that introduction of 

bio-molecules in the nano-gap placed towards the edge of the 

gate dielectric, causes fluctuations in the dielectric constant 

(gate capacitance) which further modulates the electrical 

performance parameters like  current and threshold voltage 

and thus aids in detection of bio-molecules [38], [40]-[41].  In 

the absence of bio-molecules, the nano-gap cavity is filled 

with air (dielectric constant of nano-gap cavity becomes 

unity). In presence of bio-molecules, threshold voltage, Vth 

reduces owing to the fluctuating dielectric-constant of the 

nano-gap cavity.  A detailed comparative analysis of the 

sensitivity performance of the biosensors with simulations 

based reports on other potential nanowire based DMFETs 

have been deeply investigated by Kanungo et. al and Shafi et. 

al [42]-[43]. The aforesaid DM FET bio-sensor proclaims 

higher sensitivity for neutral bio-molecules and negatively 

charged bio-molecules such as DNA, hydro protein and biotin 

[31]. Thus this paper proposes an analytical model of a 

dielectrically modulated biosensor architecture for the first 

time by assimilating the advantages of junction-less and nano-

tube bio-sensors.  

 

 II. DEVICE DESIGN AND SIMULATION  

Fig. 1 (a) illustrates the Three-Dimensional view of DM-JL-

BT-FET sensor which clearly depicts GATE1 (inner-core-

gate) and GATE2 (outer-shell-gate). Both GATE1 and 

GATE2 have indistinguishable gate-metal-work-function 

along with SiO2 as the gate-dielectric. As both gates are 

indistinguishable, they are devised of platinum with metal-

gate-work-function equivalent to 5.55 eV. The drain (n+), 

source (n+) and channel (n+) are consistently doped with  ND 

=  1019 cm-3, tsi (silicon film thickness) = 20 nm, tox (thickness 

of oxide) = 2 nm, εox (oxide permittivity) = 3.9εo. Dielectric 

Modulated (DM) Junctionless Biotube FET (JL-BT-FET) 

detects biotin, hydroprotein and DNA by tweaking the 

dielectric of the oxide. Oxide is stacked in such a manner that 

biomolecule oxide is followed by the silicon oxide. Fig. 1(b) 

pictures the Two-Dimensional view of DM-JL-BT-FET. Fig. 1 

(c) illustrates the sectional-view of DM-JL-BT-FET. Fig. 1(d) 

shows the structure of the biomolecules inserted and Fig. 1 (e) 

pictures the calibration of the experimental work [44] with the 

simulated work.  

 

   
           (a)                                                (b) 

  
                (c)                                                    (d) 

 
                                                      (e)                                    

 
                                      (f) 

Fig. 1 (a) Three-Dimensional Structure of DM-JL-BT-FET 

(b) 2-D Correctional Structure of DM-JL-BT-FET (c) 

Sectional View of DM-JL-BT-FET (d) Biomolecules (e) 

Calibration with experimental work [44] (f) Sensitivity of 

NWFET and Junctionless NWFET  
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Fig 1 (e) shows the Sensitivity Analysis of NWFET and 
Junctionless NWFET. As it is evident from the figure the 
sensitivity of Junctionless NWFET is higher than NWFET, it 
is because of the uniformly doped source, channel and drain 
regions which reduces the short channel effect of source/drain 
resistance. 
Table 1 tabulates the different device parameters.  Silvaco 
ATLAS 3-D device-simulator [45] has been deployed to 
realize the device-simulations. The simulation models 
exploited to realize our simulations along with their 
descriptions have been tabulated in Table 2.  
 

Table 1. Device Characterization Parameters 

 
Table 2. Simulation Models used for Simulations 

Simulation Model Description 
Mobility-Model Lombardi-CVT-ModelAppropriate for non-

planar structures along with inversion region 

modelling. 

Recombination 

Model 

SRH (Schottky – Read – Hall) Model  

Appropriate for inculcating carrier lifetimes 

Auger-Model Appropriate to inculcate High-

Current-Densities with Impact-Ionization. 

Concentration 

Dependent Model 

Appropriate to inculcate SRH-Recombination 

with their lifetimes. 

Energy Transport Model Drift-Diffusion-Model  Appropriate for 

numerical-techniques. 

Statistics Boltzmann-Model  Appropriate to consider the 

Carrier-Statistics. 

III. ANALYTICAL MODEL 
Mathematical interpretations for Subthreshold-Current (Isub) 

and potential has been realized by solving Two-Dimensional 

Poisson’s equation in cylindrical-coordinates. With 

appropriate boundary-conditions and deploying the super-

position technique [21] the expressions for surface potential as 

well as Isub are obtained. Two-Dimensional Poisson’s equation 

can be asserted [19] as: 

2 2

1
( , ) ( , ) ( , ) D

si

qN
r z r z r z

r r r z 

  
      

  

                             (1) 

with, ND consistent doping concentration and ( , )ф r z   

potential distribution across the silicon-film. By deploying 

superposition-technique, the conclusive solution of potential 

can be disintegrated into: 1. 1-D long-channel solution (V(r)) 

and 2. Two-Dimensional short-channel solution (U(r, z)) i.e. 

( , ) ( ) ( , )r z V z U r z                                                 (2) 

Now, equation (1) can be rewritten as 1-D Poisson equation: 
2

2

 
(r)

1
( ( )) D

si

q N
V

r
V

є
r

r r

 


 


                                                    (3) 

And 2-D Laplace equation as: 

And

2 2

2 2
(r,

1
( ( , ) ( ,) )z) 0U U

r z
U r z r z

r r

  


 
 

                              (4) 

Boundary-conditions exploited for solution of 2-D potential 

( , )r z  are given as follows: 

(i). ( , ) ( )ost z z                                                          (5) 

(ii). ( , ) ( )si ist t z z                                                           (6) 

(iii).
0

( , )
( ( ))

eff

gs s

r t

r z
V z

r 


  



                                           (7) 

(iv). ( , )
( ( ))

eff si

gs is

r t t

r z
V z

r  


  



                                       (8) 

(v). ( , ) bir L V                                                                     (9) 

(vi). ( , ) bi dsr L V V                                                            (10) 

   2

2
( ) ln(1 )

( )oxeff

oxeff

ox
ox

oxeff

m t

m t

C
t

t t
t t




 


                                       (11) 

( )os z consistent outer-surface potential, ( )is z consistent 

inner-surface potential, 

1 2 2( ) ( )ox
oxeff

bio

t t SiO t Bio



 

, t1 (SiO2) is the thickness of silicon-

oxide layer and t2 (Bio) depicts the thickness of the 

biomolecule species, εox is the dielectric-permittivity of oxide, 

εbio is the dielectric-permittivity of biomolecules. 

The conclusive solution of equation (3) can now be realized as 

a parabolic approximation: 
2

0 1 2( )V r P Pr P r                                                  (12) 

where, 2

0 1 2

1 2
( ) ( )gseff

t
P V P t P t    

 
, 1 ( )

2

si
eff

t
P t    

2 2
P 

,
d

si

qN







, f

gseff gs fb

ox

qN
V V V

C
     ( )fb m Si fV q       

flat band voltage, Vgs applied gate-to-source voltage, Nf  

biomolecule charged density, Si  electron affinity of 

silicon, fq  channel fermi-potential. The solution of 

equation (4) can be obtained as: 

0

1

( , ) ( )( exp( ) exp( ))n n n n n

n

U r z J r M z N z  




                       (13) 

Device Specification DM-JL-BT-FET 

Sensor 

JL-NW-FET 

Length of the Channel (nm) 30 30 

Doping of the Channel 

Region (/cm3) 

1x1019 1x1019 

Thickness of Silicon (nm) 20 20 

Metal-Gate-Work-Function 

(eV) 

5.55 5.13 

Source/Drain Length (nm) 15 15 

Permittivity of Silicon, ɛsi 3.9ɛ0 3.9ɛ0 

Permittivity of Biotin, ɛBiotin 5.0ɛ0 5.0ɛ0 

Permittivity of Hydroprotein, 

ɛHydroprotein 

2.1ɛ0 2.1ɛ0 

Permittivity of DNA, ɛDNA 1.0ɛ0 1.0ɛ0 

Thickness of Silicon Oxide, 

tSiO2 (nm) 

1 1 

Thickness of Biomolecules, 

tbio (nm) 

1 1 

Electron affinity of Si 4.05 eV 4.05 eV 

Lattice constant  of Si 5.431 A˚ 5.431 A˚ 

Si-Si Single Bond Length 237×10-12 m 237×10-12 m 

Si-Si Double Bond Length 214×10-12 m 214×10-12 m 

Optical phonon energy  of Si 0.063 eV 0.063 eV 

Number of atoms in 1 cm3  of 

Si 

5·1022 5·1022 

Auger recombination 

coefficient  of Si , Cn 

1.1·10-30 cm6 s-1 1.1·10-30 cm6 s-1 

Auger recombination 

coefficient of Si, Cp 

3·10-31cm6 s-1 3·10-31cm6 s-1 
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 with J0 and J1  bessel functions of order 0 and 1 

respectively, 
Mn  and nN

 are constants calculated using 

boundary-conditions (9) and (10) and are given in Appendix, 

n
  is Eigen values  of :

1 0( ) ( )
eff effox

n n si n

t tC
J J

   
          (14) 

The 2-D potential can be given as: 

0

1

( , ) ( ) ( )( exp( ) exp( ))n n n n n

n

r z V r J r M z N z  




               (15) 

where 1
n

n




 . 

Ids can be formulated [40] as:- 

    
0

1.0

sub gs th

ds lin th gs sub

sat sub gs

I for V V

I I for V V V

I for V V V

  
 

   
 

  

                                                        (16) 

Isub [15] is: -

( , )

0

0

1
2

1

ds

eff

qV

kT

sub i L

t q r z

kT

e
I R kT

dz

e dr

 











                            (17) 

with, Boltzmann's constant, 
231.38 10 /Xk J K , T=300K, 

intrinsic-carrier-density,
10 31.45 10Xi cm 

, electron 

mobility, 
21300 /cm Vs 

.      Ilin [40] is the current in the 

linear region (with Vgs>Vth and Vds< Vdssat). 
2

1 2( )
( ) 2

si oxeff c short ds
lin gs th ds

c ds

t C E V
I V V V

E L V

   
   

  

                                   (18) 

Where 1.24   for L = 30 nm, EC is the critical electric field 

and θshort can be formulated as [34]:                

min

0.1

(0, )
short gs th

gs

atV V
Z

V

  




                                    (19) 

(1 )ths th shortV V                                        (20)          

Saturation Current, satI
 (When, Vgs>Vth and Vds≥ Vgs-Vth) can 

be codified as velocity of electrons by substituting Vds as Vdsat 

(Vdsat = Vgs-Vth) [46] to get: 

2
2 2( )

2
(1 )( )

si oxeff short ds
sat gs th ds

dsat
sat

c

t C V
I V V V

V
L L

E L

  

 

   
  

                     (21)                   

   for 7 1.03  10 /satV cm s  . 

The SS (Subthreshold- Slope) can be expressed as:-

1

log( )sub

gs

SS
d

I
dV



                                                                  (22) 

IV. RESULTS AND DISCUSSION 

 

A. DM-JL-BT-FET as a Bio-sensor 

 

Fig. 2 shows the drift in hole concentration for Nanowire FET 

and Biotube FET for different biomolecule concentrations.  As 

is evident from Fig. 2, the change in hole concentration for 

Biotube FET based Bio-sensor is higher than the change in 

Nanowire FET. This is because of the supplementary inner-

gate in DM-JL-BT-FET Sensor. The presence of this inner 

cylindrical gate exerts an additional gate control over the 

channel, thereby enhancing the effective field and capacitance. 

The hole concentrations are inherently dependent on the field 

and capacitances which increase for DM-JL-BT-FET Sensor 

in comparison to Nanowire FET Sensor under the influence of 

different biomolecule concentrations. 

 
Fig. 2 Hole Concentrations (/cm3) for Nanowire FET -1e12, 

0, 1e12 respectively and Biotube FET  -1e12, 0, 1e12 

respectively. 

 

Fig. 3 shows the drift in electric field for Nanowire FET and 

Biotube FET for different biomolecule concentrations.  As is 

evident from Fig. 3, the change in electric field, Ez for Biotube 

FET based Bio-sensor is higher than the change in Nanowire 

FET. This is because of the supplementary inner-gate in DM-

JL-BT-FET Sensor. 
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Fig. 3 Electric Field for Nanowire FET -1e12, 0, 1e12 

respectively and Biotube FET  -1e12, 0, 1e12 respectively. 

 
Fig. 4(a) shows the drift in Ids with Vgs for Nanowire FET, Dual 
Metal Nanowire (DMNW) FET and Biotube FET with 
different biomolecule concentrations. The biomolecules are 
detected in the gate stack device architecture, when the 
biomolecule species are used in the gate oxide. By tailoring the 
biomolecule concentrations in the oxide, the detection of DNA 
biomolecules becomes attainable. It implies from the Fig., that 
Biotube FET illustrates a higher shift in the drain current over 
Nanowire FET for detecting the various biomolecules. This 
higher change in the drain current owes to the Biotube FET 
structure which has two gates. The potential elevates the lateral 
electric field and also the gate transport efficiency, thereby 
enhancing the drain current and biomolecule detection. Fig. 
4(b) shows the analytical Ids v/s Vgs for different biomolecule 
concentrations for Biotube FET. It can be clearly derived from 
the figure that the analytical results are in close accordance 
with the simulated results. It can also been inferred that when 
positive biomolecules are inserted the drain current increases 
and vice-versa. This is because of the change in the potential 
(upward/downward) on insertion of biomolecule 
(positive/negative). 

 
                                      (a) 
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                                                (b) 
Fig. 4(a) Ids-Vgs Characteristics for different Biomolecule 

Concentrations for different device structures (b) Analytical Ids 

v/s Vgs for different biomolecule concentrations for Biotube 

FET 
Fig. 4(c) shows ION/IOFF ratio for the four contemplated device 
designs under different biomolecule concentrations. Efficiently 
working as a switch becomes an essential requisite for a device 
to be used for digital applications, thereby making the 
switching speed a crucial benchmark for evaluating the 
performance of the device, which can be expressed as:                                                
                                                                                               

                                                                                           (1) 

 
 
As seen from the Fig., the shift in ION/IOFF Ratio is higher in 

Biotube FET as compared to Nanowire FET because of 
superior control along the channel and thus making Biotube 
highly sensitive. It can be clearly derived from the Fig. and 
Table 3, that when Biotube FET is used for sensing different 
biomolecules, a larger drift in the ratio is tapped because of an 
additional inner core gate which manifests greater control over 
the channel. For negative biomolecules a change of 10% is 
observed in Nanowire FET based biosensor and 43% change is 
observed in Biotube FET based biosensor. 
Fig. 4 (d) shows the drift in Conduction Band Energy (CBE) 

for Nanowire FET and Biotube FET for different biomolecule 

concentrations.  As is evident from Fig. 4, the change in hole 

concentration for Biotube FET based Bio-sensor is higher than 

the change in Nanowire FET. This is because of the 

supplementary inner-gate in DM-JL-BT-FET Sensor. The 

presence of this inner cylindrical gate exerts an additional gate 

control over the channel, thereby enhancing the effective field 

and capacitance.  

( ) 1.0

( ) 0.0

ON gs

OFF gs

ON ds atV V

OFF ds atV V

I I

I I






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                                               (d) 
Fig. 4(c) ION/IOFF Ratio for different Biomolecule 

Concentrations Fig. 4(d) Conduction Band Energy (CBE) 

contour plots for different biomolecule concentrations (i) 

Biotube FET (ii) Nanowire FET 

 
Table 3. Sensitivity Parameters  

 
Parameter Nanowire FET Biotube FET 

Biomolec

ule 
Concentra

tions  

-1E+12 No 

Biomolecul

es 

1E+12 -1E+12 No 

Biomolecule

s 

1E+12 

ION/IOFF 5.31E+11 

 

4.82E+11 

 

3.65E+11 

 

4.82E+11 

 

8.49E+11 

 

1.64E+10 

 

Vth (V) 0.693 

 

0.652 

 

0.606 

 

0.721 

 

0.627 

 

0.532 

 

SS 

(V/Decad

e) 

1.43E-01 

 

1.55E-01 

 

1.67E-01 

 

6.50E-02 

 

8.6E-02 

 

2.63E-01 

 

 
gm is the first-order-derivative of Ids w.r.t Vgs. Fig. 5(a) 

illustrates gm (Transconductance) with change in Vgs for the 
contemplated designs. It is evident from the Fig., that Bio-tube 
FET shows a higher drift in gm in contrast to Nanowire FET 
under different biomolecule concentrations. Owing to the 
benefits of the dual cylindrical gate architecture the charge 
carrier density and the capacitances increase by two fold times 
which further elevates the drain current. gm being the derivative 
of the drain current also increases with an increase in Ids under 
different biomolecule concentrations. Fig. 5(b) shows the 
analytical gm v/s Vgs for different biomolecule concentrations 
for Biotube FET. It can be clearly noticed from the figure that 
the analytical results are in close accordance with the simulated 

results. It can also be inferred that when positive biomolecules 
are inserted gm increases and vice-versa. This is because of the 
change in the potential (upward/downward) on insertion of 
biomolecule (positive/negative). 

 Vth (Threshold voltage) of a device is expressed as the 
minimum Vgs at which the MOSFET turns ON and starts 
conducting. Fig. 5(c) shows threshold voltage for the 
contemplated device architectures under different biomolecule 
concentrations. As seen from the Fig. and Table 3, the shift in 
threshold voltage is higher in Biotube FET instead of Nanowire 
FET.   For negative biomolecules a change of 6% is observed 
in Nanowire FET based biosensor and 15% change is observed 
in Biotube FET based biosensor and for positive biomolecules 
a change of 7% is observed in Nanowire FET based biosensor 
and 15.2% change is observed in Biotube FET based biosensor. 
This is because of superlative channel control, thus making 
Biotube highly sensitive. 
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(b) 

Fig. 5(a) gm for different Biomolecule Concentrations (b) 

Analytical gm v/s Vgs for different biomolecule concentrations 

for Biotube FET 

 

Fig. 5 (c) shows the threshold voltage, Vth for Nanowire FET, 

Dual Metal Nanowire (DMNW) FET and Biotube FET for 

different biomolecule concentrations.  As is evident from Fig. 

5 (c), the change in hole concentration for Biotube FET based 

Bio-sensor is higher than the change in Nanowire FET and 

DMNW) FET. This is because of the supplementary inner-

gate in DM-JL-BT-FET Sensor. The presence of this inner 

cylindrical gate exerts an additional gate control over the 
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channel, thereby enhancing the effective field and capacitance.  

Fig. 5 (d) shows the Sensitivity, S for Nanowire FET, Dual 

Metal Nanowire (DMNW) FET and Biotube FET for different 

biomolecule concentrations. Table 4 shows the Sensitivity 

Analysis Table for different devices. 

 
(c) 

 
(d) 

Fig. 5(c) Vth (d) Sensitivity of different Devices 

 

Table 4: Sensitivity Analysis Table 

 
 

Fig. 6 (a) illustrates change in SS (Subthreshold Slope) for all 

the designs contrasted. It should ideally be approaching 

towards 60mV/decade as this also adds to the switching 

capacity of the device. Clearly evident from the Fig., the shift 

in subthreshold slope is higher in Biotube FET than in 

Nanowire FET. Fig. 6(b) shows the analytical SS v/s Channel 

Length for different biomolecule concentrations for Biotube 

FET. It can be clearly derived from the Fig. that the analytical 

results are in close accordance with the simulated results. It can 

also be inferred that when positive biomolecules are inserted 

the subthreshold slope increases and vice-versa. This is 

because of the change in the potential (upward/downward) on 

insertion of biomolecule (positive/negative) and also due to the 

nanotube structure which manifests a greater control over the 

channel. It should also be noted that the sensitivity of 

NWFET/BIOTUBE FET sensors can be exponentially 

enhanced in the subthreshold regime where the gating effect of 

molecules bound on a surface is the most effective due to the 

reduced screening of carriers in NWs [48]. 
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(b) 

Fig. 6(a) Change in SS for different Biomolecule Concentrations 

(b)SS for different biomolecule concentrations for Biotube 

 

B. Influence of Biomolecule Species 

 

Fig. 7(a) illustrates the drift in Ids with Vgs for Nanowire FET 

and Biotube FET with different biomolecule dielectric 

constants, viz. DNA, Biotin and Hydroprotein. The 

biomolecules are detected in the gate stack device architecture, 

when the biomolecule species are used in place of high K gate 

oxide. 
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(b) 

Fig. 7(a) Variation in Ids (b) Analytical Ids v/s Vgs 
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Fig. 7(c) Threshold Voltage, Vth for different Biomolecule 

Dielectric Constants 

 

By tailoring the permittivity of the material that is inserted 

along with the dielectric-constant of neutral species like DNA 

= 1.0, Biotin = 2.1 and Hydroprotein = 5.0, the detection of 

DNA biomolecules becomes attainable. This becomes 

possible, as oxide is a gate stack, and when the permittivity 

changes, it changes the capacitance and hence the electric field 

also, changes as capacitance is given by the ratio of ɛox and tox. 

It implies from the Fig. that Biotube FET illustrates a superior 

drain current over the Nanowire FET for detecting the various 

biomolecules viz. DNA, Biotin and Hydroprotein. This 

superiority in drain current owes to the fact that in the Biotube 

FET structure, two cylindrical gates exercises an enhanced 

gate control over the channel. Fig. 7(b) shows the analytical Ids 

v/s Vgs for different biomolecules (DNA, Biotin and 

Hydroprotein) of Biotube FET. It can be clearly noticed from 

the figure that the analytical results are in close accordance 

with the simulated results. It can also be inferred that when the 

dielectric-constant of neutral species are inserted (DNA = 1.0, 

Biotin = 2.1 and Hydroprotein = 5.0) the drain current 

increases. This is because of a change in the potential on 

insertion of biomolecule (depending upon the dielectric 

permittivity of biomolecules) [42,49].  Fig. 7(c) shows 

threshold voltage for the contemplated device architectures 

under different biomolecules. As seen from the Fig., drift in 

Vth is higher in Biotube FET than that of Nanowire FET 

because of superior control along the channel and thus making 

Biotube highly sensitive. 

Fig. 8(a) displays the Sensitivity of the device designs being 

contemplated for different biomolecule dielectric constants. It 

implies from the Fig. that, Biotube illustrates superior 

sensitivity as contrasted with other device designs for 

detection of the three biomolecules viz. DNA, Biotin and 

Hydroprotein.  
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Fig. 8(a) Sensitivity for various Biomolecule Dielectric 

Constants (b) Transconductance, gm for different 

Biomolecules 
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Fig. 8(c) Analytical gm v/s Vgs for different biomolecules for 

Biotube FET 

 

Fig. 8(b) illustrates the variation in gm (Transconductance) 

with change in Vgs for the contemplated device architectures. 

It is clearly seen from the Fig. that Biotube FET shows a 
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higher drift in gm in contrast to nanowire FET. The dual 

cylindrical gate architecture increases the charge carrier 

density and the capacitances by two fold times which further 

enhances the drain current. gm being the derivative of the drain 

current also increases with an increase in Ids for biomolecules 

like DNA, Biotin and Hydroprotein. Fig. 8 (c) shows the 

analytical gm v/s Vgs for different biomolecules (DNA, Biotin 

and Hydroprotein) for Biotube FET. It can be clearly noticed 

from the figure that the analytical results are in close 

accordance with the simulated results. It can also be inferred 

that when the dielectric-constant of neutral species are inserted 

(DNA = 1.0, Biotin = 2.1 and Hydroprotein = 5.0) gm 

increases. This is because of a change in the potential on 

insertion of biomolecule (depending upon the dielectric 

permittivity of biomolecules). 

Fig. 9(a) shows ION/IOFF ratio for the contemplated device 

designs under different biomolecule concentrations. As seen 

from the Fig., the shift in ION/IOFF Ratio is higher in Biotube 

FET than Nanowire FET owing to superior control along the 

channel thus making Biotube highly sensitive for different 

biomolecules. Fig. 9(b) illustrates SS (Subthreshold Slope) for 

all the device designs considered and shows that the shift in 

subthreshold slope is higher in Biotube FET than in Nanowire 

FET and this is because of elevated control along the channel 

and thus making Biotube highly sensitive. Fig. 9 (c) shows the 

analytical SS v/s L for different biomolecules (DNA, Biotin 

and Hydroprotein) for Biotube FET. It can be clearly noticed 

from the Fig. that the analytical results are in close accordance 

with the simulated results. It can also be inferred that when the 

dielectric-constant of neutral species are inserted (DNA = 1.0, 

Biotin = 2.1 and Hydroprotein = 5.0) SS increases. This is 

because of a change in the potential on insertion of 

biomolecule. 
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Fig. 9(a) ION/IOFF Ratio (b) SS for different Biomolecule 
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Fig. 9(c) Analytical SS v/s L for different biomolecules  

 

   Fig. 10(a) shows change in surface potential for different 

Biomolecule concentrations, which spawns over three 

categories i.e., No charged Biomolecules (neutral), positively 

charged biomolecule and negatively charged biomolecule. The 

change in the minima of surface-potential will modulate the 

Vth. When (-)vely charged biomolecules are infused inside the 

gate oxide layer, minima of the surface potential gets lowered, 

whereas for positively charged biomolecules, this minima of 

the surface potential increases.  This owes to the fact that these 

biomolecules are electrically linked with the rooted silicon and 

attains a particular energy level, i.e. interface state energy 

level, EIT which places itself according to the fermi level, EF, 

as per their charges (EIT>EFfor (+)vely charged biomolecule 

insertions, EIT<EF for (-)vely charged biomolecule 

insertion) [34]-[41]. The flat band voltage increases due to 

infusion of (-) vely charged biomolecules and reduces for the 

(+) vely charged biomolecule insertion by qNf /CG amount. 

Here, CG can be expressed as capacitance per unit area of the 

gate-dielectric and Nf can be expressed as interface fixed 

charge density for charged biomolecules [47]. For larger 

channel radius, CG becomes smaller, so for significant change 

in flat band potential, band bending occurs. Thus, effective Vgs 

varies and the minima of the surface-potential shifts. 

Conclusively, Vth varies distinctively for charged 

biomolecules as contrasted with neutral ones. It can be 

interpreted that for a smaller amount of charged biomolecules, 

change in Vth would be very small. For the higher amount of 

charged biomolecules, Vth shifts significantly. Fig. 10(b) shows 

variation of surface potential for different Biomolecules, 

specifically Hydro-protein, Biotin and DNA respectively. As 

is evident from the Fig., DNA shows the maximum surface 

potential as compared to the other two biomolecules viz., 

Hydro-protein and Biotin. DNA has been reportedly the 

greatest (-) vely charged molecule [31]. The operation of the 

FET can be modulated by this charge induced in the dielectric 

layer despite the proven dielectric constant effect [28]. 
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Fig. 10(a) Surface-Potential for Different Biomolecules  
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Fig. 11(a) Ez for Different Biomolecule Concentrations 
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Fig. 11(b) Electric Field for Different Biomolecules  Hydro-

Protein, Biotin and DNA respectively 

   Fig. 11(a) shows variation in electric field for different 

biomolecule concentrations primarily over three categories 

i.e., NO charged Biomolecules (neutral), positively charged 

biomolecule and negatively charged biomolecule. As can be 

interpreted from the Fig., (+)vely charged biomolecules 

exhibits the maximum maxima for electric field as contrasted 

with the neutral and (-)vely charged biomolecules. Fig. 11(b) 

shows variation of electric field for different Biomolecules, 

specifically Hydro-protein, Biotin and DNA respectively. As 

is clearly evident from the Fig., the bio-sensor exhibits the 

maximum electric field when detecting DNA biomolecule.  
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(b) 

Fig. 12 (a) Subthreshold Current for various Biomolecule 

Concentrations (b) Subthreshold Current for Different 

Biomolecules 

 
Fig. 12 pictures variation of subthreshold current for (a) 

Different Biomolecule Concentrations and (b) Different 
Biomolecules. The different biomolecule concentrations 
includes the (+) vely charged biomolecules, neutrally charged 
biomolecules and (-) vely charged biomolecules. As 
interpreted from the Fig., (+) vely charged biomolecules and 
DNA exhibits the maximum variation in the maxima of the 
subthreshold current, thus advocating our device to be spell-
fall for detection of biomolecules, both by inducing in the 
dielectric layer as well as by varying the dielectric constants.   

 
V. CONCLUSION 

 
In this manuscript, an analytical model has been demonstrated 

for Dielectric Modulated Junctionless Biotube FET (DM-JL-

BT-FET) as a sensor. The Junctionless Biotube FET based 

sensor has been compared and contrasted with Nanowire FET 

under similar bio-molecule conditions. It has been well 

established by the comparisons, that Dielectric Modulated 

Junctionless Biotube FET shows much higher efficiency in 

Bio-sensing and poses superior device performance 

characteristic in terms of higher sensitivity, higher drift in 

drain current, transconductance, Ion/Ioff ratio, Subthreshold 

Slope and Threshold voltage. The hole concentrations have 

also been investigated under different biomolecule conditions. 

Two different biomolecule conditions have been deeply 

considered in our analysis viz., firstly, varying the 

biomolecule concentrations and secondly, inserting different 

biomolecules namely DNA, Biotin and Hydroprotein. 

Improved bio sensing is observed in Junctionless Biotube FET 
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because of superlative gate control over the channel, owing to 

architecture of Biotube FET. The analytical results have also 

been modelled for DM-JL-BT-FET by finding a solution to 

the 2-D Poisson equation in accordance with the boundary 

conditions. The analytical results are much in coherence with 

the results obtained from the simulator.  
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Abstract
The present work discusses thewear and friction studies of aluminiumgraphite fly ash composite.
Three aluminium composites, Al with 10wt.%fly ash, Al with 10wt.% graphite, andAlwith 5wt.%
fly ash&5wt.% graphite were fabricated using the stir casting technique. A linear reciprocating
tribometer was used to evaluate thewear and frictional behavior at two distinctive temperatures of
36 °Cand 100 °C in dry and lubricated conditions. The aluminiumwith 10wt.%fly ash resulted in the
least amount ofmass loss and coefficient of friction in dry as well as a lubricated condition at 36 °C,
however, at a higher temperature of 100 °C the aluminiumwith 10%graphite exhibits the lowestmass
loss and coefficient of friction value. It is concluded that for dry sliding conditions, aluminium fly ash
composite could be used as a potentialmaterial for applications that are to be operated at room
temperature and for high-temperature applications aluminiumgraphite composite ismore suitable.

1. Introduction

Aluminium alloys are used inmany industrial applica-
tions. It has an excellent weight to strength ratio,
thermal conductivity, and corrosion resistance which
makes it one of the most used material in the
automobile sector. In aluminium alloys, AA 6061
exhibits very good mechanical properties which sup-
port its use in aircraft, electronics, and food packaging
industries as well [1, 2]. Yield, ultimate, shear, and
fatigue strength are the main factors that greatly
influence the mechanical properties of a material. AA
6061 has a good yield and ultimate strength which
makes its use in applications where static loading is
required and the high shear strength of AA 6061
enables its use in different applications where the
torsional load is required. The shear strength value
helps in the application where there is repetitive
loading like in axels and pistons. The other special
property that AA 6061 possesses is corrosion resist-
ance. In the presence of water or atmospheric air, it
makes a layer of oxide which makes the material non-
reactive to corrosive elements. Despite good mechan-
ical and corrosion properties, the wear and friction
properties of these alloys are not good [3, 4]. It is
difficult to make components where sliding motion is

required. So, to enhance the wear and friction proper-
ties, aluminium is reinforced with different elements
to fabricate aluminiummetal composite (AMC).

In the recent past, silicon carbide, boron carbide,
tungsten carbide, and aluminium oxide particle rein-
forcements have been successfully used to produce the
AMCs. These hard ceramics improved the hardness
and wear resistance of the different matrix materials
[5–7]. However, with the introduction of these hard
particles, higher coefficient of friction (COF) had been
reported above specific load values. For reducing this
effect soft phase particles like graphite, molybdenum
has been added to the Al matrix. The layer of atoms on
these elements is very weakly bonded and gets dis-
lodged easily with low shearing forces which resulted
in low friction. With these advantages of hybrid com-
posites, a numerous amount of research is going on in
its fabrication and processing. Sharma et al (2018) per-
formed wear and friction tests on the Al-Gr compo-
sites and reported that the presence of graphite in the
Al matrix greatly enhanced the tribological properties
of the Al matrix [8]. Rajesh et al (2019) developed the
Al-fly ash composites with varying graphite contents.
With the increasing graphite contents in the Al-fly ash
composite, the mechanical and tribological properties
get increased [9]. Similarly, Dirisenapul et al (2020)
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prepared a hybrid aluminium metal composite by
reinforcing boron carbide and nitride in the alumi-
nium 7010 alloys. No intermetallic compounds were
detected by the authors and these reinforcements used
up to 2% w/w improved the tensile properties of the
aluminiumalloy.

Palanikumar et al (2019) fabricated a hybrid com-
posite of B4C and mica with aluminium 6061 and
compared the wear behavior of the hybrid composite
with a metal matrix composite of aluminium
6061-B4C and aluminium 6061 alloys. The authors
reported that the hybrid composite exhibited better
wear properties as well as surface finish [10]. Pitch-
ayyapillai et al (2016) developed a hybrid composite
using alumina (Al2O3) and molybdenum disulfide
powder as the reinforcement in Al 6061 alloy. The
introduction of these reinforcements improved the
wear resistance of the aluminium alloy [11]. Gopinath
et al (2020) used the graphite, Al2O3, and boron nitride
reinforcements in Al 6061 alloy to improve its wear,
mechanical, and corrosion behaviors [12].

It is reviewed that fly ash particles improve the
wettability and mechanical properties of aluminium
alloys. The fly ash particles also improved the wear and
friction properties as reported by Sharma et al It con-
tains oxides of the mineral contents from the coals
used. The presence of oxides of aluminium, silicon,
and carbidemakes the nature of the fly ash ceramic.

Fly ash is the one industrial waste that has many
important elements like Fe, Zn, Si, Ni. These elements
might prove to be useful if mixed with aluminum
alloys. The introduction of fly ash particles to the
metal matrix was first proposed by Pont (1982) [134]
and Rohtagi et al (1995) [13]. Numerous amounts of
studies are available in which fly ash has been used as a
possible reinforcement to aluminumalloys [14–16].

With these benefits of fly ash and to reuse the waste
by-product of coal burning, fly ash was selected as one
of the main reinforcement of the hybrid aluminium
composite, and graphite was selected as the other rein-
forcement owing to its excellent friction reduction
properties. It is also revealed from the literature review
that individual use of fly ash and graphite particles in
the aluminium matrix are proven to improve the tri-
bological properties of the composite. However, most
of the works related to composite materials lacked to
show the combined effect of both the reinforcements.
So, in the present paper, three composites were pre-
pared using the stir casting with 10 wt. % fly ash, 10
wt. % graphite and 5 wt. % graphite-5 wt. % fly ash
reinforcement. Wear and Friction tests were per-
formed to evaluate the wear behaviour at two temper-
ature settings in dry and lubricated conditions. The
selection of temperatures for the tribological tests was
done based on the literature survey and tribological
testing machine specifications. For providing the
lubrication SAE 15W40multigrade lubricant was used
as the mono-grade oils are not capable of working at
higher temperatures [17]. SAE 15W40 lubricant

performs well at high-temperature applications. The
recorded density and viscosity of the used oil were 0.83
g cm-3 and 106.39mm2 s-1 (at 100 °C).

2.Materials andmethods

2.1.Materials
Al 6061was used as thematrixmaterial. The elemental
composition of Al 6061 is given in table 1. Si, Mg, and
Zn are the prime elements in it. These elements
provide high strength and hardness.

2.2. Stir casting
There are several different methods to fabricate the
composite materials [18–21]. The most common one
is stir casting [22, 23]. The stir casting machine is an
advanced version of the conventional electrical fur-
nace with a digital interface for controlling input
parameters (such as temperature, stirrer speed, as well
as crucible setup) and a mechanical stirrer connected
to the motor. The speed of the stirrer is controlled
using a regulator provided at the input panel of the
machine. An open space is provided at the top of the
furnace for easy installation and movement of the
stirrer to achieve uniform distribution of reinforce-
ments into the parent material while performing the
mixing operation. Figure 1 presents the basic parts of
the stir casting setup.

The casting process begins with the heating of Alu-
minium (6061) at 800 °C and pre-heating of the rein-
forcement for 30 min to catalyze uniform distribution
and strong bond formation between the Al 6061 and
reinforcement. Al 6061 were filled in the crucible and
the crucible was carefully placed on the crucible plat-
form of the machine and the platform was directed to
the furnace using the feed button. The temperature
was set to 800 °C using a temperature-regulating
switch. The reinforcement was preheated for 30 min
in another conventional electric furnace. The Alumi-
nium (6061) melts after some time as the furnace
temperature reaches 800 °C, the stirrer was dipped
into the melted aluminium and preheated reinforce-
ments were added into the molten aluminium in form
of very small balls of aluminium foil with reinforce-
ment wrapped inside it. The fly ash contents were lim-
ited to 10% as it was noticed during the literature
survey that, till 10% of fly ash particles the improve-
ment in hardness value was very much appreciable,
however with further increment in percentage, the
improvement was not that high. Also, the higher
percentage of reinforcements in the matrix results in
the lower yield strength of the composite. For these

Table 1.Elemental composition of Al 6061 alloy.

Si Fe Mg Cu Cr Zn Mn Al

0.61 0.68 0.81 0.21 0.05 0.27 0.17 97.2
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reasons, the amount was limited to 10%only. The stir-
rer was switched on and the rotation speed of the stir-
rer was set at 400 rpm. After the addition of the whole
reinforcement, the mixing was done for the next
10 min and the stirrer was switched off. The stirrer was
carefully taken out of the furnace and the molten mix-
ture was heated at the set temperature (800 °C) for the

next 10 min. The furnace was switched off and the cru-
cible platform of the machine was lower down
through the regulating switch. The crucible was held
carefully using tongs and themoltenmixture was care-
fully poured into a preformed cavity of cylindrical
shape with 100mm diameter and 120mm length. The
casting was allowed to cool down and it was cautiously

Figure 1. (a) Stir casting setup used to fabricate the compositematerials, (b) scanning electronmicroscope image for graphite
reinforcements (c) scanning electronmicroscope image forfly ash reinforcement.
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extracted out from the metal mold. Table 2 provides
the stir casting parameters used to fabricate the
composites.

2.3.Measurements
The Vicker hardness of all the prepared materials was
evaluated using a Fischer-made micro-hardness tester
as per ASTM E-384. The measurements were per-
formed at 3000 mN load for 15 s. Five observations
weremade and an average of thesewas used to evaluate
the results.

The wear test was performed on the polished sam-
ples of aluminium metal matrix composites (surface
roughness value of 1.1 μm (Ra value)) using the reci-
procating tribometer. The set-up consists of the reci-
procating head at which load was applied and a small
platform of dimension 40 mm×40 mm×5 mm
with a thermocouple attached to it, for the installation
of sample workpieces for wear testing as well as to read
the variation in temperature of the workpiece while
testing. The wear tests on the samples were performed
in two conditions, dry condition and lubricated condi-
tion on the test samples of dimensions 20 mm ×
20mm. For the wear test in lubricated conditionmulti-
grade, SAE 15W40 engine oil was used as the lubricant,
for a reciprocating body, hardened steel ball having sur-
face roughness value of 0.7 μm (Ra value) was used at a

load of 10 N. As per the design of the reciprocating
tribo-meter, during the lubricated tribo-testing, the
lubricant was applied before stating the experiment and
therewas no continuously supply of it. The frequency of
the reciprocating stroke was set at 2 Hz. The tests in
unlubricated conditions were performed for 6min and
for lubricated the duration of the test was 60min to
obtain the appreciable weight loss from the prepared
samples. For each set of experiments, three observations

Table 2.Parameters for stir casting.

Weight of aluminium (Kg) 1.5

Stirrer speed (rpm) 400

Temperature ( °C) 800

Reinforcement preheating (min) 30

Casting process duration (min) 90

Table 3.Parameters for wear testing.

Parameter/Lubrication Dry Lubricated

Temperature ( °C) 36, 100 36, 100

Duration (min) 5 60

Stroke length (mm) 6 6

Load (N) 10 10

Frequency (Hz) 2 2

Figure 2.Opticalmicrograph of (a)Al5F5G (b)Al10F (c)Al10G (d) variation of hardness for the prepared composites.
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were taken and an average of these was used to plot
the results. The details about the working parameters
are given in table 3. The variation in workpiece temp-
erature, the frictional force was recorded for the
whole duration of the wear test. The recorded data
were analyzed to understand the worn nature of the
fabricated composites. The sample were weighed
before and after the test to evaluate the amount of
mass loss in gram using a weighing balance having
0.0001 g accuracy.

3. Results and discussions

3.1.Microstructure and hardness
Figures 2(a)–(c) shows the scanning electron micro-
graphs of fabricated composite materials obtained at
400× with accelerating voltage of 20 kV, an emission
current of 47800 nm, and at a working distance of
6900 μmwith a ZEISS EVO Series Scanning Electron
Microscope. The polished samples were etched in the
solution prepared with the mixing of nitric acid

(5ml), hydrochloric acid (3 ml), hydrofluoric acid
(2 ml), and distilled water (190 ml). The etchant
helped in clearly identifying the grain boundaries. In
the microstructure, it is observed that graphite and
fly ash reinforcements were uniformly distributed
throughout the aluminium matrix and some inter-
metallic compounds were also seen in the micro-
structure. The presence of the intermetallic
compound was more prominent in the Al with
10 wt. % fly ash (Al10F) composite as compared to
the other samples.

Figure 2(d) presents the variation of the surface
hardness of the prepared composites. It is found that
Al with 10 wt. % graphite (Al10G) possessed max-
imum hardness in comparison to other samples. The
presence of graphite in the form of fine particles might
have increased the surface hardness of the composite.
Similar trends of hardness variation was observed by
Shankar et al (2016) [24]. ElGhazaly et al (2017) [25]
also reported that in the aluminium composites, the
formation of aluminium carbides takes place which

Figure 3.Variation in the coefficient of friction value (a) at 36 °C in un-lubricated condition (b) at 100 °C in un-lubricated condition.
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reduces the ductility of the composite. With this, the
hardness gets improved. It is also observed that the
increase in hardness is not appreciable as compared
with the Al with 10%fly ash contents.

3.2. Friction behaviour
3.2.1. Coefficient of friction in dry condition
The wear and friction experiments were performed in
dry as well as in lubricated conditions at 36 °C and

Figure 4.Comparison of the coefficient of friction value at 36 °Cand 100 °C in un-lubricated condition for (a)Al10F composite (b)
Al10G composite (c)Al5F5G composite.
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100 °C temperature. Figure 3 presents the variation of
coefficient of friction for the prepared hybrid compo-
site as a function of sliding time at 36 °C working
temperature. The friction force between the tribo-
pairs was recorded with the help of a friction force
sensor, and later the friction force was converted to the
coefficient of friction as per the classical Coulomb’s
law [26, 27]. It was reported that at 36 °C, Al10F
material produced the lowest COF value, followed by
Al5G5F andAl10G. This low value of theCOFpresents
a good bond between the aluminium and fly ash
particles. The spherical shape of the fly ash particles
helped in reducing the friction values. The dry sliding
behaviour of the graphite particles in the aluminium
matrix did not reduce the COF values for Al5F5G and
Al10G as compared to the Al10F. The solid lubricating
characteristics of the graphite particle depend on the
environmental contaminations between the tribo-
pairs [28]. At lower temperature values (36 °C) these
contaminations affect the lubricating nature of gra-
phite particles and did not allow to lower the COF
value for graphite-reinforced Al5F5G and Al10G

composite. Hence the COF for Al10F is lower than
Al4F4G and Al10G. However, at a higher temperature
value (100 °C), the surface contaminations get released
from the surface and graphite provides the required
solid lubrication.

Table 4.Average of COF values at 36 °Cand 100 °C temperature in
dry condition.

Composite COF at 36 °C COF at 100 °C % increase

Al5F5G 0.9639 1.0306 6.9198

Al10F 0.8386 1.3503 61.0183

Al10G 1.0003 1.0173 1.69949

Figure 5.Variation in the coefficient of friction value (a) at 36 °C in lubricated condition (b) at 100 °C in lubricated condition.

Table 5.Average of COF values at 36 °Cand 100 °C temperature in
lubricated condition.

Composite COF at 36 °C COF at 100 °C %Increase

Al5F5G 0.1497 0.1954 30.5277

Al10F 0.1455 0.1746 20.00

Al10G 0.1569 0.1899 21.0325
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The Al10G represents better tribological proper-
ties as compared to other composites at 100°C. It is
worth mentioning here that the Al10F produced the
lowest COF value at 36 °C however, at a higher temp-
erature 100 °C it resulted in the highest COF value.

The high hot hardness value of the graphite particles
and release of environment contaminations might
help in improving the overall COF value of the Al10G
composite. Also, at high temperatures, the Al matrix
gets soften and interfacial stress gets surpasses the

Figure 6.Comparison of the coefficient of friction value at 36 °Cand 100 °C in lubricated condition for (a)Al10F composite (b)Al10G
composite (c)Al5F5G composite.
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bonding strength between the matrix and reinforce-
ment. This might lead to the generation of cracks and
hence themass loss increases.

The sliding started when the asperities of the har-
dened chromium steel ball surface makes a contact
with the asperities of the composite surface. In the
initial stages of the experimentation, the wear from the
composite surface generates by the disintegration of
the surface asperities by the hard asperities of the ball
surface. As the sliding progresses, the surface of the
composites becomes soft and asperities of the ball sur-
face easily penetrate through the surface of the compo-
sites, and hence the friction coefficient increases.

For a better understanding of the effects of gra-
phite and fly ash, the individual graphs for the pre-
pared composites examined at 36 °C and 100 °C are
presented in figures 4(a)–(c) and the average COF
values for testing of different composites at 36 °C and
100 °C is given in table 4.

3.2.2. Coefficient of Friction in Lubricated Condition
In the lubricated condition, SAE 15W-40 lubricating
oil was used at the interface of the ball and composite
plate [23]. Lubricating oil was applied only once at the
interface of the plate and ball. Figure 5 presents the

variation of the coefficient of friction with time. In this
lubrication regime, Al10F material performed better
as compared to the other composites at 36 °C and
100 °C. The average COF values obtained from the
wear and friction test between the friction pairs in
lubricated conditions are presented in table 5 and
figure 6. It is observed that the coefficient of friction
value rises to the maximum for all the prepared
composites thereafter it stabilizes. The Al10F compo-
site yields the lowest value of COF value during the
tribo-testing at 36 °Cand 100 °C.

The performance of the composite material gets
affected by the working temperature. With increasing
temperature, the lubrication applied between the pre-
pared composite and ball surface gets heats up, and
chances of shear thinning of the lubricating oil arise.
Since there was no continuous supply of the lubricant
at the interface of the tribo-pairs, so starved lubrica-
tion regime would get created. This phenomenon
would reduce the layer of lubrication between the
tribo-pairs and the effects of lubrication.

3.3.Wear behaviour
The wear loss from the composites was measured by
weighing the specimens before and after the testing. A

Figure 7.Mass loss for the prepared composite samples in (a) dry and (b) lubricated conditions.
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weighing balance with 0.0001g accuracy was used to
weigh the samples. Figure 7 presents the variation of
mass loss for the prepared composite materials in dry
and lubricated conditions. In the dry condition, the
Al10F composite exhibits the lowest amount of mass
loss at 36 °C. The fly ash particles prevent the wear of

the aluminummatrix. At higher testing temperatures,
the Al10G composite yields minimum wear loss. For
graphite-reinforced composites, the effects of solid
lubricant and wear protective layer comes into play,
which reduced the wear from the composite materials
[29]. Also, as the sliding between the composite

Figure 8.The scanning electronmicroscopic images (a)Al10F at 36 °C (b)Al10F at 100 °C (c)Al5F5G at 36 °C (d)Al5F5G at 100 °C
(e)Al10G at 36 °C (f)Al10G at 100 °C.
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Figure 9.Presentation of wear surfaces for, dry sliding test of (a)Al5F5G at 36 °C, (b)Al10F at 36 °C, (c)Al10G at 36 °C.Dry sliding
test of (d)Al5F5G at 100 °C, (e)Al10F at 100 °C, (f)Al10G at 100 °C. Lubricated sliding test of (g)AL5G5F at 36 °C, (h)Al10F at 36 °C,
(i)Al10G at 36 °C. Lubricated sliding test of (j)Al5F5G at 100 °C, (k)Al10F at 100 °C, (l)Al10G at 100 °C.
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material and hardened ball started, the material from
the composite material starts shearing off by the
asperities of balls. With this, the wear debris gets
transferred to the ball surface. In the case of graphite-
reinforced composite, this debris gets agglomerated
between the composite and ball and prevents wear.

Figure 7(b) presents the variation of mass loss in
the lubricated condition. In lubricated conditions, the
COF value was reduced for all the composite materials
as compared to the dry sliding. The amount of mass
loss from Al10F is low as compared to other compo-
sites at 36 °C as well as 100 °C. The thin lubricating
film between the composite and ball helped in redu-
cing themass loss [30]. As the sliding time is increased,
the lumps of the wear debris get to mix with the lubri-
cating oil and prevent the adhesionwear.

3.4.Worn surface analysis
A wear scar on the surface of the composite materials
characterized the worn surface. This wear scar indi-
cated the contact point of the ball surface. For the easy
identification of the wear scar, scanning electron
microscope images were obtained for the wear
surfaces. The images were obtained at an accelerating
voltage of 20 kV, an emission current of 47800 nm,
and at a working distance of 6900 μm with a ZEISS
EVO Series Scanning Electron Microscope. All the
images were captured at 100 X magnification. All the
worn surfaces had small pits, grooves, and plastic flow
of the material. The worn surfaces of composites
obtained during dry sliding testing at 36 °C and 100 °C
are presented in figure 8. Figures 8(a)–(b) presents the
scanning electron microscope image for Al10F com-
posite, some loose debris was seen on the worn surface
which was embedded into the composite surface.
Small wearwedges were also visible for the 36 °C tested
specimen. These wear wedges were larger as the testing
temperature increases to 100 °C. The worn surface of
the Al5F5G composite tested at 36 °C and 100 °C was
presented in figures 8(c)–(d). The debris was seen on
the surface with more plastic flow of the material.
Figures 8(e)–(f) represents the worn surface for the
Al10G composite. The plastic flow of material with a
small cavity was seen for the Al10G composite at 36
°C. A small amount of debris was also visible on the
surface. Very fine debris was seen during the dry
sliding testing of theAl10G composite, which indicates
abrasive wear.

The optical microscopic images of the wear speci-
mens are shown in figures 9(a)–(l). These were
obtained at 10× magnification. Figures 9(a)–(c) pre-
sents the wear region for the composite samples exam-
ined at 36 °C in dry lubricated conditions. Some
grooves and major mass loss were reported for these
samples. The wear region at 100 °C for dry lubricated
conditions is presented in figures 9(d)–(f). At 100 °C
the composite became slightly soft and deep grooves
were present on the wear region. Figures 9(g)–(l)

shows the wear region in lubricated conditions at
36 °C and 100 °C temperature. A similar trend of wear
was noticed for thewear region.

4. Conclusions and future scope

In this experimental study, a hybrid aluminium
composite with fly ash and graphite as reinforcements
was fabricated using the stir casting method. Dry and
lubricated sliding tests were conducted at 36 °C and
100 °C temperatures to evaluate the wear and friction
behaviors. The following conclusions could be drawn
from the present study.

1. The tribological study in dry conditions revealed
that at low temperatures Al10F composite
resulted in the lowest coefficient of friction value,
however, at higher temperatures, Al10G resulted
in the lowest coefficient of friction value.

2. During the lubricating conditions, Al10F yields
the lowest friction coefficient value at 36 °C as
well as 100 °C.

3. The Al10F composite resulted in a minimum
amount of mass loss at 36 °C during the dry
sliding testing aswell as in lubricated conditions.

4. The scanning electron microscopic images indi-
cated abrasive wear nature with small debris and
plastic flow for all the fabricated composites.

5. The wear performance of a composite material
also depends on its strength and toughness values.
The proposed composites may be tested to
evaluate their tensile, flexural, and compressive
strength as future scope of the present study.

Data availability statement

All data that support the findings of this study are
included within the article (and any supplemen-
taryfiles).

ORCID iDs

VipinKumar Sharma https://orcid.org/0000-
0002-7356-4590

References

[1] Kheirkhah S, ImaniM,Aliramezani R, ZamaniMHand
Kheilnejad A 2019Microstructure,mechanical properties and
corrosion resistance of Al6061/BN surface composite
prepared by friction stir processing Surf. Topogr.:Metrol. Prop.
7 035002

[2] SharmaVK, SinghRC andChaudhary R 2017Effect offly ash
particles with aluminiummelt on thewear of aluminiummetal
matrix composites Eng. Sci. Technol. an Int. J. 20 1318–23

[3] David Raja Selvam J, Dinaharan I andMashinini PM2017
High temperature slidingwear behavior of AA6061/fly ash

12

Surf. Topogr.:Metrol. Prop. 9 (2021) 025027 VKSharma et al



aluminummatrix composites prepared using compocasting
processTribology -Materials, Surfaces & Interfaces 11
39-46

[4] HashemiR andHussainG2015Wear performance of Al/TiN
dispersion strengthened surface composite produced through
friction stir process: a comparison of tool geometries and
number of passesWear 324–325 45–54

[5] Banerjee S, Poria S, SutradharG and Sahoo P 2020Abrasive
wear behavior ofWCnanoparticle reinforcedmagnesium
metalmatrix composites Surf. Topogr.:Metrol. Prop. 8 025001

[6] FarghadaniM,Karimzadeh F, EnayatiMH,
NaghshehkeshN andOstovariMoghaddamA2020
Fabrication of AZ91D/Cu/Mg 2Cu andAZ91D/Mg 2Cu/
MgCu 2/MgO in-situ hybrid surface nanocomposites via
friction stir processing Surf. Topogr.:Metrol. Prop. 8
045002

[7] SharmaVK, SinghRC andChaudhary R 2018Wear and
friction behaviour of aluminiummetal composite reinforced
with graphite particles Int. J. Surf. Sci. Eng. 12 419–32

[8] SharmaVK and SinghRC2018Wear and friction behaviour
of aluminiummetal composite reinforcedwith graphite
particles Int. J. Surf. Sci. Eng. 12 419–32

[9] Rajesh andMahendra KV 2019Development of Al-6Mg fly
ash-graphite hybridmetalmatrix composites by stir casting
and evaluation ofmechanical properties International Journal
of Current Engineering andTechnology 9 669–72

[10] PalanikumarK, EabenRajkumar S and Pitchandi K 2019
Influence of primary B4Cparticles and secondarymica
particles on thewear performance of Al6061/B4C/mica
hybrid composites J. Bio- Tribo- Corrosion. 5 1–12

[11] Pitchayyapillai G, Seenikannan P, Raja K and
ChandrasekaranK2016Al6061 hybridmetalmatrix
composite reinforcedwith alumina andmolybdenum
disulphideAdv.Mater. Sci. Eng. 2016 1-9Article ID 6127624

[12] Gopinath S, PrinceMandRaghavGR 2020 Enhancing the
mechanical, wear and corrosion behaviour of stir casted
aluminium6061 hybrid composites through the incorporation
of boron nitride and aluminiumoxide particlesMater. Res.
Express 7 016582

[13] Rohtagi PK 1993 Sybthesis andmetalmatrix cmposites
containing fly ash, graphiteGlass, Ceramics orOtherMetals.
PatentNo. 5228494

[14] Magibalan S, SenthilkumarC, PrabuM, Yuvaraj S and
BalanAV 2020Optimization and effect of load, sliding
velocity, and time onwear behavior of AA8011- 8wt.% fly-ash
composites Surf. Topogr.:Metrol. Prop. 8 045022

[15] KumarVMandVenkatesh CV 2019A comprehensive review
onmaterial selection, processing, characterization and
applications of aluminiummetalmatrix compositesMater.
Res. Express 6 072001

[16] Mahanta S, ChandrasekaranM, Samanta S and
ArunachalamR2019Multi-response ANNmodelling and
analysis on slidingwear behavior of Al7075/B4C/fly ash
hybrid nanocompositesMater. Res. Express 6 0850h4

[17] SharmaV, JoshiR,PantHandSharmaVK2020 Improvement in
frictional behaviourof SAE15W-40 lubricantwith the additionof
graphite particlesMaterial Today:Proceedings.25719–23

[18] ShabaniMO,Mazahery A, Bahmani A,Davami P and
VarahramN2011 Solidification of A356Al alloy: experimental
study andmodelingKovoveMater. 49 253258

[19] ShabaniMOandMazahery A 2013 Suppression of
segregation, settling and agglomeration inmechanically
processed composites fabricated by a semisolid agitation
processesTrans. Indian Inst.Metals. 66 65–70

[20] ShabaniM,Mazahery A,Davami P andRazaviM2012 Silicon
morphologymodelling during solidification process of A356
Al alloy Int. J. Cast.Metals Res. 25 53–8

[21] PrakashK S,Moorthy R S, Gopal PMandKavimani V 2016
Effect of reinforcement, compact pressure and hard ceramic
coating on aluminium rock dust composite performance Int. J.
RefractMetalHardMater. 54 223–9

[22] SinghRC, Chaudhary R and SharmaVK2019 Fabrication and
slidingwear behavior of some lead-free bearingmaterials
Mater. Res. Express 6 066533

[23] Lal R and SinghRC2018 Experimental comparative study of
chrome steel pinwith andwithout chrome plated cast iron disc
in situ fullyflooded interface lubrication Surf. Topogr.:Metrol.
Prop. 6 035001

[24] Latha Shankar B, Anil KC andKarabasappagol P J 2016A
Study on effect of graphite particles on tensile, hardness and
machinability of aluminium8011matrixmaterial IOPConf.
Series:Materials Science and Engineering 149 012060

[25] ElGhazaly A, Anis G and SalemHG2017 Effect of graphene
addition on themechanical and tribological behavior of
nanostructuredAA2124 self-lubricatingmetalmatrix
compositeComposites Part A: Applied Science and
Manufacturing 95 325–36

[26] Lu J, Song Y,Hua L, Zhou P andXieG 2019 Effect of
temperature on friction and galling behavior of 7075
aluminumalloy sheet based on ball-on-plate sliding testTribol.
Int. 140 105872

[27] Ghiotti A, Bruschi S, Sgarabotto F andMedea F 2014Novel
wear testing apparatus to investigate the reciprocating sliding
wear in sheetmetal forming at elevated temperaturesKey Eng.
Mater. 622–623 1158–65

[28] MonikandanVV, Rajendrakumar PK and JosephMA2020
High temperature tribological behaviors of aluminiummatrix
composites reinforcedwith solid lubricant particlesTrans.
NonferrousMet. Soc. China 30 1195–210

[29] MehtaVR and SutariaMP2020 Effect of temperature onwear
and friction behavior of as-cast and heat treated LM25/SiC
aluminummatrix compositesWorld Journal of Engineering 18
206–16

[30] Kumar SinghK, Singh S andKumar Shrivastava A 2016 Study
of tribological behavior of silicon carbide based aluminum
metalmatrix composites under dry and lubricated
Environment, Advances inMaterials Science and Engineering
1–11

13

Surf. Topogr.:Metrol. Prop. 9 (2021) 025027 VKSharma et al



Vol.:(0123456789)1 3

Complex & Intelligent Systems 
https://doi.org/10.1007/s40747-021-00392-z

ORIGINAL ARTICLE

E‑FUCA: enhancement in fuzzy unequal clustering and routing 
for sustainable wireless sensor network

Pawan Singh Mehra1 

Received: 13 August 2020 / Accepted: 29 April 2021 
© The Author(s) 2021

Abstract
With huge cheap micro-sensing devices deployed, wireless sensor network (WSN) gathers information from the region and 
delivers it to the base station (BS) for further decision. The hotspot problem occurs when cluster head (CH) nearer to BS 
may die prematurely due to uneven energy depletion resulting in partitioning the network. To overcome the issue of hotspot 
or energy hole, unequal clustering is used where variable size clusters are formed. Motivated from the aforesaid discussion, 
we propose an enhanced fuzzy unequal clustering and routing protocol (E-FUCA) where vital parameters are considered 
during CH candidate selection, and intelligent decision using fuzzy logic (FL) is taken by non-CH nodes during the selec-
tion of their CH for the formation of clusters. To further extend the lifetime, we have used FL for the next-hop choice for 
efficient routing. We have conducted the simulation experiments for four scenarios and compared the propound protocol’s 
performance with recent similar protocols. The experimental results validate the improved performance of E-FUCA with 
its comparative in respect of better lifetime, protracted stability period, and enhanced average energy.

Keywords  Clustering · Cluster head · Energy efficient · Fuzzy logic · Lifetime · Wireless sensor network

Introduction

The convergence of massive advancement in embedded 
computing, wireless communication and diverse sensor tech-
nology has fostered the emergence of WSN very swiftly. A 
WSN consists of enormous tiny devices called sensors to 
monitor the required field. A simple pictorial representa-
tion of WSN is shown in Fig. 1. There are numerous WSN 
applications, e.g. industrial monitoring, structural monitor-
ing, climatic monitoring, defence, environmental monitor-
ing, and health care [1, 2]. With the miniature size of Sensor 
Node (SN), there is a restriction of limited energy, storage, 
communication and computation. WSN has constraints in 
energy, computation and communication [3, 4]. Battery-
operated SN depletes energy because of long-distance trans-
mission to BS and redundant data processing. A single node 
failure may throw the network into an unreliable state. Thus, 
reducing energy consumption is a challenging issue that has 
attracted many researchers. Routing techniques which are 

capable of reducing energy consumption are highly desir-
able. Cluster-based routing has proved to be a promising 
approach [5–7]. Election of CH and formation of clusters 
are crucial parts in dragging out the lifespan of the network.

The incorporation of FL helps in efficiently handling the 
decision-making behaviour of human solving uncertainty. 
Since there are several overlapping parameters that affect 
energy consumption, thus, this uncertainty can be driven 
by FL. Furthermore, FL possesses the potential to deal with 
imprecision in data and conflicting situations using heuristic 
human reasoning without requiring a complex mathematical 
model [8]. Regardless of the evidential advantages of FL by 
its widespread successful deployment in diverse domains, 
there is a comparatively limited number of fuzzy-based rout-
ing algorithms than fuzzy-based clustering algorithm. Since 
most of the cluster-based routing protocols require only a 
simple decision-making process (i.e. single-hop transmis-
sion of data from CH to BS), and hence the use of FL is 
unnecessary. However, for energy-aware clustering and rout-
ing demand comprehensive decision-making, FL represents 
an effective approach [9].

A fuzzy-based system has four primary modules: Fuzzi-
fier maps the crisp input value to fuzzy linguistic value 
along with the assignment of membership function (MF). 

 *	 Pawan Singh Mehra 
	 pawansinghmehra@gmail.com
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Knowledge Base has a set of IF–THEN rules or conditions 
made by the user, which is considered by Inference Engine 
while making decisions and inferring or drawing conclu-
sions. A fuzzy set is acquired by the Defuzzifier mapping it 
into a crisp output value.

Contribution of paper

This paper propounds E-FUCA, which is a distributed proto-
col for unequal clustering approach for protracting the stabil-
ity span by balancing the load. The contributions made in 
this paper are as follows.

•	 Maximal clustering protocols are probabilistic and elect 
CH based on larger residual energy, its aloofness from 
BS and density of node, which is insufficient for electing 
the suitable candidate for CH.

•	 E-FUCA is an enhancement over the FUCA [10] proto-
col.

•	 FUCA contemplates the remnant power, nearness to BS 
and node density for calculating rank and competition 
radius during CH election whereas, in E-FUCA, instead 
of node density, the average distance to communicating 
nodes is considered because node density is incapable of 
giving a complete insight of energy expenditure by CH. 
Still, average distance can provide a clear idea of com-
munication cost to be carried by CH if selected.

•	 In FUCA, during the formation of clusters, non-CH 
nodes make the greedy decision of choosing the near-
est CH without any consideration of CH’s existing load. 

In contrast, in E-FUCA, non-CH nodes do not make a 
greedy decision but choose their CH intelligently based 
on its rank obtained during CH selection, closeness 
to that CH and number of nodes in its cluster radius 
obtained during CH selection.

•	 FUCA considers BS near/corner of the target field, 
whereas E-FUCA considers BS’s location at the centre 
and at far off place.

•	 For unequal clustering, we consider FL in the routing of 
information from CH to BS.

•	 We have designed FIS for the selection of next-hop so 
that energy efficiency can further be enhanced.

•	 For gauging the performance of E-FUCA, simulation 
experiments are performed and obtained results are con-
trasted with the state of the art approaches such as FUCA 
[10], LEACH [11] and URBD [12] protocol. Experimen-
tal results validate the prolonged stability period, larger 
average energy with load balancing.

•	 The complexity of the proposed E-FUCA in terms of 
time and message is discussed and computed.

The rest of this paper is summarised as follows: discus-
sion on pertinent work is done in “Pertinent work”. Sys-
tem and Energy model description is provided in “Wire-
less sensor network model”; the description of the proposed 
E-FUCA protocol is done in “The proposed approach: 
E-FUCA​”. Simulation experiment and evaluation of perfor-
mance is shown in “Simulation experiment and result analy-
sis”. Lastly, a summary of the proposed E-FUCA protocol 
with concluding remarks is discussed in “Conclusion”.

Fig. 1   Representation of WSN
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Pertinent work

Energy efficiency is the demanding task of WSN, which can 
be provided by the clustering approaches. Some of the per-
tinent unequal clustering approaches are discussed in this 
section. The literature survey of any cluster-based proposed 
work is incomplete without the discussion of the LEACH 
[11] protocol. In the year 2000, Heinzelman et al. propound 
LEACH, which makes local decisions by adopting a proba-
bilistic method for the selection of CH. For balancing the 
network load, CHs are rotated in each round as static CH 
prematurely expires in comparison to non-CH nodes in the 
network. The data aggregation is done at the CH level to 
minimise communication cost. Limitations of this protocol 
are that the CH selection is purely randomised, and cru-
cial factors such as residual energy and aloofness from BS, 
which affect energy, are not put into consideration.

PRODUCE [13] protocol is proposed for eliminating the 
hot spot problem makes use of local probabilities for clus-
ter formation of unequal size. CH nearer to BS focuses on 
inter-cluster communication, whereas CH at a distant place 
may focus on intra-cluster communication. It successfully 
balances the network load and prolongs the lifetime. EDUC 
[14] protocol, which is a distributed algorithm, evades the 
hot spot problem and energy dissipation in heterogeneous 
WSN. It involves the energy-driven rotation method of clus-
ters. Every node in this protocol gets an opportunity to be 
CH in its lifetime. This method is not useful in multi-hop 
networks. LUCA [15] is based on probability to prevent the 
hotspot problem. The size of clusters varies with remote-
ness to BS. GPS is bundled with SN and is location-aware. 
A backoff timer is there with the randomised initial value. 
If an SN receives a message form CH, it joins it; else, it will 
proclaim its candidature. EADUC [16] protocol is designed 
to gather data periodically in WSN. The weight for CH can-
didature is based on remnant energy along with the degree 
of node and exhibits better performance in terms of life-
time. CHEF [17] is a fuzzy-based protocol wherein there 
are two inputs for FIS: local distance and remnant energy of 
node. For evaluating the fuzzified inputs and calculating the 
chance of a node to be chosen as coordinator of the cluster, 
there are nine fuzzy rules. CHUFL [18] is distributed proto-
col in which fuzzy inputs are remnant energy, reachability 
and distance to the BS. The non-CHs choose the nearest CHs 
to form clusters. A distributive clustering protocol, namely 
FBECS [19], is proposed, which assigns a pre-defined prob-
ability to SN based on distance from BS. It uses FL for the 
selection of adequate nodes for the role of CH.

An FL-based clustering algorithm is proposed in EAUCF 
[20], which uses remnant energy and remoteness to BS for 
electing CH. Nine IF–THEN fuzzy rules are used for select-
ing tentative CH. Competitive radius is calculated by each 

tentative CH its candidature. But this proposed work does 
not anticipate energy exhaustion due to large intra-commu-
nication resulting in fading the protocol performance. An 
improvement over EAUCF is FBUC [21], in which the ten-
tative CHs are selected on a probabilistic method. Competi-
tion radius and Chance are computed during the CH elec-
tion. For cluster formation, the non-CH nodes calculate the 
chance of each CH on the basis of density and distance to 
CH. The protocol achieves a better lifetime in comparison 
to LEACH and EAUCF. The proposed IFUC [22] protocol 
is capable of reducing energy consumption and lengthen-
ing network lifetime. For nominating CHs and computing 
the range of the cluster, FL is used. The factors considered 
are remnant energy, closeness to BS and density of nodes. 
SN with a greater chance is selected as the final CH. DUCF 
[23] protocol makes load balancing certain by cluster forma-
tion using FL. The inputs to the fuzzifier are remoteness to 
BS, node density and remnant energy. There are two output 
variables, namely size and chance. The size of the cluster 
is dependent on the chance obtained. Mamdani method is 
used for inference.

A distribution independent unequal clustering is pro-
pounded in MOFCA [24], which contemplates remnant 
energy, calculated density and remoteness to BS for cluster-
ing. For reducing the intra-cluster relay, the cluster radius is 
varied as per the remoteness to BS. It successfully addresses 
the hotspot and energy hole problem. A diverse approach 
for cluster formation is proposed in MCFL [25]. Those can-
didates who are most eligible are chosen as CH, and no re-
clustering takes place for a few rounds so as to reduce the 
message exchange for forming clusters. Experimental results 
exhibit the good performance of the proposed work than its 
comparatives.

FUCA [10] is a probabilistic approach for unequal clus-
tering. Input variables considered are closeness to BS, rem-
nant energy and density. There are two output variables: rank 
and competition radius. Higher ranking nodes in the com-
petition radius are elected as CH. It achieves better perfor-
mance than its counterparts. URBD protocol [12] is another 
unequal clustering protocol that is based on the density of 
nodes for clustering. There are two phases in this protocol: 
CH selection and Member-Join. In this protocol, density and 
distance parameters are used in collaboration for cluster for-
mation resulting in a longer lifetime.

Tian et al. proposed LEACHEN [26], which introduces a 
multi-hop clustering cum routing method, which takes into 
account the fuzzy output as well multipath tree for improv-
ing the efficiency of the network. For the routing of infor-
mation in multipath mode, three input variables are consid-
ered, i.e. remaining energy, traffic load and minimum hops. 
However, in a real-world scenario, other factors should be 
taken into consideration. AlShawi et al. proposed a routing 
algorithm [27], which includes FL and an A* algorithm for 
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lifetime enhancement. Remaining energy and Traffic load as 
the input parameter to the fuzzy system. Leabi and Abdalla 
[28] proposed a routing protocol using FL and an immune 
system that contemplates remnant energy and shortest hop 
for determining a route for communication to sink. This 
approach improves the efficiency of the network.

Jiang et al. proposed FLEOR [29] for optimised routing. 
FLEOR considers three factors in the fuzzy-based routing 
process. The inputs to the inference engine are the degree of 
closeness to sink (DCS), degree of closeness to the shortest 
path (DCSP) and degree of energy balance. NORIA [30] is 
a fuzzy-based routing protocol that considers a fuzzy rule 
set for parent election and role assignment in routing. The 
parameters fed to fuzzy systems are the number of hops to 
the BS and the remaining battery level. A fuzzy-based rout-
ing from node to sink is proposed in [28], which contem-
plates remaining energy and shortest hop as input variables 
to the fuzzy system for computing edge cost. The simulation 
results are compared with the Dijkstra routing technique. 
Haider and Yusuf proposed an energy-optimised approach 
based on FL [31]. They considered six input variables for 
the fuzzy system and computed the cost of the same. The 
simulation results exhibit a reliable and efficient approach, 
but if the size of the network grows, then the fuzzy system 
with six input variable will become more complex.

In the aforementioned approaches, a greedy decision 
is made by the non-CH nodes by choosing the nearest CH 
candidate for cluster formation, whereas some of these 
approaches use FL for calculating chance so that non-CH 
nodes may choose their respective CH based on the chance 
obtained. Most of these protocols do not consider routing 
along with clustering, which may limit the performance of 
the protocol. We have considered FL for all three cases, i.e. 
CH selection, cluster formation and routing for extending 
the lifetime of the protocol. Table 1 depicts the summary of 
the aforementioned approaches.

Wireless sensor network model

Maximising lifetime problem

Designing the architecture of WSN is a very challenging 
task as the SNs have limited power, computational capability 
and memory [3]. Energy consumption is the most signifi-
cant among the three factors as the power source (battery) 
is irreplaceable. One of the promising solution to achieve 
energy efficiency is clustering [11]. In the cluster-based rout-
ing, deployed SNs are divided into clusters, and one of the 
SN plays the role of CH. If the CH is inefficient, then the 
protocol could not maximise energy efficiency [14]. FL has 
been used in the selection of efficient CHs [32], which has 
improved the lifetime of the WSN. Even if we select the 

efficient CHs, then also in most of the protocols, the data 
are transmitted directly to BS, which limits the performance 
of the protocol. For maximising lifetime, energy-efficient 
clustering and routing algorithm have to be in place.

System model

In the proposed protocol, the network has homogeneous 
nodes with battery level at par, i.e. all the SNs are having 
the same energy level when they are deployed. The SNs 
have dispersed arbitrarily over the target field. Once the 
network gets operational, BS and SNs are immobile, i.e. 
neither the BS nor the SNs will change their location. There 
is a continuous power supply to the BS. The radio in SNs is 
capable of directional communication to conserve energy. 
The battery of SN is irreplaceable/non-rechargeable as in 
typical deployment, and the SNs are left unattended once 
deployed. Once the SNs are deployed, each SN will broad-
cast a hello_message. The separation distance between the 
two SNs is computed by the Received Signal Strength Index 
(RSSI). With RSSI, the SNs can estimate the location of 
other nearby SNs. SN is presumed to be lifeless only if the 
battery supply is fully drained. There is no constraint for BS 
in terms of processing and storage.

Energy consumption model

In E-FUCA, the radio energy model used in FUCA [10] is 
adapted. The energy of the WSN may get drained in trans-
mission, amplification, reception, sensing, aggregation.

The energy dissipated for transmitting (ETx) and receiv-
ing (ERx) s bits over distance d is given by the following 
equations:

where Eelec is the energy dissipated in electronic circuitry, 
do is a threshold that determines either free space ( �fs ) or 
multipath ( �mp ) model adopted and it can be calculated by 
the following equation:

In amplification of the signal, energy (Eamp) dissipated is 
calculated by the following equation:

(1)ETx(s, d) =

{

sEelec + s𝜀fsd
2, d < do

sEelec + s𝜀mpd
4, d ≥ do

,

(2)ERx (s) = ERx−elec(s) = s.Eelec,

(3)d0 =

√

�fs

�mp

.
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For a CH, the amount of energy (ECH) exhausted in a 
round is computed by the following equation:

where dCM is the distance to cluster members and EDA is the 
energy exhausted in data aggregation.

For a non-CH node, the energy (EnCH) dissipated is com-
puted by the following equation, in which dCH is the distance 
from its CH:

Decision variables

Residual energy is considered because a lower energy node 
is not suitable for CH candidature as it is a resource-inten-
sive task. Residual energy can be calculated by

where Ē is the initial energy level during deployment, and ē 
is the energy dissipated till now.

Closeness to BS is vital for consideration as CH candi-
dates need to forward the accumulated data. If this distance 
is too long, then the node will dissipate more energy. The 
competition radius is inversely proportional to this distance 
as a closer node will have a larger radius as compared to the 
node at far off place from BS. The closeness to BS can be 
calculated as

Average distance is crucial in calculating rank because 
the intra-cluster communication cost is dependent on the 

(4)Eamp =

{

𝜀fsd
2, if d < do

𝜀mpd
4, if d ≥ do

.

(5)ECH = ns(Eelec + �fsdCM + EDA),

(6)EnCH = s(Eelec + �fsdCH)

(7)R_E(Node(i)) = E − e,

(8)
�BS(node(i)) =

√

(node(i).x − BS.x)2 + (node(i).y − BS.y)2.

separation distance. The average distance from a node (i) 
can be computed as

where dk is the distance to communicating nodes, δBS is the 
remoteness to BS.

Rank determines the candidature weight of an SN to 
become CH. The higher the rank of SN, the higher will be 
the probability of the SN to be selected as CH. The rank of 
each SN can be computed using FL, as shown in Fig. 2.

The closeness to CH is considered because, to reduce the 
intra-cluster communication cost, cluster members should 
be closer to CH. It can be calculated by

where node(i).x, node(i).y are x and y coordinates of the 
node and CHi.x, CHi.y are the coordinates of CH under 
consideration.

The number of nodes in a cluster radius is useful to deter-
mine if the cluster is overcrowded, then it will increase the 
burden on CH as it has to expend more power in receiving 
data from a large number of SNs. It can be calculated by

where d() represents the distance between two nodes, and Ḱi 
is the cluster radius of a node (i).

The distance reduced to BS is considered because we 
need to ensure that there is a significant reduction of distance 
after each hop. It can be calculated as

where �BS is the distance to BS, and d() represents the dis-
tance between two nodes.

(9)Avg_dis(node(i)) =
1

m + 1

{

m
∑

k=1

dk + �BS

}

,

(10)
CN_CH(node(i)) =

√

(

node(i).x − CHi.x
)2

+
(

node(i).y − CHi.y
)2
,

(11)

ND(node(i)) =

n
∑

j=1

node(j) s.t. d(node(i), node(j)) <= K�

i
,

(12)Ḋ(node(i)) = 𝛿BS(node(i)) − d(node(i), node(j)),

Fig. 2   FIS designed for CH 
selection in E-FUCA​
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The proposed approach: E‑FUCA​

The proposed protocol “E-FUCA” is designed to enhance 
the stability period to make the network more reliable as 
well as achieving a load-balanced network. E-FUCA is an 
improvement over the FUCA [10] protocol. The improve-
ments can be enumerated in the following ways: first, In 
E-FUCA, for computing the rank of a node for CH can-
didature, the average distance to communicating nodes is 
calculated as one of the parameters together with remnant 
energy and aloofness to BS, unlike FUCA which considers 
node density, residual energy and aloofness from BS. Merely 
calculating the node density does not fulfil the requirement 
as the communication cost cannot be calculated only on the 
basis of node density. Some SNs may be nearer, and some 
SNs may be at far off place. Thus, to determine the nearest 
approximation of communication cost, the average distance 
may serve the purpose instead of node density. Second, in 
FUCA, during the cluster formation, non-CH nodes select 
the closest CH without determining the overall load on the 
CH candidate. In our protocol, the non-CH node will cal-
culate the CH chance to determine which cluster must be 
joined. This CH chance is calculated on the basis of three 
parameters; the rank of CH, closeness to that CH and num-
ber of nodes in CH competition radius. This chance will 
help in minimising the extraneous energy dissipation in 
intra-cluster communication. Third, in FUCA, there is no 
focus on the routing of data, but in the proposed E-FUCA 
protocol, the fuzzy-based routing algorithm is designed to 
further prolong the network’s lifetime. The working of the 
designed protocol is partitioned into rounds. In each round, 

there are three stages, selection of CH, Cluster formation and 
Data dissemination stage.

Selection of CH

In this phase, the selection of the CHs is decided on the basis 
of their characteristics. At the initiation of a round, a random 
number is generated by every node for becoming tentative 
CH. The threshold probability (TProb) is compared with the 
generated number. If the number is less than TProb, then the 
node becomes a tentative CH. Once the tentative CHs are 
determined, these nodes calculate their rank using designed 
FIS, as shown in Fig. 2.

The calculation of rank and competition radius is done 
using three input variables: remnant energy, the average dis-
tance to communicating nodes and closeness to BS.

Fig. 3   MF for input variables in CH selection

Fig. 4   MF for output variables in CH selection

Table 2   Linguistic variables for input and output in CH selection

Parameters Linguistic variables

Residual energy Scarce, reasonable, abundant
Distance to BS Nearby, moderate, distant
Average distance Sparse, medium, dense
Rank Poor, below average, aver-

age, satisfactory, good, 
very good, extra ordinary

Competition radius Very large, large, medium, 
medium large, medium, 
medium small, small, very 
small
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In FUCA, node density is considered. Node density cannot 
determine exactly the energy consumption by the CH node for 
intra-communication. This can be illustrated in Example 1.

Example 1  Suppose there are two nodes N1 and N2, compet-
ing for CH candidature. Their current energy level is 0.3 J, 
and closeness to BS is 150 m with equal node density as 10 
(i.e. there are ten neighbouring nodes). FUCA protocol will 
generate equal rank for both the nodes N1 and N2 as all the 
values passed on to the FIS are the same because it does not 
consider the distance to the neighbouring nodes. In the case 
of the E-FUCA protocol, for N1 and N2, it will compute the 
average distance to all the communicating nodes. Thus, the 
rank generated for both the nodes N1 and N2 will be differ-
ent, which will give a better perspective for CH candidature.

There are two output variables: rank and competition 
radius. Rank determines the candidature weight of an SN. 
The higher the rank of SN, the higher will be the probability 
of the SN to be selected as CH. Competition radius deter-
mines the radio range of a node within which it can com-
municate. It may vary according to the rank obtained by SN 
as a low energy node ought not to communicate to a longer 

radio range as it will lead to quicker energy dissipation in 
intra-cluster communication. The MF plots for input and 
output variables are shown in Figs. 3 and 4.

We have used Trapezoidal and Triangular MF for bound-
ary and intermediate variables, respectively, because they 
provide faster calculation and are simpler to implement. 
Each MF has to satisfy one condition that its degree of mem-
bership should range from 0 to 1. There are other MFs that 
can also be used like Sigmoid, Bell, Gaussian etc. but pro-
posed E-FUCA depicted better results with Triangular and 
Trapezoidal MF. The linguistic variables which are used are 
shown in Table 2. The input variables are fed to the designed 
fuzzy inference system, and IF–THEN rules are applied to 
calculate rank and competition radius, which are described 
in Table 3. Here, the Mamdani Inference method [33] is 
applied, which is most commonly used [19, 34] because of 
its simplicity and characteristics.

For defuzzification, the centre of area method is used to 
obtain crisp value from output linguistics variables. After 
the calculation of rank and competition radius, tentative CH 
nodes broadcast their candidature within the competition 
radius, and a higher ranking node is selected as CH. The 
selection procedure of CH is described in Algorithm 1.

Table 3   Fuzzy rules for rank 
and competition radius

Residual energy Closeness to BS Average distance Rank Competition radius

Scarce Near Long Average Medium small
Scarce Near Moderate Average Medium small
Scarce Near Short Satisfactory Medium
Reasonable Near Long Satisfactory Medium
Reasonable Near Moderate Satisfactory Medium
Reasonable Near Short Good Medium large
Abundant Near Long Very good Large
Abundant Near Moderate Extra ordinary Very large
Abundant Near Short Extra ordinary Very large
Scarce Moderate Long Below average Small
Scarce Moderate Moderate Below average Small
Scarce Moderate Short Average Medium small
Reasonable Moderate Long Satisfactory Medium
Reasonable Moderate Moderate Satisfactory Medium
Reasonable Moderate Short Good Medium large
Abundant Moderate Long Good Medium large
Abundant Moderate Moderate Very good Large
Abundant Moderate Short Very good Large
Scarce Distant Long Poor Very small
Scarce Distant Moderate Poor Very small
Scarce Distant Short Below average Small
Reasonable Distant Long Below average Small
Reasonable Distant Moderate Below average Small
Reasonable Distant Short Satisfactory Medium
Abundant Distant Long Good Medium large
Abundant Distant Moderate Good Medium large
Abundant Distant Short Very good Large
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Fig. 5   FIS designed for cluster 
formation in E-FUCA​
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Cluster formation

After the completion of the CH selection procedure, all the 
nodes which are not selected for the CH role need to make 
the decision to join the appropriate cluster. In most of the 
protocols, the non-CH nodes make a greedy decision of join-
ing the nearest CH without determining the load on that CH. 
In this proposed protocol, the overall load of the CH candi-
date is already determined by its rank, which is computed 
during the CH election on the basis of its closeness to BS, its 
current energy level and average distance to nearby nodes. 
The decision of choosing the CH by the non-CH node is sup-
ported by the designed FIS as shown in Fig. 5, and the MF 
functions used for the input variables and output variables 
are presented in Fig. 6 and Fig. 7.

Non-CH nodes calculate the chance of each CH on the 
basis of IF–THEN rules applied to the inputs: CH_Rank, 
number of nodes in the competition radius of CH and dis-
tance to that CH. Explanation to support this intelligent deci-
sion is described in Example 2.

Example 2  Suppose there are two CH nodes C1 and C2. A 
non-CH node (N1) needs to choose a CH between C1 and 
C2. Suppose rank of C1 = 2 and rank of C2 = 98. Distance 
from N1 to C1 is 14 m, and C2 is 16 m. According to FUCA 
protocol, N1 will take a greedy decision and directly choose 
C1 as its CH without considering its low rank, which could 
be due to low energy, a large number of neighbouring nodes 
and a large distance to BS. If all the nodes make greedy deci-
sions like this, then it could result in more power dissipation 

Fig. 6   MF for input variables in cluster formation

Fig. 7   MF for output variables 
in cluster formation

Table 4   Linguistic variables for input and output in cluster formation

Parameters Linguistic variables

Rank Poor, good, excellent
Closeness to CH Nearby, moderate, distant
Nodes in CH radius Low, moderate, high
Chance Very weak, weak, medium, 

medium strong, strong, very 
strong



Complex & Intelligent Systems	

1 3

as CH responsibility is a resource-intensive task. In the case 
of the E-FUCA protocol, node N1 will take this decision 
intelligently by considering the rank of CH, the number of 
nodes in the competition radius of CH and closeness to CH 
before choosing its CH. Finally, it will choose C2 as its CH, 
although C1 is closer to N1. This will result in reducing the 
load on low-rank CH nodes and balancing the energy dis-
sipation by the CH nodes, thereby contributing an extension 
of the lifetime of the network.

The linguistic variables used in input and output variables 
are depicted in Table 4.

The IF–THEN rules applied for determining the chance 
of CHs are described in Table 5. After the calculation of the 
chance of each CH node, the non-CH node joins the CH, 
which is having the highest chance value by transmitting a 
join request (JOIN_REQ) message. The CH node accepts 
the request received from all non-CH nodes and forms the 
cluster. The cluster formation procedure is explained in 
Algorithm 2.

Table 5   Fuzzy rules for computing chance of CH

Rank Closeness to CH Nodes in CH radius CH’s chance

Poor Distant High Very weak
Poor Distant Moderate Very weak
Poor Distant Low Very weak
Poor Moderate High Weak
Poor Moderate Moderate Weak
Poor Moderate Low Weak
Poor Near High Medium
Poor Near Moderate Medium
Poor Near Low Medium
Good Distant High Very weak
Good Distant Moderate Weak
Good Distant Low Weak
Good Moderate High Medium
Good Moderate Moderate Medium strong
Good Moderate Low Medium strong
Good Near High Medium strong
Good Near Moderate Strong
Good Near Low Very strong
Excellent Distant High Medium
Excellent Distant Moderate Medium
Excellent Distant Low Medium
Excellent Moderate High Medium strong
Excellent Moderate Moderate Strong
Excellent Moderate Low Strong
Excellent Near High Strong
Excellent Near Moderate Very strong
Excellent Near Low Very strong

Fig. 8   FIS designed for routing 
in proposed E-FUCA protocol

Table 6   Linguistic variables for input and output in routing

Parameters Linguistic variables

Next hop rank Low, average, high
Nearness to next-hop Nearby, moderate, distant
Distance reduced to BS Low, moderate, high
Cost Very large, large, medium, medium large, 

medium, medium small, small, very 
small
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be one of the chosen CHs or BS. The LV for input and output 
variables are shown in Table 6. The MF for input and output 
variables is depicted in Figs. 9 and 10. The CH calculates 
the eligibility of every other next-hop CH nodes, which are 
in the direction of BS, using the IF–THEN rules designed 
for mapping inputs to output which are shown in Table 7.

With an objective to minimise the distance as well as pre-
venting the intermediate CH nodes from overburden during 
data forwarding, the CH selects the next-hop CH node hav-
ing maximum eligibility. Once the best next-hop CH node 
is selected, the current CH checks its remoteness to BS as 
well as the distance to the next-hop. If the distance to BS is 
shorter, then it will forward the data to the BS; else, it will 
forward the data to the next-hop. The process of forwarding 
the data is elaborated in Algorithm 3.

Fig. 9   MF for input variables in routing

Data dissemination

Once the clustering process gets completed, the data dissem-
ination stage begins. SNs sense the target area and generate 
the data on a periodic basis. SNs forward the collected data 
to their respective CH as per the TDMA slot for preventing 
loss of data in a collision. Once the CHs collect data from 
all their cluster members, it compresses the data prior to for-
warding it to the BS. In most of the protocols, CHs forward 
data directly to BS, which depletes a large amount of energy 
of the CHs. For conserving the energy in forwarding the data 
from CH to BS, CH will make a decision using a designed 
FIS, which takes three inputs, namely, next-hop rank, near-
ness to next-hop and distance reduced to BS as shown in 
Fig. 8 for computing the cost of next-hop. The next-hop can 
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four scenarios in MATLAB, and experimental results are 
obtained. In scenario-1, the field size is chosen as 200 × 200 
m2 with 100 SNs having 1 J of initial energy and the position 
of BS is kept at a distant position from the field, i.e. (100, 
300). In scenario-2, the field size is similar to scenario-1, 
and the BS is kept at the centre of the field, i.e. (100, 100). 
There are 200 SNs with an initial energy of 0.5 J. In sce-
nario-3, the field size is 300 × 300 with 300 nodes with 0.5 J. 
The position of BS is kept at the bottom centre, i.e. (150, 0). 
In scenario-4, the field size is 500 × 500 with BS located at 
(0, 500), i.e. at the top-left position of the field. 500 SNs are 
deployed with 0.5 J of energy. All four scenarios are shown 
in Fig. 12. The reason behind choosing these four scenarios 

Fig. 10   MF for output variables 
in routing

In this manner, all the CHs forward data to BS for further 
processing and completes one round of proposed work. For 
a better understanding of the complete flow of the proposed 
work, we have drawn a flow chart, as shown in Fig. 11, 
describing the steps involved in clustering and routing of 
proposed work.

Simulation experiment and result analysis

For evaluation of the proposed E-FUCA protocol, simula-
tion experiments are performed extensively for E-FUCA, 
DEFL [8], URBD [12], FUCA [10] and LEACH [11] under 
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is that the proposed protocol can be applied to any type of 
application wherein the position of BS either can be at the 
centre of the field or beyond the boundaries of the target 
area at a remote place. The experimental values considered 
for different parameters are stated in Table 8. For the evalu-
ation and comparison of the E-FUCA with FUCA, LEACH, 
URBD and DEFL, the performance metrics chosen are 
Stability period, Total Average Energy, Total Alive nodes, 
Quarter Node Death (QND) and Half Node Death (HND).

Since the objective of WSN is to collect surrounding 
information, it is necessary that all the SN deployed should 
be alive so that cent per cent coverage is guaranteed. Reli-
ability, in terms of coverage, is directly proportional to the 
stability period [35, 36]. Figure 13 exhibits the performance 
of E-FUCA, FUCA, LEACH, URBD and DEFL protocols 
in terms of Stability period for four scenarios.

The stability period determines the round in which the 
death of the first node occurred in the network [36]. The 
larger the stability period, the more the protocol will be 

reliable because of the complete coverage. We can see that 
for Scenario-1, the stability period of the E-FUCA pro-
tocol is 147.47%, 87.9%, 70.24% and 26.10% better than 
LEACH, FUCA, URBD and DEFL protocols, respectively. 
Similarly, for Scenario-2, it is 157.89%, 99.8%, 84.21% and 
42.03% enhanced as compared to LEACH, FUCA, URBD 
and DEFL, respectively. The stability period of E-FUCA 
over LEACH, FUCA, URBD and DEFL is protracted by 
282.50%, 130.94%, 59.38% and 47.12% for scenario-3 and 
983.33%, 490.91%, 136.36% and 85.71% for scenario-4, 
respectively. The proposed E-FUCA has performed tremen-
dously well in terms of stability period because not only the 
best candidate is chosen for the CH role, but also non-CH 
nodes take the intelligent decision of selecting the appropri-
ate CH.

In Fig. 14, a graph for QND is plotted for four scenar-
ios. In this graph, an assessment of the performance of the 
proposed E-FUCA in terms of the first quarter of nodes 
death can be seen. For scenario-1, E-FUCA has performed 
84.33%, 72.15%, 29.38% and 21.19% better than LEACH, 
FUCA, URBD and DEFL protocols, respectively, and for 

Table 7   Fuzzy rules for computing cost of next-hop

Next hop rank Nearness to next-hop Distance 
reduced to 
BS

Cost

Low Distant Negligible Very large
Low Distant Average Very large
Low Distant Significant Large
Low Moderate Negligible Very large
Low Moderate Average Very large
Low Moderate Significant Medium large
Low Near Negligible Large
Low Near Average Large
Low Near Significant Medium large
Average Distant Negligible Large
Average Distant Average Medium large
Average Distant Significant Medium
Average Moderate Negligible Medium large
Average Moderate Average Medium small
Average Moderate Significant Small
Average Near Negligible Medium
Average Near Average Medium small
Average Near Significant Small
High Distant Negligible Medium
High Distant Average Medium small
High Distant Significant Medium small
High Moderate Negligible Small
High Moderate Average Very small
High Moderate Significant Very small
High Near Negligible Small
High Near Average Very small
High Near Significant Very small

Fig. 11   Flow chart of proposed E-FUCA protocol
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Scenario-2, it is 79. 96%, 42.92%, 24.28% and 15.10%. 
Likewise, in scenario-3, E-FUCA has shown improvement 
of 158.57%, 123.46%, 57.39% and 39.23% over LEACH, 
FUCA, URBD and DEFL protocols, respectively. Signifi-
cant enhancement in QND can be seen for scenario-4, where 
E-FUCA boosted QND by 212.73%, 177.42%, 82.01% 
and 77.32% over LEACH, FUCA, URBD and DEFL, 
respectively.

Figure 15 depicts the performance of E-FUCA, LEACH, 
FUCA, URBD and DEFL protocols in terms of HND. We 
have contemplated HND only because once half of the nodes 
are dead; then the complete coverage cannot be guaranteed 
in most of the cases. In scenario-1, the HND of the proposed 
E-FUCA protocol is enhanced by 31.81%, 26.03%, 16.95% 
and 13.11% over LEACH, FUCA, URBD and DEFL proto-
cols, and for Scenario-2, it is extended by 52.21%, 43.20%, 

Fig. 12   Network scenarios for E-FUCA​

Table 8   Description of parameters used for simulation

Parameters Symbol Values for Scenario-1 Values for Scenario-2 Values for Scenario-3 Values for Scenario-4

Total SN N 100 200 300 500
Area A (200, 200) (200, 200) (300, 300) (500, 500)
BS location BS (300, 100) (100, 100) (150, 0) (500, 0)
Free-space model �fs 10 pJ/bit/m2 10 pJ/bit/m2 10 pJ/bit/m2 10 pJ/bit/m2

Multipath model �mp 0.0013 pJ/bit/m4 0.0013 pJ/bit/m4 0.0013 pJ/bit/m4 0.0013 pJ/bit/m4

Initial battery level Eo 1 J 0.5 J 0.5 J 0.5 J
Size of packet M 4000 bits 4000 bits 4000 bits 4000 bits
Data aggregation EDA 5 nJ/bit/report 5 nJ/bit/report 5 nJ/bit/report 5 nJ/bit/report
Electronic circuitry Eelec 50 nJ/bit 50 nJ/bit 50 nJ/bit 50 nJ/bit
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Fig. 13   Stability period

Fig. 14   QND for four scenarios

Fig. 15   HND for four scenarios
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18.66% and 12.27% more than LEACH, FUCA, URBD and 
DEFL protocols, respectively. In the case of scenario-3, 
E-FUCA increased HND by 102.56%, 68.09%, 33.90% and 
16% over LEACH, FUCA, URBD and DEFL protocols. 
Similarly, for scenario-4, it is incremented by 176.92%, 
144.07%, 35.42% and 22.73% over LEACH, FUCA, URBD 
and DEFL protocols, respectively.

Figure 16 presents the total average energy of the network 
for four scenarios. We can observe that the total average 
energy of the E-FUCA is dissipating at a very slow rate as 
compared to LEACH and FUCA. It can be clearly observed 
that the LEACH protocol poorly performed as compared to 
FUCA, URBD, DEFL and E-FUCA because it does not con-
sider the crucial parameters during CH selection that affect 
the energy of the network. FUCA protocol has performed 
better than LEACH but poor in comparison to E-FUCA 
because it adapts a greedy approach in cluster formation as 
non-CH nodes choose the closest CH irrespective of con-
sidering its existing load. URBD has better performance 

than FUCA and LEACH because it considers density and 
distance in cluster formation but has poor performance 
than E-FUCA because E-FUCA considers average distance 
instead of node density.

In Fig. 17, total alive nodes for different round slices are 
presented for the four scenarios considered. For scenario-1, 
we can observe that all nodes are alive in E-FUCA proto-
col approximately up to 950 rounds, whereas in LEACH 
and FUCA protocol, the count of the alive node is merely 
55%, and for URBD and DEFL protocols, almost 30% of 
nodes are dead. It can be clearly observed in scenario-2 
that E-FUCA performs extremely better than its compara-
tives. Up to 1500 rounds in E-FUCA protocol, all the nodes 
are alive, whereas, in the case of LEACH and FUCA, less 
than 50 per cent of the nodes are alive in the network. In 
the URBD and DEFL protocols, almost a quarter of nodes 
are dead in the network, which is poorer as compared to 
E-FUCA. In scenario-3, almost all the nodes are alive up to 
800 rounds in E-FUCA protocol, whereas in case LEACH 

Fig. 16   The total energy of the network for four scenarios
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and FUCA, the network has expired. If we talk about the 
URBD protocol, less than a quarter of nodes are alive, but 
in the case of DEFL, one-third of nodes are alive in the net-
work. In scenario-4, at 300 round, LEACH and FUCA lost 
more than three-fourth of deployed nodes, URBD lost more 
than three-fifth nodes, and DEFL lost a quarter of nodes, 
whereas the proposed E-FUCA protocol lost only one-tenth 
nodes. E-FUCA has shown better performance because it 
considers influential parameters during the CH election. In 
addition, at the time of cluster formation, non-CH nodes 
make an intelligent decision of choosing their CH by deter-
mining its existing load.

Complexity analysis of E‑FUCA​

Time complexity

There are total n nodes deployed in the network. For the 
CH selection, each node will compute its rank and compe-
tition radius independently. In the worst case, an SN will 

make (n − 1) number of comparisons of rank for getting 
itself elected as CH, as shown in Algorithm 1. Therefore, 
for n nodes, a total n (n − 1) number of comparisons occur 
for CH selection. For the formation of the cluster, every 
non-CH node will calculate the chance of each node in the 
CH_NODE list. Thus, in the worst case, there will be (n − 1) 
comparisons. If there are k CHs, then in the case of routing, 
there will be k comparisons. Therefore, the complexity of 
the E-FUCA Protocol in terms of BIG-OH will be O(n2).

Message complexity

At the commencement of each round, all the SN gener-
ate an RN and if that RN < Tprob, then that SN broadcasts 
a message (CH_MSG). Let the number of CH be k for each 
round. Therefore, the total CH_MSG messages will be k. 
The non-CH nodes will transmit a message (JOIN_REQ) to 
CH, which will be (n-k). TDMA schedule will be broadcast 
to cluster members who will be equal to k. Thus, the total 
number of messages exchanged for a selection of CH and the 

Fig. 17   Total alive nodes for four scenarios
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formation of clusters in a round will be k + (n − k) + k = n + k. 
In the case of routing, the total messages forwarded will be 
k. Thus, the message complexity of the proposed protocol 
will be O(n).

Conclusion

While designing WSN, the proliferation of energy efficiency 
is a key concern. Distributing the load among all nodes at par 
may result in a better stability period. E-FUCA is designed 
to enhance the performance of FUCA protocol by consider-
ing remnant energy, closeness to BS and average distance 
to nearby nodes instead of node density during CH election. 
In addition, in the E-FUCA protocol, non-CH nodes intel-
ligently determine the prevailing load of CH before making 
a decision of selecting its CH. Energy-efficient Fuzzy-based 
next-hop selection is proposed for protracting network life-
time. The experimental evaluation of the propound work 
is carried out for four different cases wherein the BS posi-
tion is kept at various places in the area of interest, meeting 
the requirement of all kinds of applications. The simulation 
results proclaim remarkable performance of E-FUCA over 
LEACH, FUCA, URBD and DEFL in all four scenarios in 
context to stability period, QND, HND, total average energy 
and total alive nodes.
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a b s t r a c t

In this article, energetic and exergetic analysis of symmetric dual-slope solar still, oriented East-West at a
latitude of 28�350 N and integrated with ETC under forced operation is carried out. The performance is
evaluated at an optimal flow rate within the vacuum tubes with a viewpoint of maximum heat extrac-
tion. The energetic and exergetic efficiencies are increased by ~ 8.0% and ~ 6.0%, respectively, with an
increase in flow rate from 0.01 to 0.24 kg/s. With increased water temperature, evaporative fraction
exergy increases, ranging 0.2–0.9. The liner, water mass, glass cover, and collector have daily exergy effi-
ciencies of ~ 8.12, ~30.1, ~41, ~18.0%, while overall exergy efficiency and global exergy efficiency are esti-
mated as 4.9 and ~ 7.1%, respectively.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Technology Innovation
in Mechanical Engineering-2021.

1. Introduction

Energy and drinking water are the basic needs of human beings.
The scarcity of pure water is more prevalent in the areas lying in
the arid region’s belt. Since the past, various conventional desali-
nating technologies are in use, but these technologies contribute
to greenhouse gas emissions (GHGs) due to the energy generated
from conventional fuels [1]. The conventional technologies can
be replaced with solar energy-driven technologies, sustainable
and eco-friendly, and eliminate the major running costs. Dwivedi
and Tiwari [2] carried out an annual assessment of the single and
dual slope solar stills and reported that the dual-slope solar still
yields more than the single slope during peak summer; the single
slope yields more during winter. The low productivity was the
main issue with the conventional solar stills operating under pas-
sive mode. Thus, to increase the performance, various active meth-
ods have been used with various configurations.

The use of vacuum tubes in solar distillation leads to improved
performance due to the various merits of flat plate collectors (FPC).
Morrison et al. [3] concluded the better performance of the system
using the ETC (evacuated tube collector) than the FPC (flat plate
collector) for high-temperature operation. Various researchers
studied the performance of ETC integrated single slope solar still

in thermosyphon mode and found improvement in the
performance, which further depends on the number of tubes,
water depth, and environmental conditions [4–8]. However, vari-
ous dis-favorable conditions were reported with the ETC (evacu-
ated tube collector) under natural circulation compared to the
forced mode [9]. Patel et al. [10] studied stepped type solar distiller
charged with ETC water heater and found yields ~ 24% higher dur-
ing summer than uncoupled solar still.

The mass flow rate within the tubes is one of the factors, which
influenced the thermal performance. Louise and Simon [11] recom-
mended an optimum flow-rate ranging ~ 0.006–0.015 kg per sec-
ond for the optimum performance of ETC. In the area of solar
desalination, Kumar et al. [12] theoretically investigated an ETC
integrated single slope solar distiller under the forced mode, hav-
ing 0.03 m depth of water, and reported maximum daily yield
and efficiency as 3.9 kgm�2 and 33.8%, respectively, at an optimal
flow rate of 0.006 kg/s/tube. Zhang et al. [13] investigated that
thermal efficiency, outlet water temperature affected significantly
by the flowrate through a flat plate collector using 10 riser pipe and
recommended a water flowrate ranging 0.06–0.08 kg/s. Recently,
Dubey et al. [14] theoretically reported 0.06 kg/s flowrate as opti-
mal for the optimum performance of dual-slope (DS) solar stills
coupled with ET (evacuated tube) collector under force mode.

Exergy is more of a qualitative value of energy and maximum
work potential obtainable from the energy concerning the sur-
rounding ambient conditions. As compared to the energy-based

https://doi.org/10.1016/j.matpr.2021.04.135
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assessment, an exergy-based analysis accurately measures
system’s performance, which necessitates an exergetic assessment
of the modified system, besides the energy approach. Singh et al.
[15] performed the study on a PV/T integrated hybrid dual-slope
solar distiller in New Delhi zone (latitude 28�350N) and found
annual energetic efficiency as 17.4%, while exergetic efficiency as
2.3%. Ranjan and Kaushik [16] reviewed the solar distillers using
the energy and exergy approach. They noticed the exergy
efficiency < 5.0% using single effect solar stills, which reached
8.5% for the integrated active solar distiller. The effect of inlet flow-
rate on the cascaded solar distiller was studied by Zoori et al. [17].
They reported an increase in the exergy efficiency from 3.14 to
10.5% with decreasing flow ~ 0.003–0.001 l/s.

As per the literature, a dual-slope solar distiller in force mode
with ‘N’ parallel vacuum tubes has not been investigated thor-
oughly from the energetic and exergetic viewpoint. The concept
of exergy, accounting for the effect of water depth for the same cli-
matic and operational parameters of the solar still oriented E-W at
15� and collector at the New Delhi, India (28o350 N latitude and
77o120E longitude) gathered particular attention to analyze this
modified geometry. Therefore, the main motive of the current
research is to conduct performance evaluation of ETC augmented
dual slope solar distiller under force mode employing energetic
and exergetic approach with a view point of the maximum energy
extraction from the vacuum tubes at an optimal flow with the vari-
ation of water depth.

2. Proposed system

Fig. 1 shows a simplified sketch of an ET (evacuated tube) col-
lector coupled DSS (dual slope solar) still in force circulation. The
major elements are glass cover, basin body, ETC, and a pump.
The basin is even, black painted to absorb the maximum radiation.
Fibre reinforced plastic (FRP) is selected as basin’s material, and is
oriented in the East-West direction for higher yield during
summer.

On the top of the basin, two glass covers, to withstand self-
weight, winds, rain, hail, temperature, and impact, are inclined at
15� with 0.04 m thickness. Sealing is used to block the leakage of
vapour b/w the cover and basin body. The evacuated collector,
composed of several parallel tubes, is oriented due south to receive
most of the radiations. Water from the basin is circulated through
ETC in a close loop with the help of a DC pump. A valve is also used
to avoid reverse flow during night, and regulate the flow-rate. The

design specifications thus selected and the values of various coef-
ficients for the dual-slope solar still, ETC, glass cover, and the pump
are used as reported by various researchers [14].

3. Mathematical formulation

The different assumptions and thermophysical relations can be
used to establish the different heat balance (HB) equations within
the unified system [14].

If IcðtÞT is the total solar flux on the circumferential area of the
vacuum tubes (direct along with intercepted radiation from the
diffuse reflector), then the instantaneous heat extraction rate from
the ETC is as under;

_quc ¼ IcðtÞTgic ð1Þ
where, IcðtÞT ¼ Ic tð ÞNc 0:5At þ CD� dtð Þcqr :Lt½ �

3.1. Water temperature at the outlet of the collector and in the basin

The outlet water temperature from the collector (Tcw) can be
estimated with the help of relations reported [12] and using the
equations of basin and glass cover temperatures, and yield as
reported [14].

3.2. Energetic and exergetic analysis

The overall instant energy efficiency can be evaluated as;

gi;overall ¼
mew;T:L

ðIc tð Þ:AcT :þ IE tð ÞAgE þ IW tð ÞAgW þ 2:7WpÞ3600� 100

ð2Þ
And daily overall energy efficiency can be estimated using the

cumulative value of daily energy output and solar energy on the
overall system area.

Exergy, for a thermal system, is a part of energy ( _qÞand is eval-
uated between the source (Tsw) and sink (Ta) temperatures as;

_Ex ¼ _q 1� Ta

Tsw

� �
ð3Þ

where _q ¼ hewAb Tsw � Tg
� �

With an increase in the ratio Ta
Tsw

, the exergy transfer decreases.
The following expression to estimate the exergy of the sun’s

radiation [Is(t)] is used [16];

_ExSun ¼ 1� 4
3
� Ta

Tsun

� �
þ 1
3
� Ta

Tsun

� �4
 !

IsunðtÞ � 0:933Isun ð4Þ

The instantaneous exergetic efficiency can be evaluated under
the general rule given as;

gi;EX ¼
Exergy out from the component
Exergy Input to component

¼1�Exdestruction
_

in the component
Exergy input to component

ð5Þ
And for the present design of solar still, the instant overall

(gi;EX;overall) and global exergy (solar still alone) efficiencies can be
written as;

gi;EX;overall ¼
hewðTw � TgÞAb � 1� Ta

Tw

� �h i
½0:933Ic tð ÞAcT þ 0:933½IEðtÞAgE þ IW ðtÞAgW � þWp

� 100

ð6aÞ

gi;EX;global ¼
hewðTw � TgÞAb � 1� Ta

Tw

� �h i
½ _Exc;ETC þ 0:933½IEðtÞAgE þ IWðtÞAgW � þWp

� 100 ð6bÞ
Fig. 1. Diagrammatic depiction of ETC integrated DSS distiller.
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The daily overall exergy efficiency can be estimated using the
cumulative value of daily exergy output and exergy of solar radia-
tion on the overall system area, accounting for the total exergy
input to the solar still alone.

Following the exergy matrix reported by the various research-
ers [16], the analytical expressions for the various components
can be estimated as;

3.2.1. Basin water
Within the basin water, the exergy balance is given hereunder;
(a) input solar exergy for the water mass

aw
_Exsun þ _Exbw þ _Exc;Etc ð7aÞ
(b) total upward exergy transfer from the water surface ( _Ex1wg)

is written as [18–19];

_Ex1wg ¼ _Exewg þ _Excwg þ _Exrwg ð7bÞ
(c) day time exergy accumulated in the basin water may be

written as;

_Exacm ¼ Mswcw Tsw � Tsw;i
� �� TaLn

Tsw

Tsw;i

� 	
ð7cÞ

The total diurnal exergy accumulated in the water is utilized for
the nocturnal distillation.

3.2.2. Basin liner
The input exergy is the part of radiation exergy absorbed by the

basin (a0
b
_ExsunÞ: Depending on the difference between the temper-

ature (Tb – Tsw), some is transferred to the basin water ( _ExbwÞ, and
some to the environment ( _ExbaÞ, while the remaining destroyed
(_IbÞ. The exergy analysis at the basin liner is expressed by Eqn. (8).

(a) exergy absorbed by the liner = ab
_Exsun(8a)

(b) exergy transferred (lost) from liner to the ambient;

_Exba ¼ hba Tb � Tað ÞAb 1� Ta

Tb

� �
ð8bÞ

(c) exergy transfer from liner to the basin water is only during
the sunshine hours subject to the positive value of (Tb – Tsw) and
can be expressed as;

_Exbw ¼ hbw Tb � Tswð ÞAb 1� Ta

Tb

� �
ð8cÞ

where a0
bis the effective absorptivity of the basin liner.

3.2.3. Glass cover
The glass cover aids the condensation process by rejecting heat

to the sink (surroundings). There is an insignificant difference in
both east and west glass covers temperature. For this reason, the
average of both the surfaces has been considered while carrying
out the exergetic evaluation.

ðaÞexergyabsorbed ¼ ag
_Exsun þ _Ex1wg (9a)

Some absorbed exergy is lost in the ambient and the remaining
destroyed due to irreversibility (Ig).

(b) external exergy transfer can be assessed as;

_Ex1ga ¼ h1ga Tg � Ta
� �

Ag 1� Ta

Tg

� �
ð9bÞ

h1ga ¼ 5:7þ 3:8Va

where h1ga is the overall heat loss coefficient from the top of the
glass cover.

3.2.4. Collector
The exergy associated with ETC, following Jafarkazemi [17], is

hereunder;
(a) The exergy input to ETC can be stated as;

E
_

xiETC ¼ 0:933IcðtÞAcT þ E
_

xoutput from ETC ð10aÞ
(b) Exergy gain in the ETC tubes can be calculated as;

_Exc;ETC ¼ _mCw½ðTcw � TcwiÞ � TaLn
Tcw

Tcwi
ð10bÞ

4. Results and discussion

The flow rate is optimized by estimating the maximum collec-
tor water temp. at the outlet for the system’s yield and efficiency
with incremental flow rates. For the numerical simulation, the ini-
tial water temperature, ambient temperature, condensing cover
temperature, and radiation are considered in accordance with the
experimental observations reported for a typical day [14].

Fig. 2 illustrates the outcome of numerical simulation for the
flow rate combined with the number of tubes and water depth in
the basin. Maintaining the water temperature at collector out-
let ~ 98.5 �C, the effect of flowrate on the system productivity,
energy and exergy efficiencies with the number of tubes combined
with water depth are depicted to estimate optimal flow rate per
tube irrespective of collector size. The yield, overall energy and
exergy efficiencies are increased with the flowrate for each combi-
nation, reaches the maximum and start decreasing further, with
insignificant change. Daily yield, energy efficiency and exergy effi-
ciency obtained vary in the range of 6.18–6.44 kg, 31.4–33.75% and
4.37–4.84%, respectively, with the increase of mass flow rate from
0.01 kg/s to 0.06 kg/s using 10 tubes (i.e. flow rate per tube varies
from 0.001 �0.006 kg/s). Similar trends are also noticed with the
combination of 20 and 30 tubes for a water depth 0.010 m and
0.125 m, respectively, for nearly same water temperature attain-
able (~98.5 �C) at collector outlet for each combination and flow
ranging 0.006 to 0.007 kg/s/tube is found optimum, irrespective
of the number of tubes. It is found that with an increase in the
tubes, the system yields higher but with a significant decrease in
efficiencies. At optimal flow rate, maximum yields of 6.644 kg,
6.618 kg and 7.082 kg, while maximum energy efficiencies
as ~ 33.8%, 25.4%, 20.9% and exergy efficiencies as ~ 4.9%, 3.6%
and 2.99% are estimated at 0.006 kg/s/tube, and using 10, 20 and
30 ETC tubes, respectively. With the increase of tubes from 10 to
30 and at an optimum flow-rate, the yield enhances by ~ 6.62%,
while energy and exergy efficiencies reduce by ~ 38.6%. The opti-
mal flow rate for the present configuration is validated and found
in the range reported by various researchers. The respective yield,
energetic and exergetic efficiencies are increased by 8.0%, 8.0%, and
6.0%, with an enhancement in flow ranging 0.01–0.24 kg/s using 10
vacuum tubes, and found optimum at 0.006 kg/s/tube (i.e. 0.06 kg/
s) flowrate.

Fig. 3 shows the change in instant exergy transfer associated
with different elements of the system, derived at the optimum
flow-rate with 10 tubes and 0.005 m water depth. Exergy transfer
from the liner to water is observed contrary post 14:00 hrs,
because of a comparatively lower liner temperature than the basin
water, due to the supply of preheated water from the collector. The
exergy transfer from the convective mode is noted lowest. The
evaporative exergy is higher than the other modes of internal
exergy transfer as desired. The highest value of exergy transfer
through the evaporation mode is observed at 13:00 hrs due to
notable differences in the glass cover and water temperatures
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and found ~ 100 W, followed by radiative (40 W) and convective
modes.

The Fractional exergy transfer by 03 modes is estimated using
the respective fraction of _Exewg ; _Excwgand _Exrwg out of total exergy

transfer _ðEx1wgÞ, and variation with water temp. is depicted in
Fig. 4. The evaporative exergy fraction affects the yield, whereas
convective and radiation fractions have a negligible impact on
productivity. With an enhancement in water temperature, evapo-
rative fraction exergy increases in the range of 0.2–0.9, whereas

convective and radiative fraction decreases significantly. When
the basin water temperature is at a peak, the evaporative exergy
fraction exhibits a higher value, whereas convective and radiative
fractions exhibit the lowest value.

Fig. 5 shows the overall and global (solar still alone) instant
exergetic efficiencies of the system evaluated and are found rang-
ing 0.0–8.4% and 0.0–12.0%, respectively. Thus, it is revealed from
the outputs that Tsw has a noticeable effect on the increase in
evaporative exergy due to a higher difference in temperature b/w
the water (Tsw) and condensing cover (Tgi), i.e. (Tsw-Tgi).

Fig. 2. Effect of flow-rate on the performance.

Fig. 3. Variation of instant exergy transfer between various components.

Fig. 4. Variation of fractional exergy transfer in different modes.
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Fig. 6 depicts the variation of the energy and exergy efficiencies
with water depth for the same climatic and operational conditions.
Owing to the higher irreversibility of energy quality, the exergy
efficiency is lower than the energy efficiency. The daily energetic
and exergetic efficiencies are observed to be reduced as depth is
increased. The system’s daily En. and Ex. Efficiencies are reduced
by 33.8–25.2% and 4.9–2.7%, respectively, with an increase in
water depth (0.005–0.025 m) owing to a higher thermal inertia
impact. The liner, water mass, glass cover, and collector have daily
exergy efficiencies of ~ 8.12, ~30.1, ~41, and ~ 18%, respectively,
while the overall exergy efficiency (complete system) and global
exergy efficiency (solar still alone) are estimated as 4.9
and ~ 7.1%, respectively, at 0.005 m depth of water and at optimal
flow condition. The decrease in yield by ~ 22.0%, overall energy effi-
ciency by ~ 25.0% and exergy efficiency by ~ 44.0% is noticed with
increment in water level (0.005 m to 0.025 m).

5. Conclusions

Based on the exergetic performance evaluation, the conclusions
drawn for the modified geometry of solar distiller are as under;

I. The system performance is optimal at 0.006 kg/s/tube flow-
rate for each combination. The overall energy and exergy
efficiencies are estimated as ~ 33.8 and ~ 4.9%, respectively,
which comparatively decreases with increased tubes.

II. For the liner, water mass, glass cover, and collector, daily
exergy efficiencies are obtained as ~ 8.12, ~30.1, ~41.0,
and ~ 18.0%, while overall exergy efficiency (complete
system) and global exergy efficiency (solar still alone) are
estimated as 4.9 and ~ 7.1%, respectively, at 0.005 m water
depth.

III. The decrease in yield by ~ 22.0%, overall energy efficiency
by ~ 25.0% and exergy efficiency by ~ 44.0% is noticed with
increased water depth (0.005 m to 0.025 m).

IV. The fractional evaporative exergy is found in the range of
0.2–0.9, increasing temperature and dominating over other
modes above ~ 35 �C water temperature.
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1. Introduction 

 

To meet the ever demanding requirement of industry in joining of 

various materials welding technology now a day comes into 

rescue to resolves the demand.  As when compared to other 

joining techniques such as adhesive and mechanical fasteners 

welding again comes on top. The basic requirement of any joint 

is to achieve satisfactory physical, mechanical and tribological 

properties which are ideally superior to the base materials. 

Development regarding improvement in joint quality has been 

addressed worldwide by various researchers [1]. Although, 

various welding technique leads to formation of defects such as 

cracks, voids, and inter-metallic compounds in the joints. Thus, a 

better welding process needs to be employed so as to decrease or 

eliminate these persisting problems by employing joining 

technique which is either in a solid state or it is in a semi solid 

state. Friction stir welding (FSW) is one of such contemporary 

solid state joining process which makes a high strength joint by 

transforming the metal into a plastic state at a certain temperature 

necessarily below the melting point, and then under high forging 

pressure the mechanically stirs of two metals form a high-strength 

welded joint [2–5]. However, keeping in mind the recent 

industrial requirement of light weight metals or composites there 

are still many challenges that has to be addressed for joining of 

such metals or composites. 

 

1.1 Aluminum alloys 

 

Many aluminum alloys are strong by virtue of precipitation 

hardening through natural or artificial ageing from the solution–

treated condition. The heat associated with welding changes the 

microstructure of the material. The effect of welding is to cause a 

drop in hardness from HVmax towards HVmin as the peak 

temperature experienced increases. This is because precipitates 

will coarsen and reduce in number density in regions remote from 

the heat source, and will re–enter solution when the peak 

temperature is sufficiently high. Some re–precipitation may occur 

during the cooling part of the thermal cycle, resulting in a 

hardness value beyond HV. The ultimate result is the continuous 

line with a minimum in hardness somewhere in the heat–affected 

zone, due to the competing effects of dissolution and re–

precipitation. But in contrast to age hardenable AA 6082, where 

a minimum hardness occurs in the HAZ, FSW of non-hardenable 

AA 5082 results in uniform hardness across the weld. This 

general scenario may be complicated by the effects of 

deformation in FSW as described for the specific example of AA 

2219. AA 2219 is a copper precipitation–strengthened alloy 

containing about 6.3 wt% Cu, which because of its strength and 
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toughness at low temperatures, is used for containing liquified 

gases for rockets of various kinds. It is frequently supplied in the 

T87 condition, meaning that it has been solution treated, cold–

worked (10% reduction in rolling) and artificially aged. It can be 

welded using arc processes but this results in a reduction in the 

cross–weld strength because the proof strength of the fusion zone 

decreases to about 140 MPa compared with the 370 MPa of the 

plate. The former can be increased to between 220–275 MP a 

using pulsed or pulsed electron beam welding techniques because 

this promotes finer grains in the fusion zone . Friction stir welding 

does not seem to have an advantage over arc welding with respect 

to the strength of the fusion zone.  It was observed that that the 

TMAZ is somewhat softer than the fusion zone because the latter 

dynamically recrystallizes into a fine grain structure. It is the 

coarsening of the Al2Cu precipitates in the TMAZ that is partly 

responsible for its softening. Some transmission electron 

micrographs across the weld; these show clearly the huge changes 

due to the heat from the process. The formation of coarse 

precipitates at the grain boundaries, and their associated 

precipitate–free zones, are common detrimental features in the 

microstructure. Aluminum being one of the light weight material 

which is most commonly used in industry needs severe attention 

as welding of dissimilar aluminum alloys is difficult. Fusion 

processes of such material can result in significant loss of strength 

in the joint due to the intense heat generation because of thermally 

activated softening mechanisms. Dissimilarity in welding can be 

viewed in various aspects and can be categorized accordingly 

such as similar base metals but different thicknesses or shape, 

welding of similar metals with different alloy compositions, 

welding of dissimilar metals with some compatibility on the 

phase diagram as in the case of aluminium and copper, welding 

of incompatible dissimilar metals, such as between magnesium 

and steel, welding of metal and ceramic which are considered to 

form metallic bonds between each other. Keeping in mind the 

need of energy efficiency, environmental friendliness, and 

versatile technology for joining of dissimilar metals FSW is 

considered to be the most significant development in recent 

decades. This process offers a number of advantages over 

conventional joining processes. The few of them includes (a) 

absence of expensive consumables such as a cover gas or flux; (b) 

ease of automation of the machinery involved; (c) low distortion 

of the work-piece; and (d) good mechanical properties of the 

resultant joint [12].The fact that FSW welds in precipitation 

hardened alloys lead to a weak zone is not surprising given that 

the majority of strengthening in most strong alloys comes from 

precipitates. There is some evidence that manipulation of pin 

profiles and FSW parameters may help improve slightly, the 

hardness in the central region or indeed, in the HAZ . Theoretical 

work has also been done to see if cryogenic cooling after the tool 

pass can help retain alloying elements in solution after the peak 

temperature is experienced, so that the alloy can then naturally 

age and not develop the coarsened microstructures typical of slow 

cooling from the peak temperature. However, computations 

indicate that the advantage in so doing is likely to be minimal. It 

was observed   that the grain size increases with increase in peak 

temperature caused by increase in rotational speed. Here grain 

size is related to peak temperature by assuming static grain-

growth of dynamically recrystallized grains, during the cooling of 

the thermal cycle .The precipitate free zones form near the grain 

boundaries because grain boundaries act as sinks for nearby 

dislocations, reducing nucleation sites for precipitates and also as 

precipitation sites, effectively reducing the solute content around 

them. As grain size increase, assuming constant width of PFZs, 

their volume fraction decreases with increase peak temperature 

.Not all alloys of aluminum are precipitation hardened. In the 

2000 series alloys, the strength depends more on grain size (d), 

which has been expressed in terms of the Zener-Holloman 

parameter 

 

log d = a + b log Z  

 

Where a and b are empirical constants based on data from 

extrusion experiments and the hardness is then related to d using 

a form typical of the Hall–Petch type equation: 

HV = HV0 + c/√d where c is a constant . In the cast Al–Si alloys, 

friction stir welding breaks up the large silicon particles in the 

nugget and the TMAZ, Fig. 26; as a consequence, the fracture is 

located in the base plate during cross-weld tensile tests because 

in this case, it is the coarse silicon particles which control failure. 

FSW can also heal casting defects such as porosity. Corrosion 

studies indicate that the weld zones produced by friction stir 

welding have comparable environmentally assisted cracking 

susceptibility as the unaffected parent.  

  

1.2 Magnesium alloys 

 

Magnesium alloys, normally produced by casting, may find 

significant applications in the automotive and aerospace 

industries with rapid growth particularly in die–cast vehicle 

components because of their better mass–equivalent properties. 

They are used for light–weight parts which operate at high speeds. 

The motivation for using FSW for magnesium alloys is that arc 

welding results in large volumes of non–toxic fumes. On the other 

hand, solid-state FSW does not result in solute loss by 

evaporation or segregation during solidification, resulting in 

homogeneous distribution of solutes in the weld.  

Also, many magnesium alloys in the cast condition contain 

porosity which can be healed during FSW. The hardness and 

strength can be retained after friction stir welding. There is no 

significant precipitation hardening in the alloy studied (AZ31, 

≃Mg–3Al–1Zn wt% wrought) and the net variation in hardness 

over the entire joint was within the range 45–65 HV, with the 

lower value corresponding to the base plate. In the same system, 

a higher starting hardness of70 HV leads to a substantially lower 

hardness in the nugget (50–60 HV); the variations in hardness 

appear to be consistent with measured variations in grain size in 

accordance with the form of the Hall–Petch relationship  . The 

grains in both the nugget and TMAZ tend to be in a recrystallized 

form, and tend to be finer when the net heat input is smaller (for 

example at higher welding speeds). In Mg–Zr alloys with Zr–

containing particles, FSW leads to a considerable refinement of 

the grain structure and sound welds can be produced in thin sheets 

over a wide range of welding conditions for sheets thicker than 

about 3 mm, the welds contained defects associated with an 

inability to supply sufficient heat during welding. There are, 

however, contradictory results showing 
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successful welds in 6 mm thick Mg–Zn–Y–Zr plates so it is 

unlikely that these results are generic to magnesium alloys. 

 

1.3 Copper alloys 

 

Copper which has much higher thermal diffusivity than steel 

cannot easily be welded by conventional fusion welding 

techniques. Heat input required for copper is much higher than 

conventional. FSW because of the greater dissipation of heat 

through the work–piece. Recently, FSW has been successfully 

used to weld 50 mm thick copper canisters for containment of 

nuclear waste. FSW in copper alloys have all the typical zones 

found in other materials: the nugget, TMAZ, HAZ and base 

structure. The nugget has equiaxed recrystallised small grains and 

its hardness may be higher or lower than than the base material 

depending on the grain-size of the base metal. When 4 mm thick 

copper plates with average grain size of 210 μm were welded at 

high rpm (1250) and low welding speed (1.01 mm/s), nugget had 

lower hardness (60–90 HV), compared to base metal.(105–110 

HV). Even though grain size decreased from 210 to 100 μm, 

hardness decreased slightly due to reduction in dislocation 

density relative to base metal. Similar decrease in dislocation 

density in the nugget zone compared to parent metal has been 

observed for AA 7075 and AA 6061.  

On the other hand, when 2 mm thick copper plates with average 

grain size of 30 μm were welded at 1000 rpm and 0.5 mm/s low 

welding speed, nugget (128–136 HV) was harder than the base 

metal (106–111 HV) due to reduction in average grain size to 11 

μm . Flores et al. have also shown that as-cast AA 7073 showed 

that weld nugget was harder than base metal while the 50 % cold-

rolled alloy showed reduced hardness in the nugget. 

 

1.4 Titanium alloys 

 

By far the most dominant of titanium alloys is Ti–6Al–4V, which 

in its commercial condition has a mixed microstructure consisting 

of hexagonal–close packed α and body–centred cubic β phases, 

which is the stable phase at high temperatures. This alloy, which 

accounts for about half of all the titanium that is produced, is 

popular because of its strength (1100 MPa), creep resistance at 

300◦C, fatigue resistance and cutability. Friction stir welding 

must clearly disrupt the base microstructure both through the 

thermal and deformation components of the process, but the 

consequences of this on performance during fabrication and 

service need investigation. General investigations on fatigue 

performance indicate that the crack growth rate in the HAZ can 

be higher or lower than the base material depending on specimen 

geometry, microstructure and residual stress levels. Several 

Experiments have also been conducted by several investigators, 

on a fully β–titanium alloy in thin sheet form, primarily to prove 

that the crystallographic texture observed corresponds to one 

generated by shear deformation, consistent with similar 

observations in aluminium alloys. Pure titanium in its hexagonal 

close–packed α–form is interesting because there is also a 

tendency for deformation by mechanical twinning during friction 

stir welding. The nugget region of an FSW joint is found to 

contain a large density of dislocations and mechanical twins, with 

transmission microscopy showing an elongated fine–structure, 

but the overall grain shape seem to remain equiaxed on the scale 

of optical microscopy. It is speculated that recrystallisation must 

have occurred during welding but was followed by a small 

amount of plastic deformation. The HAZ simply revealed grain 

growth, a consequential lower hardness, and hence was the 

location of fracture in cross–weld tests. There was no clearly 

defined TMAZ as is typical in aluminium FS–welds. 

 

1.5 Steels 

 

The friction–stir welding of steels has not progressed as rapidly 

as for aluminium for important reasons. First, the material from 

which the tool is made has to survive much more strenuous 

conditions because of the strength of steel. Second, there are also 

numerous ways in which steel can be satisfactorily and reliably 

welded.  

Third, the consequences of phase transformations accompanying 

FSW have not been studied in sufficient depth. Finally, the 

variety of steels available is much larger than for any other alloy 

system, requiring considerable experiments to optimize the weld 

for a required set of properties. Early optimism that FSW will 

become a commercially attractive method for the fabrication of 

ships, pipes, trucks, railway wagons and hot plate has not yet 

come to fruition.  

That the application of FSW to steels is premature is emphasized 

by the fact that with few exceptions, only elementary mechanical 

properties have been characterized; most reports are limited to 

simple bend, tensile and hardness tests. For serious structural 

applications of the type proposed above it would be necessary to 

assess fracture toughness and other complex properties in greater 

depth. There are indications that elongation suffers following 

FSW. A typical temperature profile behind a friction–stir weld on 

steel. The maximum temperature reached is less than 1200oC  and 

the time _t8−5 taken to cool over the range 800–500◦C is about 

11 sec .Therefore, the metallurgical transformations expected on 

the basis of cooling rates alone are not expected to be remarkably 

different from ordinary welds. 

Various researches show that the yield and ultimate tensile 

strengths has been improved up to 100% as compared to the base 

parent metal of the joints. In the FSW, the materials do not go into 

molten state and then it does not solidify. This is why aluminum 

which is practically difficult to be welded using fusion joining 

techniques is weldable in this case. Also, the joint achieved in 

FSW of such aluminum metal are defect free [2, 5, 6–10]. FSW 

not only finds its application in case of soft materials but it can be 

employed in variety of harder and dissimilar materials. A vast 

majority of research has been carried out of material ranging from 

low to intermediate melting points, i.e. Mg-alloys and Cu-alloys 

and its process efficiency has been determined. Furthermore, tests 

have also been done on high strength structural materials with 

high melting points, i.e. Fe, Ti and Ni alloys, dissimilar alloys, 

metal matrix composites, polymers, etc. [11-13]. Metal matrix 

composites (MMCs) due to their excellent mechanical, physical 

and tribological properties are of great interest in recent decades. 

They possess characteristics such as lightweight, high strength, 

high stiffness, wear resistance, and creep resistance, high 

electrical and thermal conductivity [7]. Friction stir welding 

offers ease of handling, precise external process control and high 
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levels of repeatability thus creating very homogeneous welds. 

FSW need not any preparation of the sample and pollution created 

during the welding process is also very less. 

Sahlot et al.[14] investigated the dissimilar lap joint  of CuCrZr 

alloy and 316L stainless steel using friction stir welding. The 

thickness of the CuCrZr alloy is 6mm and 316L stainless steel is 

3mm.Along the weld cross section, the higher load bearing ability 

was achieved throughout the joint due to the strong mechanical 

interlocking feature as well as indicating the good mechanical 

bonding between Cu and Fe. As the formation of pronounced 

hooking occurs at the Cu/ steel alloy interface, the mechanical 

interlocking property can be enhanced. To enhance the weld 

strength, the FSW parameters such as improving material flow, 

heat transfer, traverse speed, rotation speed and tool geometry can 

be optimized. 

Moradi et al [15] examined the texture evolution and 

microstructure of friction stir welded dissimilar AA2024 and 

AA6061 alloys. The AA2024 were adjusted on advancing side as 

well as AA6061 on the retreating side on the bed of the machine. 

The thickness of both the sheets are 6mm.  The fine equiaxed 

grain structure is observed in the stirred zone on the retreating and 

the advancing sides both in contingency of the static as well as 

dynamic recrystallisation. Due to the difference of the 

temperature on the retreating side and advancing side and initial 

size of precipitates, the higher volume of fraction of precipitates 

appears on the retreating side in the stirred zone. On the 

advancing side, there is less overall texture intensity on the 

contrary the texture intensity is increased on the retreating side 

stack up against with initial sheets. The initial elements 

completely eliminated on the both sides. Moreover, some strong 

shear textures observed owing to severe shear deformation during 

the FSW. 

Infante et al.[16] studied the fatigue behaviour of dissimilar joints 

using FSW. The investigation is performed within Lightrain 

project and the objective is to improve the life cycle value of the 

passenger railway car. In the study, the two samples are taken. 

First is AA6082-T6 and AA5754-H111, and AA6082-T6 the 

thickness of the alloys is same i.e. 2 mm. The Lap joint specimens 

is tested on a constant amplitude loading in accordance with a 

stress ratio R=0.1. The tested specimen of fatigue analysis results 

in the comprehensive metallographic characterization of the 

welded zone. Moreover, the fatigue test results also show the 

hardness distribution at the welded zone. The base metal AA5754 

and AA6082 have the higher fatigue strength than the similar and 

dissimilar joints as there is a hook defect in the weld joint. 

Improvement in fatigue performance is observed at lower applies 

stress ranges, the fatigue performance results in the dissimilar  

AA6082 and AA5754 FSW weld specimens shows a shallower 

S-n curve as compared  with the AA6082-AA6082 FSW weld 

specimens . 

Zandsalami et al. [17] analyzed the mechanical properties of the 

dissimilar 6061 aluminum alloy and 430 stainless steel. The 

thickness of the base metals taken as 5mm. The microstructure of 

the joints is examined by the Energy dispersive X-ray, Scanning 

electron microscopes and optical microscopy. Moreover, 

mechanical properties is evaluated by tensile and microhardness 

test. The best microstructure is obtained at a rotational speed of 

900 r/min, tool offset of zero and a traverse speed of 120 mm/min. 

The most significant factor is tool offset in accordance with the 

weld quality.  A composite structure has been shown in the stir 

zone of the weld joint which consist of the dispatched steel 

particles presented in aluminium. 

The best joint quality is obtained at an offset of zero, includes the 

serrated nature as well as the mechanical locking of the dissimilar 

weld joint.  At the values above and below the zero offsets, the 

formation of weld defects such as voids and microcracks 

decreased the tensile strength of the weld joint.  

Ahmed et al. [18] investigated the similar and dissimilar friction 

stir welding of AA7075 and AA5083. The type of joint is the butt 

joint. The friction stir welding is done at a rotational speed of 300 

rpm and several traverse welding speed of 50, 100, 150 and 200 

mm/min. With the use of electron backscattered technique, the 

crystallographic textures and microstructures are observed. The 

tensile and microhardness test is done to examine the mechanical 

properties. As the welding speed increases from 50 mm/min to 

200 mm/min, results into a reduced grain from 6µm to 2µm size 

of similar AA7075 as well as in case of AA5083 from 9µm to 

3µm. In case of dissimilar welding, there is no significant with 

the average grain size of 4µm in the two cases of welding speed 

of 50mm/min and 200 mm/min. In the Nugget zone, the 

crystallographic texture reflects simple shear texture irrespective 

of the effect of the welding speed in similar and dissimilar weld 

joints. In the similar weld joints, the hardness profile reflects the 

typical behaviour with the reduction in hardness in nugget zone 

of AA7075. In the nugget joint of similar AA5083 weld joints, 

there is a increase in the hardness number. In the dissimilar weld 

joint, it is observed that there is a smooth transition in the 

hardness among the two hardness alloys. The experiments 

showed that the ultimate tensile strength examined the values in 

between the 245MPa and 267 MPa with efficiency of joint ranges 

from 77% and 87% in accordance with the strength AA5083BM. 

The dissimilar weld joint shows a brittle and ductile fractographic 

features such as grain boundary cleavage, facets decohesion and 

dimples. 

Mehta et al. [19] analyzed the conventional and cool assisted 

FSW of AA6061 and AZ31B alloys. The thickness of 6mm is 

used for the base materials. This process of welding joint is 

analyzed by visual inspection, scanning electron micrographs, 

optical macro plus microscopy, energy dispersive X-ray 

spectroscopy, X-ray diffractions, microhardness indentation and 

tensile testing. In the nugget zone, it is observed the presence of 

onion rings comprises of various phases as Mg in an aluminum 

matrix and Al in Mg matrix. Moreover, there are intermetallic 

compounds such as All3Mg2 and Al12Mg17.  A diffusion layer has 

been observed on the aluminum side. Moreover, there is no 

presence of diffusion layer on the Mg side. The tensile strength is 

improved by cool assisted welding process as there is decrement 

in the intermetallic compounds along the weld bead.  There is a 

highest hardness peak are analyzed in the nugget zone when the 

welding is done by conventional method.  

Celik and Cakir [20] investigated the mechanical and 

microstructural properties of Al-Cu butt joint by the friction stir 

welding. The parameters are taken at different tool traverse speed 

(20, 30, 50 mm/min) and tool rotational speed ranging from 630 

rpm, 1330 rpm and 2440 rpm with four various tool position  (0, 

1, 1.5, 2 mm). The microstructure are observed by the optical 
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microscope and SEM with EDS.  X-Ray diffraction is to 

determine the intermetallic phases that is presented in weld zone. 

Along the side of Fine Cu particles, high tensile strength is 

observed.  

Husain Mehdi et al. [21-24], investigated the effect of friction stir 

processing on TIG-welded joints with different fillers were used 

to improve the mechanical properties of TIG-welded joints, the 

FSP tool pin rotates on an already welded joint by TIG welding 

to lower the welding load and improve the weld quality by 

adjusting the processing parameters of friction stir processing. 

After analyzing the mechanical properties of TIG + FSP-welded 

joint, computational fluid dynamics-based numerical model was 

developed to predict the temperature distribution and material 

flow during TIG + FSP of dissimilar aluminum alloys AA6061 

and AA7075 by ANSYS fluent software.  

Ghaffarpour et al. [25] investigated the microstructure and 

mechanical properties of dissimilar aluminum sheets I.e. 5083-

H12 and 6061-T6 welded by friction stir welding. The 

optimization of FSW parameters by DOE and RSM techniques.  

A very little difference is observed between the measured and 

predicted strength of the components. Dissimilar weld joint alloys 

5083-H12 and 6061-T6 has the lower hardness than that of both 

BMs of material in the stir zone. In case of dissimilar alloys, HAZ 

shows the lower hardness in comparison with other zones of 

welding. The HAZ of AA6061-T6 is observed with minimum 

hardness.  The outcomes of tensile test as well as hardness test are 

same with results of LDH tests. By enhancing the rotational speed 

results in decrement in hardness in stir zone.  

Rec et al [26] analyzed the effect of process parameters upon the 

mechanical properties and microstructures of dissimilar 

weldments AA7075-T651 and AA5083-H111 alloys. The various 

parameters (tool pin design, tool rotational speed and 

configuration of joined alloys) are taken. According to the study, 

there is influence of alloy placement and tool rotational speed on 

the formation of weld. In accordance with the configuration, the 

AA5083-H111 alloy is on the advancing side and the AA7075-

T651 is on the retreating side. Moreover, higher mixing of both 

materials is obtained at high rotational speeds. Despite of this, 

more welding defects such as voids, porosity and wormholes 

were observed in the stir zone of the weld joint. There is increase 

in tool rotational speed results into the decrement of the 

mechanical properties irrespective of the configuration and pin 

design. The higher weld efficiency and tensile strength is 

achieved by the use of triflate pin. There is no effect of 

configuration on the mechanical properties. The best defect free 

weld is obtained when triflate pin with the configuration 

(AA5083 is on the advancing side and AA7075 is on the 

retreating side) with a tool rotational speed of 280 rpm. 

Mehta et al [27] obtained the effect of tilt angle on the 

microstructural and mechanical properties of dissimilar FSW of 

as electrolytic tough pitch copper and aluminum 6061-T651.  

In this experiment, the tool tilt angle ranges from 0° to 4° with the 

regular interval of 1°. Moreover, the various parameters such as 

welding speed, workpiece material position, tool pin offset and 

tool rotational speed are kept constant. The various examinations 

such as macrostructure analysis, scanning electron macroscopy, 

macro hardness test, tensile test and energy dispersive x-ray 

spectrographic test to investigate the weld joint properties. The 

results of various tests are show that the defect free weld at the 

tilt angles of 2°, 3°, 4°.The highest tensile strength and macro 

hardness is obtained at 4° in the nugget zone. At the copper side, 

thermo mechanically affected zone confirmed the weakest zone.  

Ratnam et al [28] optimize to enhance the mechanical properties 

of dissimilar AA2024 and AA6061 alloys of 6mm by FSW. The 

chosen three levels are welding speed, tool rotational speed and 

tool tilt angle. The orthogonal array is taken as L27 and the results 

are obtained by Taguchi’s ANOVA. For the tensile strength, the 

most significant factor is tool rotational speed and the least is 

welding speed. The best tensile strength is obtained at welding 

speed 11mm/min, tool rotational speed 1340 rpm and tool tilt 

angel of 2°. In accordance with the hardness, the most and least 

significant factor are tool rotational speed and welding speed 

respectively. At the welding speed of 11 mm/min, tool rotational 

speed of 2000 rpm and tool tilt angle of 3°, the optimum hardness 

is achieved. A defect free weld joint is achieved by twin-pin tool. 

Husain Mehdi et al. [29-31], In tungsten inert gas welding (TIG), 

micro-cracks, porosity, coarse grain structure and high residual 

stress distribution were found due to persisting thermal 

conditions. The TIG welded joint is processed using friction stir 

processing with input process parameters to avoid these defects. 

The tensile test results shows that the hybrid TIG + FSP welded 

joint had higher tensile strength than TIG welded joint with filler 

ER4043, whereas the increment in the micro-hardness of 

TIG + FSP welded joint was observed. The grain size also 

decreases when tool pin rotates on TIG welding with different 

processing parameters. It was found that the maximum tensile 

stress, % elongation and micro-hardness at nugget zone for 

TIG + FSP welded joint. 

Pourali et al [32] analyzed effect of welding parameters on the 

formation of intermetallic compounds in aluminum and steel 

FSW. Due to the major difference in steels and aluminum, there 

is formation of thick brittle intermetallic compounds at the weld 

joint. The dissimilar material thickness is taken as 2mm and 

Al1100 and St 37 low carbon steel were lap welded by FSW.  The 

welding parameters were carried are rotational speeds (315 and 

400 rpm) and welding speeds (50 and 63 mm/min). According to 

the EDS analysis, a thick layer of Fe-rich IMCs is obtained in 

weld joint interfaces up to 93µm as it does not show any effect on 

the joint strength .Moreover, welding defects such as voids results 

in the detrimental condition in the weld strength.  Lower welding 

time as well as lower welding speed results in fine mechanical 

fixing and increase heat input is obtained with the high rotational 

speeds which confirms the good mechanical mixing and 

metallurgical bond. At the high rotational speed and lower 

welding speed, the tensile strength is optimized. At the welding 

speed of 50mm/min and tool rotational speed of 400 rpm results 

in the maximum shear tensile load is 1925 N. Among the all 

tensile specimens, the failure happens in the Al-side nugget 

zones.  

Rogriduez et al [33] investigated the micro structural and 

mechanical properties of AA6061 and AA7050 aluminum alloys. 

Except the rotational speeds, the other parameters are kept 

constant. As the tool rotational speed was varied, the 

microstructure shows the presence of bands of mixed and 

unmixed elements that represents the extent of material mixing. 

Increase in the tool rotational speed results in the enhancing the 



  

R.S. Mishra / International journal of research in engineering and innovation (IJREI), vol 4, issue 3 (2020), 154-160 

 

  

 

 

159 

 

  

material intermixing as well as joint strength. From the scanning 

electron microscopy, it is evident that failure occurs in the stir 

zone at low tool rotational speed owing to improper material 

intermixing.  

 

2. Conclusions  

 

This paper contributes the review towards the recent research in 

friction stir welding of dissimilar welding for enhancing the 

mechanical properties of materials. The following conclusions 

were drawn: 

 By increasing the welding speed, the mechanical properties 

such  as tensile strength increases 

 By increasing tool rotational speed the welding, the 

mechanical properties like tensile strength decreases. 

 The best defect free weld is obtained when triflute pin with 

the configuration (AA5083 is on the advancing side and 

AA7075 is on the retreating side) with a tool rotational 

speed of 280 rpm. 

 The results of various tests are show that the defect free 

weld at the tilt angles of 2°, 3°, 4°.The highest tensile 

strength and macro hardness is obtained at 4° in the nugget 

zone. 

 The tensile strength is improved by cool assisted welding 

process as there is decrement in the inter-metallic 

compounds along the weld bead. 

 The best microstructure and joint quality is achieved at tool 

offset zero. The defect such as voids, micro cracks arises 

which decreases the tensile strength of the weld joint. 
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Abstract. Deep Neural Networks (DNNs) are prone to overfitting and hence 

have high variance. Overfitted networks do not perform well for a new data in-

stance. So instead of using a single DNN as classifier we propose an ensemble of 

seven independent DNN learners by varying only the input to these DNNs keep-

ing their architecture and intrinsic properties same. To induce variety in the train-

ing input, for each of the seven DNNs, one-seventh of the data is deleted and 

replenished by bootstrap sampling from the remaining samples. We have pro-

posed a novel technique for combining the prediction of the DNN learners in the 

ensemble. Our method is called pre-filtering by majority voting coupled with 

stacked meta-learner which performs a two-step confidence check for the pre-

dictions before assigning the final class labels. All the algorithms in this paper 

have been tested on five benchmark datasets namely, Human Activity Recogni-

tion (HAR), Gas sensor array drift, Isolet, Spambase and Internet advertisements. 

Our ensemble approach achieves higher accuracy than a single DNN and the av-

erage individual accuracies of DNNs in the ensemble, as well as the baseline 

approaches of plurality voting and meta-learning. 

Keywords: Deep neural network (DNN), Ensemble, Majority voting, Meta-

learning, Bootstrap sampling. 

1 Introduction 

Deep Neural Network (DNN) has multiple hidden layers and each hidden layer has 

hundreds or thousands of activation units present in it [1]. When we use DNN as the 

classifier, issues of computational expense and overfitting of data may crop up. DNNs 

usually exhibit high variance for small real-word datasets. Because of high variance, 

when a novel data instance is fed, the model does not perform well. So instead of a 

single DNN, we propose to use an ensemble of multiple DNNs [2], each of them mak-

ing independent errors, and we can combine their predictions in some manner to get a 

better model. Using the DNN ensemble instead of a single DNN also minimizes, to 

some extent, the problem of convergence to local minima due to gradient descent opti-

mization [3, 4]. Alternative solutions to usage of ensembles for inducing variety in 



2 

learning include the global optimization of network weights using evolutionary algo-

rithms such as Particle Swarm Optimization [5].  

 

Suppose we have n number of independent DNN learners and let mj be the output of 

the jth learner. The combined variance of the net ensemble output y can be written as 

 Var(y) = Var (∑
1

𝑛
∗𝑗  mj) (1) 

which can be rewritten as in (2) and (3). 

                                        Var(y) = 
1

𝑛2 ∗ 𝑛 ∗ Var(mj)                                                 (2) 

 

                                                Var(y) = 
1

𝑛
∗  Var(mj)                                               (3) 

i.e. the variance of an ensemble gets reduced by a factor of n assuming that the n learn-

ers are uncorrelated. The entire concept of getting a good ensemble is to get independ-

ent learners instead of individual good learners. We can get independent learners in an 

ensemble by sampling the training set with replacement, also called bootstrap aggrega-

tion or bagging [6]. We create a subsample of size s from the initial dataset of size n. 

Sampling is done in such a way that the subsample of size s is identically and inde-

pendently distributed (IID) and can be considered as representative for the whole sam-

ple. It is also possible to have different training subsets by using feature selection 

method, selecting only a subset of attributes to train each learner [7], resulting in diverse 

and independent learners. In some cases, where the dataset is small, some random noise 

could be introduced (such as gaussian noise) in the training data, to get independent 

leaners, that reduces the generalization error [8]. Adding noise to the training data con-

tributes to a regularization factor that reduces the variance. It is also possible to have 

DNNs with different architectures and varying hyper-parameters such as different num-

ber of hidden layers and activation units in each layer [9], batch size, number of epochs, 

activation functions etc. In our paper, we investigate DNN ensembles with induced va-

riety in training input, and explore various techniques of combining the DNN outputs 

in an effective manner. The organization of this paper is as follows. Basic ensemble 

concepts are revisited in section 2, the proposed DNN ensemble and learning method-

ology is presented in section 3, the experimentation and the results are discussed in 

section 4, and the final conclusions are given in section 5. 

2 Combining the results of independent learners 

Once we have a set of independent learners, the next step is to combine their predictions 

to get better predictions than the individual trained models. There are various ap-

proaches for fusing the outcomes of the n learners in an ensemble. We review several 

of the popular decision-fusion techniques next. 
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(i) Model averaging or unweighted voting. In this approach, the predicted probabilities 

of a class, from all the independent learners, are summed up and the final prediction is 

made by taking the maximum of all the probabilistic sums of predicted classes [10]. 

This works fine when we have a good estimation of probabilities. However, this method 

does not incorporate inter-classifier and intra-classifier biases. 

(ii) Weighted model averaging or weighted voting. When combining the predictions 

from the learners, there are some learners that are more significant as compared to the 

other learners. In that case, we allot weights to predictions corresponding to the signif-

icance-level of each independent learner [11]. The optimal weights can be assigned by 

using gradient descent optimization procedure or using grid search. Simply, we can also 

assign weights proportional to accuracies of individual DNNs (Eq. (4)) or inversely 

proportion to the variances contributed by them (Eq. (5)). 

  𝑤𝑒𝑖𝑔ℎ𝑡 ∝ 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (4) 

                                                  𝑤𝑒𝑖𝑔ℎ𝑡 ∝
1

𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 
  (5) 

However, some results also suggest that choosing optimized weights results in loss of 

generalization because of overfitting.  

 

(iii) Plurality voting. In this approach each learner makes a prediction for a particular 

class label and the final candidate is chosen which has got the maximum votes [12]. 

Suppose we have three class labels c1, c2 and c3 and out of n learners n1 learners predict 

c1, n2 predict c2 and n3 predict c3. So, the final prediction is given as argmax (n1, n2, n3). 

 

(iv) Majority voting. Slightly distinct from plurality voting due the incorporation of a 

threshold for the maximum votes obtained, here, every learner makes individual pre-

dictions and the candidate for final prediction is the one which gets more than half of 

the total votes [13]. If none of the class labels qualifies the criteria then that test instance 

is considered as an error. 

 

(v) Meta-learner classifier. The outcomes from all the base learners in the ensemble 

are treated as level 1 predictions; these predictions are fed as input to a meta-learner 

classifier [14] (also called level 2 learner). The outcomes from level 2 are treated as the 

final outcomes for a particular test instance. A most common instance in machine learn-

ing is using a meta-learner classifier for learning the hidden state activations (feature-

vectors) of independent learners, after fusing the features by concatenation [15]. In en-

semble learning, we fuse the predicted outputs of independent learners rather than their 

hidden state activations. Meta-learners include Neural Networks or fully connected 

dense layers [16], AdaBoost [17] and XGBoost [18]. 
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3 Proposed ensemble approach 

Our homogenous ensemble comprises of seven identical DNNs having two hidden 

layers with 1200 and 800 activations units, respectively. We followed a novel approach 

to diversify DNN learning by deleting 1/7th of the training data and replenishing the lost 

samples by randomly replicating the remaining samples, a concept known as bootstrap 

sampling [19]. The exercise is repeated for all seven DNNs in the ensemble (each time 

a different 1/7th segment is deleted) to ensure variety in the training input, as shown in 

Fig. 1 (a). Different fusion strategies for combining the DNN outputs were tried in order 

to reduce the overall variance of the ensemble and to get better results in the final pre-

diction.  These are described next in the order from (i) to (iii).  

(i) In the first experiment, we implemented plurality voting. We took the maximum of 

the probabilities predicted by a DNN for each class label and assigned the class label 

corresponding to that probability value to the test data. Output class labels from each 

of the DNNs were polled. We store the frequency of each class label as the result of 

polling. Finally, the test instance is allotted the class label with the maximum frequency. 

 Class= argmax(fre[yk]) (6) 

where the array fre[yk ] stores the count of class label yk  and Class is the final class 

label predicted by our ensemble for the test instance. 

(ii) In the second experiment, we used a meta-learner XGBoost for learning the DNN 

predictions and predicting the ensemble output. The resampled training set was given 

as input to the DNNs in the ensemble and their corresponding outputs were combined 

(level 1 prediction) as a feature-vector that was then used to train the meta-learner clas-

sifier XGBoost. Then for the test set, we first got level 1 prediction and then for the 

final ensemble output we passed it to the meta-learner.  

(iii) The third experiment involves the proposed pre-filtering by majority voting cou-

pled with a stacked meta-learner approach. When using the polling-based method to 

track count of each class label and determining the class label having maximum count, 

there could be cases when multiple class labels have the same frequency and also get 

the same share of maximum votes. In those cases, the polling-based method usually 

selects any one of those class labels as the final prediction. To make decisions in such 

cases, we first perform filtering of level 1 predictions using majority voting and then 

use the stacked meta-learner for the cases with no clear majority. The predictions hav-

ing count of class label greater than or equal to n-1, where n is the ensemble size, were 

left as it is and the rest were filtered out and fed as input to the meta-learner. Addition 

of a filtering stage improves the performance of the meta-learner which is now trained 

on difficult cases only. If at least n-1 learners out of n predicted the same class for a 

given instance, we were highly confident of the prediction. The remaining filtered in-

stances were passed to a meta-learner for further surety, which is a better approach for 

resolving conflicts of maximum votes. The training process for the meta-learner is 

shown in Fig. 1 (b). The test sample is presented to all the DNNs in the ensemble, and 

the DNN outputs are subject to majority voting. If the maximum number of votes is 

less than n-1, the DNN predictions are given as an input feature vector to the trained 

meta-learner for predicting the class label. The process flow for the test instance is 
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shown in Fig. 2. We also experimented by varying the number of DNNs in our ensem-

ble from one to eight with step-size of one. Accuracies were recorded for each ensemble 

and the optimal ensemble size was determined. The graphs in Fig. 3 indicate that a 

choice of seven DNNs is optimal for our experiments. 

                                                                                                     

 
                                                              (a) 

 

 

         
                                                            (b) 

 

Fig. 1. DNN ensemble (a) training of individual DNNs (b) training the meta-learner for com-

bining outputs of DNN ensemble 
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                            Fig. 2. Process flow for obtaining final prediction for a test sample. 

4 Results 

The software implementation was performed in Python 3.7 on an Intel dual-core pro-

cessor. We conducted our experiments on five datasets namely, Human Activity Recog-

nition (HAR) [20] and Gas sensor array drift, Isolet, Internet advertisements, and Spam-

base available in the UCI machine learning repository [21]. The HAR dataset is split 

into training and testing sets at the source. For the rest of the datasets, 80:20 split is 

used with the number of epochs set to 25. We choose an odd number of DNNs in our 

ensemble (=7). The optimal ensemble size was observed to be seven as demonstrated 

in the graphs in Fig. 3, drawn for the HAR dataset. The classification results are shown 

in Tables 1 (highest scores) and 2 (all fusion strategies). As observed from Table 2, all 

the fusion strategies of plurality voting, meta-learning and the proposed pre-filtering by 

majority voting coupled with stacked meta-learner gave accuracies that were better than 

the accuracy of the individual DNN and mean accuracy of all DNNs shown in Table 1. 

Our observations from Table 2 are: 1) Pre-filtering by majority voting increases the 

performance of meta-learning and overall gives a consistent performance 2) Meta-

learning by itself is the second-best performer outperforming the proposed method in 

only one case out of five. 3) Plurality voting by itself does not perform as well. In the 

case of Spambase, the performance is unaffected by the choice of fusion strategy. 

Table 1. Performance of DNN ensemble versus individual and mean DNN accuracies  

Name of dataset Individual  

Accuracy 

Mean accuracy  (Highest) Ensemble 

Accuracy (refer Table 2) 

Human activity recogni-

tion (HAR)  

93.9% 94.5% 95.3% 

Gas sensor array drift 96.0% 97.2% 98.1% 

Isolet  94.5% 94.0% 96.2% 

Internet advertisements  97.2% 97.5% 98.1% 

Spambase  94.2% 93.6% 95.1% 
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Table 2. Accuracy of decision fusion strategies (highest accuracy highlighted in bold) 

Name of dataset Plurality voting 

(maximum votes) 

Meta-learning with 

XGBoost 

 

Majority voting cum 

Meta-learning  

(proposed) 

Human activity recognition 

(HAR) 
95.0% 95.0% 95.2% 

Gas sensor array drift 97.9% 98.1% 98.1% 

Isolet 96.0% 96.2% 96.1% 

Internet advertisements 97.7% 97.7% 98.1% 

Spambase 94.6% 94.6% 94.6% 

 

 

 

Fig. 3. Variation of accuracy of HAR dataset using proposed method with the size of ensem-

ble (average accuracy of DNNs for each ensemble shown in orange dots). 

5 Conclusion 

In this paper we propose a homogeneous ensemble learning approach using DNNs. The 

training input was diversified for the seven DNNs by careful sampling. The fusion strat-

egies of plurality voting, meta-learning and the proposed pre-filtering by majority vot-

ing coupled with stacked meta-learner result in better accuracies as compared to the 

individual accuracies of DNNs and their mean accuracies, for the five datasets. The 

proposed fusion method improved the results of meta-learning in most of the cases. 
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 Friction stir processing (FSP), compared to other solid-state processing methods, is a 

one-step process that attains refinement and homogeneity in its Microstructure. The 

complex configuration of various kinds of welds in FSP and their 3-D (three-

dimensional) nature makes it tough to develop an overall system of ruling equations for 

theoretically analysing the functioning of the friction stir processed materials. The 

experimental trials are usually expensive and time-consuming. These hurdles can be 

overcome often by doing numerical analysis. The mechanical and microstructural 

characteristics of the Stir-Zone can be precisely supervised by enhancing the parameters 

of tool design, material properties, parameters of friction stir processing, and active 

heating and cooling. In this study, the significance of process parameters during FSP of 

Aluminium 5083 and the role of numerical analysis using ANSYS Workbench in the 

prediction of material behaviour have been discussed. 
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1. INTRODUCTION 

 

The Welding Institute UK in 1991 invented a solid-state 

metal welding process Friction Stir Welding (FSW) [1]. In this 

method, a non-depleting rotating tool (of a material tougher 

than the workpiece material) is plunged into the abutting edges 

of the workpiece, followed by the translation of the rotating 

tool relative to the workpiece to form a weld next to the joint 

line as shown in (Figure 1). This consequently results in the 

Severe Plastic Deformation (SPD) and dynamic 

recrystallization in the weld region at elevated temperatures 

lower than the MP (melting point) of the workpiece material 

[2, 3]. FSW is widely adopted for joining hard-to-weld 

metallic alloys in different industry fields and is considered to 

be more effective than conventional fusion welding [4, 5]. 

Friction Stir Welding can weld aluminium alloys or different 

metal alloys which are reckoned to be non-weldable by regular 

methods because of porosity in the fusion zone and poor 

microstructural solidification. Some alloys can also be 

resistant welded but it is considered to be costly because of 

surface preparation hence it is not a viable option. Also, the 

loss in mechanical characteristics of the base material is 

sufficiently lower than that obtained by conventional methods. 

In contrast to fusion welding, FSW has reduced deformation 

and gives rise to fine equiaxed recrystallized grains and good 

mechanical traits in the welded workpiece. FSW is considered 

to be an environment-friendly process as smoke, arc glares, 

and fumes are not produced during the process [6]. 

Microstructural evolution during the FSP changes the grain 

boundary character, granular size, texture and breakup and 

redistribution of dispersoids. FSW leads to the formation of 

distinct microstructural zones and each zone imparts different 

mechanical properties. The various zones formed during the 

FSW process are Thermo-mechanically Affected Zone 

(TMAZ), Heat Affected Zone (HAZ) and Stir Zone (SZ) [2, 7, 

8]. The stir zone consists of fully recrystallized fine-grained 

material and corresponds to the position of the tool pin during 

the joining process. The TMAZ is created on either part of the 

SZ and the temperature, microstructural changes and strain are 

lower in this area concerning the SZ. Proximate to the THAZ, 

the HAZ is created. HAZ is common to all joining techniques 

and corresponds to the area subjected to a thermal cycle but 

the material in this region is not deformed during the welding 

process. Besides, the direction of rotation of the tool also 

affects the microstructural properties of the workpiece. The 

forward-moving side is the region in which the course of tool 

rotation and the course of the translational tool motion is the 

same. The solid material commences altering into a semi-solid 

one in this region. The semi-solid material retreated and 

cooled on the retreating side. The direction of translational 

motion of the tool is opposite to the direction of tool rotation 

on this side. The mechanical features of the SZ are improved 

in comparison to the base metal due to the uniformly 

distributed particles and the homogenous microstructure 

present in the stir zone [9]. A better surface finish was 

observed in the SZ in comparison to the base metal. FSW led 

to the removal of surface defects like voids and cracks in the 

stir zone, the hardness values in the SZ were noted to be more 

uniform in comparison to the base metal and the ultimate 

tensile strength and yield strength also showed an improved 

value in the SZ. The process parameters (such as tool traverse 

speed, plunge depth, tool rotational speed, and tool tilt angle) 

considered during the process highly influence microstructural 

properties and the temperature values recorded in the SZ [10]. 

Considering the influence of FSW on the microstructural 

characteristics of the workpiece and the corresponding 

refinement in the mechanical characteristics of the SZ, a new 

metal processing mechanism established on the elemental 

fundamentals of the FSW process was developed named the 

Friction Stir Processing (FSP) [11]. FSP is a very effective 

solid-state processing method that is used to provide a 

localized modification and alter the microstructural properties 
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of metallic materials. FSP is widely used for surface 

applications as it leads to an improvement in tensile strength 

and hardness of the material. It also refines the grain structure 

and thus improving the mechanical and wear properties of the 

metal [12-14]. 

 

 
 

Figure 1. Schematic diagram of FSW [15] 

 

Al-5083 (Al-Mg alloy) has been widely used in aerospace 

and transportation industries because of its good formability, 

high strength to weight ratio, excellent corrosion resistance 

and low density. As one of the solution-strengthened alloys, 

Al-5083 can only be strengthened by work hardening and 

micro alloying [15]. Therefore, FSP is a notable method used 

in the fabrication of Al-5083 for various surface applications. 

Though there is a notable amount of literature on the 

development of surface composites of Al-5083, there is a lack 

of literature on the role of numerical simulation in the material 

development process. Based on the above issues, two aspects 

need to be discussed in depth: the role of computational 

simulation in the material development process and the effect 

of various parameters on the workpiece material. 

The objectives of this particular investigation are to analyse 

the experimental data collected corresponding to processing 

parameter values, to determine a relationship, to obtain the 

desired properties of the material. In this work, a third-

dimensional (3-D) thermo-mechanical framework of the FSW 

of Aluminium 5083, an aluminium alloy is developed using 

the help of the Finite Element Method with ANSYS 18.1 

software to comprehend and validate the role of process 

parameters in FSP. Four sets of process parameters were 

selected and a parametric analysis was conducted to ascertain 

the influence of speed of rotation, the translational speed, and 

plunge depth on the thermal field around the Aluminium 5083 

alloy during the FSW process. 

 

 

2. FRICTION STIR PROCESSING 

 

Mishra et al. developed a new metal processing technique 

based on the FSW process in 2002 [16]. It was initially 

proposed as a new technique for developing surface 

composites that were effective in increasing the microhardness 

of the material. It is a bulk processing technique. FSP has 

found various other applications such as to improve the 

malleability of materials, repair of casting defects, 

development of surface composite materials, modification of 

welded joints, etc. [17]. FSP is a comparatively new method 

of Super Plastic Deformation (SPD) in contrast to the other 

methods of SDP such as multi-directional forging (MAF), 

accumulative roll-bonding (ARB), high-pressure torsion 

(HPT), and equal channel angular pressing (ECAP) [18]. It is 

also faster than other solid-state processing methods. Z.Y. Ma 

et al. produced 7075Al alloy plates that were subjected to 

Super Plastic Deformation using FSP [19]. 7075Al alloys with 

a high-quality grain length were produced and led to 

substantially better superplastic ductility, decrease in flow 

stress, decreased optimum temperature, and a change to 

greater optimum strain rates. FSP has successfully processed 

materials such as AA2519, AA7075, AA5083 aluminium 

alloys, Stainless steel, AZ61 magnesium alloy, and nickel-

aluminium bronze. FSP is considered to have several 

advantages as compared to the other SPD processes that have 

been stated as follows [20]: 

 

(1) FSP is more efficient in homogenizing powder metallurgy 

processed aluminium alloys. 

(2) It can modify the microstructure of the metal matrix 

composites and thus the joint area impart great 

metallurgical properties. 

(3) Helps to eliminate casting defects and is used for property 

enhancement in casting Al alloys. 

(4) It is able to break up or dissolve the second phase particles 

which bring about a considerable improvement in 

properties. 

(5) No surface cleaning is required before the process. 

 

 

 
 

Figure 2. Effect of FSP process variables 

114



The consequent microstructural change in metallic 

materials after FSP are highly influenced by various factors 

which include processing parameters, welding parameters, 

joint design, and tool geometry (Figure 2). Despite the fact that 

friction stir processing is a noble technique it is still not 

sufficiently mature for solving practical applications [21]. 

Therefore, mathematical physics models are used for 

parameter optimisation of the process and hence helps us 

formulate a suitable process. Some recent studies have 

suggested that the thermal fields during the FS process have a 

critical role in determining the resulting material properties 

and microstructure of the material [22]. Some of the important 

aspects of FSP have been discussed below. 

 

2.1 Processing parameters 

 

The tool geometry and welding parameters put a massive 

effect on the distribution of temperature and material flow 

behaviour and thus causing a change in the microstructure of 

the material [23]. It is of very much importance to find the 

ideal values for process parameters as they control the biggest 

component of the heating source. Low heat input causes an 

increase in the grain refinement, but a high heat input is needed 

to plasticise or soften up the material. Smaller grain size is 

observed, while the defects increase for a low value of 

rotational speed and a high value of traverse speed and vice 

versa [24]. Therefore, traverse and rotational speed needs to 

be optimised to attain a SZ with no defects and reduced grain 

size. Some of the major processing parameters have been 

discussed below. 

 

2.1.1 Tool rotation rate 

More dissolution of soluble particles and greater 

fragmentation of insoluble particles have been observed for an 

increment in tool rotation rates [25]. An increment in tool 

rotation rate improves the resultant grain size and leads to a 

substantial rise in the temperature of the stir zone. Tool 

rotation speed is also important for the stirring and unification 

of the workpiece material. Direction of tool rotation, affects 

the microstructural evolution of the material [26]. The 

microstructure of the material is not found to be symmetric 

w.r.t. the traverse length after a single pass of the tool [27], 

hence multiple passes of the tool are preferred as they lead to 

a more homogenous processed region. 

 

2.1.2 Tool traverse speed 

The tool traverse speed is accountable for moving the 

material from the initial to the rear portion of the workpiece. 

A low tool traverse speed causes a rise in the grain size of the 

FS processed zone. It has a negligible effect on the tool wear. 

An increase in traverse speed of the tool increases the 

microhardness of FS processed surface composites because of 

the higher distribution of reinforcement particles [28]. 

 

2.1.3 Tilt angle 

The FSP tool tilt angle makes sure that the tool shoulder 

holds the stirred material and transfers it towards the back of 

the tool shoulder. A rise in the tool tilt angle brings about an 

increase in processing temperature [29]. A low value of the tilt 

angle is responsible for the defects in the processed zone while 

a higher value of the tilt angle increases the particle size and 

grain size of the processed zone [30]. 

 

 

2.1.4 Tool insertion depth 

The tool insertion depth is responsible for maintaining 

contact with the molten metal and therefore ensure the 

production of a defect-free processed zone. It also helps to 

reduce the tool wear. But a high insertion depth can lead to an 

increase in the width of the plasticised region and a decrease 

in the hardness of the processed region [31]. An increase in 

tool insertion depth also leads to an increase in an excessive 

flash and hence a concave processed-zone is produced in such 

cases. 

 

2.2 Microstructural evolution 

 

FSP leads to refinement of grains due to dynamic 

recrystallization and therefore the enhancement of some 

mechanical properties [32]. FSP results in a significant 

improvement in microstructural refinement, an increase in 

density, and homogeneity of the processed zone. Some studies 

show that the fatigue strength decreases with decrease in 

ductility, and ultimate tensile strength but there is an 

improvement in the fatigue life of the processed material in 

comparison to the base metal [33]. Micrographs showed that 

differences in the size of inter-metallic bonding were found in 

FS processed materials which indicated that fracture is 

initiated due to the breaking of the brittle intermetallic bonding. 

Due to heterogeneous plastic deformation, the evolution of 

various grain particles may be different during FS Process [34]. 

No variation in structure is observed even after multiple passes, 

but it leads to the homogenisation of the microstructure. FSP 

is majorly used for the introduction of certain reinforcement 

particles in a material leading to the production of a surface 

composite that results in an improvement in properties of the 

material. According to the latest research, the process 

parameters contribute a lot towards microhardness of surface 

composites of FS processed materials, confirming that the 

most influential process parameters are rotational speed, 

reinforcement type and tool profile [35]. It was concluded that 

B4C should be considered as a better reinforcement material in 

comparison to SiC and RHA for improving the microhardness 

value of the composites, the value increased by 1.5 to 1.6 times 

from that of the workpiece material. The effects of FSP on cast 

aluminium alloy were studied by Ma et al. [36]. It was 

concluded that FSP led to the fine break-up and redistribution 

of constituent particles thus homogenizing the cast 

microstructure and completely eliminating porosity. For 

homogenising the particle distribution in surface composites, 

FPS can be effectively used [37]. 

 

2.3 Surface composites 

 

FSP is a versatile process used for the production of surface 

composites [38]. Engineering applications that involve surface 

interactions, Surface composites are ideal materials for those 

applications. The various types of surface composites under 

development are in-situ composites, micro composites, hybrid 

composites, and nano-composites [39-42]. Surface composites 

are used to improve surface properties like abrasion resistance, 

corrosion resistance, hardness, fatigue life, formability, 

strength, and ductility [43]. Al, Mg, Steel, and Ti-based alloys 

are used for surface composites. Butola et al. [44] successfully 

fabricated the SAM (Self-Assembled Monolayer) technique of 

Al-B4C nano-ceramic surface composite by implementing 

FSP. The mechanical properties of fabricated nano-ceramic 

surface composites on evaluation after one pass exhibited 
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higher hardness, ultimate tensile strength, and finer grain 

structure in comparison to the base metal (BM). The 

fabrication of AA7075-T6 reinforced with SiC and Aloe vera 

ash, using FSP showed an improvement in wear and 

mechanical properties of all fabricated composite in 

comparison to the base metal [45]. Microhardness improved 

with the introduction of reinforcement. 

 

 

3. MATERIAL PROPERTIES 

 

H13 tool steel material was preferred as the tool material for 

the present study as it is recommended for the manufacturing 

of friction stir welding [46]. The material (Al 5083) was 

selected for the workpiece. Aluminium 5083 is highly resistant 

to attack by industrial chemical environments and seawater. It 

is also known for remarkable performance in extreme 

environments. The FSP of Al5083 is highly desirable to 

introduce surface modification and surface hardening and it is 

considered to have potential applications for manufacturing 

hybrid alloys. Vaira Vignesh et al. compared the intergranular 

corrosion of the Al5083 specimen with that of its FS Processed 

specimen [47] by applying the nitric acid mass loss test. The 

intergranular corrosion of the FS Processed specimen was 

lower than the base metal. R. Vaira Vignesh et al. also 

concluded that the FSPed specimens of Al5083 have better 

wear resistance as compared to the base metal. A. Yazdipour 

et al. studied the effect of cooling rate on the FSPed specimens 

of Al5083 [48]. It was observed that the cooling rate affects 

the final grain size and the grain growth of the metal. There is 

no effect of multiple passes on the microstructural and 

mechanical properties of the stir zone of the FSPed specimens 

of Al5083 [49]. Recent studies have shown that the inclusion 

of vibration during the FSP process leads to an improvement 

in mechanical and microstructural properties such as grain 

refinement, strength, microhardness and formability of the 

FSPed specimens of Al5083 [50, 51]. 

 

 

4. NUMERICAL ANALYSIS OF FSP 

 

A three-dimensional (3-D) thermomechanical model of the 

FSP of Aluminium 5083 is developed with the help of Finite 

Element Method using the ANSYS 18.1 software in order to 

understand and validate the role of process parameters in FSW. 

The ANSYS software was selected on the basis of its 

superiority in terms of simulating mechanical properties, 

temperature distributions, heat transfer, and deformation [52]. 

The mathematical model developed for the Friction Stir 

Processing helps in simulating the temperature and the stress 

values, that are generated in the heat-affected zone. The major 

process parameters that govern the value of thermomechanical 

stress generated during the motion of the tool are its plunge 

depth, translational speed, rotational speed, and tool angle. 

 

4.1 Finite Element Model (FEM) description 

 

The model was simulated using transient structural analysis 

in ANSYS Mechanical APDL and user-defined functions 

were implemented to account for an extra DOF for 

temperature. To deal with distortion of the mesh and high 

calculation time, features of the code that are built-in such as 

Augmented Lagrangian and mass scaling method were used. 

The workpiece dimensions were taken to be 100 × 50 × 5 mm 

and the tool diameter was taken to be 20mm with a thickness 

of 5mm. The dwell time was taken to be 5 seconds. To study 

the effects of process parameters on the temperature 

distribution behaviour w.r.t displacement of the tool this 

model was used. The ANSYS model is shown in Figure 3 

which depicts the direction of tool rotation, direction of tool 

translation and the constraints applied to the FEM model. 

 

 
 

Figure 3. ANSYS model 

 

4.2 Mesh properties 

 

 
 

Figure 4. Meshed ANSYS FSP model 

 

 
 

Figure 5. Types of Mesh in ANSYS 
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The mesh size was selected to be 2.5mm to ensure less 

computational time and maintain the result accuracy (Figure 

4). The type of mesh used in this analysis was SOLID226 

(Figure 5). SOLID226 is a 20-Node 3D Coupled-Field Solid 

that helps to enable an extra DOF of temperature for structural 

analysis at the contact surface, and thus account for the 

temperature change along with geometry. This type of mesh 

was selected because its structural capabilities include 

plasticity, elasticity, hyper elasticity, large strain, 

viscoelasticity, stress stiffening effects, viscoelasticity, creep, 

and large deflection. 

 

4.3 Experimental procedure 

 

Three steps namely preheating, plunging, and traversing 

were defined for simulation, and data was collected according 

to the process parameter values as presented in Table 1. 

 

Table 1. Process parameter values 

 
Experiment 

No. 

Rotational 

Speed 

Translational 

Speed 

Plunge 

Depth 

1. 200 rpm 60 mm/min 0.2 

2. 500 rpm 60 mm/min 0.2 

3. 200 rpm 40 mm/min 0.2 

4. 200 rpm 60 mm/min 0.5 

 

 

5. EFFECT OF PROCESS PARAMETERS 

 

A complex material movement and plastic deformation can 

be attained by FSW/FSP. Welding parameters, joint design 

and tool geometry exert a large impact on the material flow 

behaviour and temperature distribution. The resultant 

microstructure and material properties are dependent on the 

temperature in the SZ. A lower temperature in the SZ (stir zone) 

leads to an increase in grain size. But to plasticize the material 

adequate heat input is required. Therefore, the correct value of 

process parameters needs to be selected so that it can obtain 

the material with desired properties. The results of the 

experimental analysis 1 (Figure 6) were compared with the 

other three analysis to conclude the effect of change of a 

specific process parameter. The Figures 6-11 depicts the rise 

in temperature value of the workpiece during FSP. The colour 

contour chart helps to denote the temperature value associated 

with a specific colour. Hence, the colour schematic helps to 

predict and compare the temperature profile that will be 

obtained on performing FSP using the specific set of process 

parameters on Al-5083 alloy. The significance of the process 

parameters considered for this analysis have been discussed 

below: 

 

 
 

Figure 6. Experimental analysis 1 temperature results 

 

5.1 Rotational speed 

 

The rotation of the tool ends-up in mixing and stirring of 

material near the rotating pin. For higher the rotation of the 

tool, higher were the temperatures, due to an increased amount 

of frictional heating, which resulted in a more severe mixing 

and stirring of the material. A significant increase in 

temperature value was observed on increasing the rotational 

speed from 200rpm. The movement of the tool results in 

material being stirred and mixed around the spinning pin. Due 

to greater frictional heating and higher rates of tool rotation an 

increase in temperature and a more severe mixing and stirring 

of the given material is observed. A large increase in the 

temperature value was observed on increasing the rotational 

speed from 200rpm (Figure 6) to 500rpm (Figure 7). It also led 

to an increase in the overall heated area on the surface of the 

workpiece. A maximum temperature = 389.04℃ was noted in 

the stir zone. 

 

 
 

Figure 7. Experimental analysis 2 temperature results 

 

5.2 Translational speed 

 

The translational speed of the tool shifts the plasticized 

material from the initial position to the rear part of the 

workpiece. A substantial increase in the temperature value was 

observed on decreasing the translational speed of the tool from 

60 mm/s (Figure 6) to 40 mm/s (Figure 8) with a subtle 

increase in the overall heated area of the workpiece surface. A 

maximum temperature of 194.61°C was noted in the stir zone. 

 

 
 

Figure 8. Experimental analysis 3 temperature results 

 

5.3 Plunge depth 

 

A rise in the depth of the plunge reduces mechanical 

prosperities and contributes to a faulty weld [14]. By raising 

the plunge depth from 0.2 mm (Figure 6) to 0.5 mm (Figure 9), 

a rise in the temperature value and a raise in the total heating 

area of the workpiece surface was observed. A maximum 

temperature of 328.8°C was noted in the stir zone. 
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Figure 9. Experimental analysis 4 temperature results 
 

 

6. ANALYSIS OF STRESS DISTRIBUTION 
 

The difference in the frictional stress distribution result was 

studied, for the 4 considered experimental analysis. The 

highest value of frictional stress was observed in experiment 

3, that had a higher value of tool traverse speed. The frictional 

stress is found to have a uniform value throughout the contact 

surface. Frictional stress increases proportionally to the 

relative velocity w.r.t. the surface of the tool in contact with 

the workpiece. The values of maximum frictional stress 

achieved in the experimental analysis have been discussed 

below in Table 2. 
 

Table 2. Frictional stress results 
 

Experiment No. Maximum Value of Frictional Stress 

1. 42.5 MPa 

2. 72.1 MPa 

3. 43.5 MPa 

4. 99 MPa 

 
 

7. ANALYSIS OF TEMPERATURE DISTRIBUTION 
 

The difference in the temperature distribution results (along 

the thickness of the workpiece) were studied for the 4 

considered experimental analysis. The highest value of 

temperature (389.04°C) was observed in the experimental 

analysis 2. The area associated with the heat-affected zone 

increased with an increase in the tool rotational speed. The 

surface at the top of the workpiece that is in direct contact with 

the tool is subjected to a higher level of distortion, hence the 

temperature is highest at the topmost surface [53]. The 

temperature gradually decreases as we go away from the 

contact point of tool and surface. 
 

 
 

Figure 10. Frictional stress distribution results (on the 

surface) 

 
 

Figure 11. Temperature distribution results 

 

 

8. CONCLUSIONS 

 

(1) No variation in structure is observed even after multiple 

passes but the homogenisation of the microstructure is 

still achieved. 

(2) The variation in temperature distribution due to the 

direction of tool rotation, can be seen throughout the 

surface. 

(3) Numerical analysis of the process using ANSYS helps to 

accurately predict the temperature distribution in the 

processing region w.r.t a change in tool translational 

speed, tool rotational speed and tool plunge depth.  

(4) The numerical analysis of the process is not sufficient to 

predict the mechanical properties of the processed 

material but helps to calculate a range of appropriate 

process parameter values that can help achieve the desired 

temperature range during the friction stir process. 
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Abstract—This paper describes an optimal bio-inspired PID 

controller for accurate steering management of the Autonomous 

Underwater Vehicle system (AUV). To achieve precise control 

performance, a PID controller is designed, and its gain parameters 

Kp, Ki, Kd are tuned by applying Simulated Annealing (SA), 

Genetic Algorithm (GA) and Moth-Flame Optimization 

Algorithm (MFO). The experimental response corresponding to 

the unit step and square input waveform for these proposed 

nature-inspired optimization algorithms were obtained. The 

response characteristics like overshoot, rise time, settling time and 

performances index ITAE were calculated and compared. The 

experimental results show that MFO-PID is highly efficient, 

followed by GA and SA, respectively. 

Keywords—Moth-flame, GA, SA, AUV, PID, Optimization 

I. INTRODUCTION 

 AUV, which stands for an autonomous underwater vehicle, 
can perform several operations in shallow and deep-sea 
environments. They have been successfully applied in various 
fields including military operations, commercial and research 
purposes etc. Fitted with electronic subsystems, they allow the 
robot to steer efficiently in harsh surroundings while undergoing 
the assigned tasks without any human input. This coherent 
nature of the AUV is due to its six degrees of freedom (DoF). 
The device’s robust interconnection is shown in Fig.1. and the 
symbolic notations of position and velocity terms of AUV [1] 
are shown in Table. I. Despite these adroit networks of 
subsystems, due to the presence of natural and environmental 
disturbances such as tidal waves and ocean currents, etc., control 
of such vehicles becomes an arduous task.  

For achieving a more potent control, researchers have utilised 
several intelligent control methods for AUV control [2], [3]. 
However, controllers like PD, PID have proved to showcase a 
more straightforward controlling approach. Moreover, such 
schemes possess more uncomplicated application in 
implementation from the linear regime's computational point of 
view [4]. In contrast, however, PID controllers are suffering 
from tedious computations during the changes in system 
parameters because of the occurrence of natural perturbations. 
Many papers are also available in the literature that erudite a 
controller's application and design, synthesized using a PID 
control process for the robust steering control of the AUV 
system [5], [6]. Such controllers are also in demand to control 
multiple other systems like the trajectory tracking and control of 
TRMS and Ball beam systems [7], [8].  

This paper implements a PID based controller, which is 
optimally tuned by a bio-inspired meta-heuristic optimization 
approach referred to as the Moth-Flame Optimization (MFO), 
Genetic Algorithm (GA) and Simulated Annealing (SA) for the 
robust control of an AUV. It is found that the performance 
MFO-PID is better as compared to GA-PID and SA-PID. 

This paper is arranged as mathematical modelling of AUV 
system is explained in section II, followed by section III &IV, 
which include synthesis of PID based controller applying MFO. 
Section V gives the experimental responses of the AUV. 
Eventually, section VI provides the conclusion. 

 

Fig1. Six Degrees of Freedom of an AUV 

TABLE I. NOTATIONS FOR AUV MOTION  

Direction Of 

Motion 

Moment 

And 

Force 

Earth-Fixed 

Frame 

(Position) 

Body-Fixed 

Frame(velocity) 

Surge (Motion along � − ���� ) 
� � � 

Sway Motion along  � − ���� ) 
� 	 
 

Heave (Motion along 
Z−���� ) 

� � 
 

Roll (Rotation along  � − ���� ) 
� � � 

Pitch (Rotation along 

Y−����) 
� � � 

Yaw (Rotation along  � − ����) 
� � � 
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II. AUV MODELLING 

  To formulate a PID controller for the steering management of 
an autonomous underwater system, we would first require its 
general transfer function which gives information regarding the 
yaw angle, and its relation with the deflection parameter. For 
this, the mathematical modelling of an AUV [9] is done. This 
is carried out by considering two different frames of reference, 
namely earth-fixed and body-fixed frame. System coordinates 
of this prototype are expounded using three mutually 
perpendicular axes starting from a random point. North and 

East correspond to � and 	-axis, respectively. Increasing depth 

conform with the z-axis. The position vector �  and velocity 

vector 
  can be described by the equations (1) and (2) 
respectively. 
 
 =  [� 
 
 � � �] �                            (1)                                                                               � =  [� 	 � � � �]�                                                                 (2) 
 
In pure steering plane, simplification of these equations is 
carried out by considering the origin of the body-fixed 
frame[10] to concur to the center of gravity: 
 

 �(
! + �#�) = ∑ �                                                                           (3) 

 &'�! = ∑ �                                                                                                                                                (4) 
 
Surge speed (uo), is fixed at 0.75 m/s. Assuming the pitch angle 
and roll to be small: 

 Ψ = )*+,-.)/ q + -.),-.)/ r ≈ r                                                                               (5) 

 
In matrix form, the equations (1) to (5) are rewritten as (6): 
 

3m − Y6! −Y7! 0−N6! I;; − N7! 00 0 1= 3 v!r!Ψ! =  +
3−Y? −Y7 + mv. 0−N? −N7 00 −1 0= @ vrΨA  =  3YB*NB*0 = δ7                               (6) 

 
By substituting the values of vehicle parameter of AUV[11], 
[12] dimensions, the hydrodynamic coefficient for uo at 0.75 
m/s and by applying the state space approach to get equations 
(7) to (9) 
 x!(t) = Cx(t) + Du(t)                                                                          (7) 

C = 3−0.114 −0.2647 00.0225 −0.2331 00 1 0=  

D = [0.0211 -0.0258 0] T U = δ7                                                                                                        (8) 
 

The relation between yaw (ψ) and rudder deflection (δ7) in 
terms of the transfer function is acquired as: 
 R())BS()) = TU.UVWX)TU.UUVY)Z[U.\YYW)][U.\^_)                                         (9) 

 

Now that the system's requisite transfer function has been 
derived, we can synthesize the proposed compensator. 

III. DESIGN OF PID CONTROLLER FOR AUV 

    PID controller, is a conventional control scheme, is applied 
extensively for precise control of various systems. Controllers 
based on PID have been successfully implemented in the design 
and control of multiple systems[13]–[15]. The PID displays 
sufficient stability margins, optimum time responses, better 
system characteristic properties such as low overshoot, and 
lesser settling time. It consists of proportional, integral and 
derivative gain parameters which are functions of error between 
the desired set point and actual system output. The general unity 
feedback characteristic equation of AUV with PID control laws 
are written as equations (10), (11) and (12).  
  `(a) = bcd(a) + befT^d(a) + bgfd(a)                               (10) 

 h(�) = i(j)k(j) = bc + be�T^ + bg�                                         (11) 

 1 +  l(�)h(�) = 0                                                               (12)  

Now for finding the accurate values of the operational 
gains(bc, be , bg), the characteristic equation is optimized based 

on the Integral Time Absolute Error (ITAE) performance index, 
i.e., integral of time multiplied by absolute error to minimize the 
error signal.     ITAE  =  q a|d(a)|satU                                                              (13)                             

PID controller gains are then tuned using MFO, GA and SA to 
observe their performances for comparison. The block diagram 
of PID Controller based optimization of AUV using 
MFO/GA/SA by taking ITAE as the cost function is shown in 
Fig.2. 
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Fig.2. Block Diagram of unity feedback optimal PID control 

IV. TUNING OF PID CONTROLLER USING SA, GA AND MFO 

    PID controllers are commonly used in all dynamical systems, 
but it requires a monotonous tuning of control actions to avoid 
sluggishness of the system response. Nature and bio-inspired 
optimization algorithms can diminish the computational 
difficulties in the monotonous tuning of PID controllers, 
thereby the AUV’s steering control is with minimum human 
interventions. Here, the PID controller in AUV's steering loop 
is tuned by Simulated Annealing, Genetic Algorithm and Moths 
Flame Optimizer methods. 
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A. Simulated Annealing Tuned PID Controller  

   Simulated Annealing is one of the most widely used methods 
for optimizing control problems of dynamical systems. This 
algorithmic technique is inspired by the relationship of 
combinational optimization and quantum and classical or 
statistical mechanics laws. A simple mechanism of cooling of 
material is applied in steps till the lowest energy is reached. The 
state at this lowest energy is the optimized state. Pseudocode 
for the SA algorithm applied for tuning the gain parameters of 
the proposed PID controller is given as: 
 
Step 1: The ranges for the 3 gain coefficients of a PID control 

are fixed in the form of an objective function u(�)  = [�c, �e , �g]t 

Step 2: Set to as the temperature at the beginning of the process 

Step 3: Take �e as the initial stage of the system 

Step 4: Take �#ct as the desired optimized state of the system 

Step 5: Initially, assign t as a#  and �#ct as �e  

Step 6: vwx a = 1  to ayz{  do 

Assign �#ct[^ to adjacent/nearest (�#ct) 

Change ∆} to (u(�#ct[^)-u(�#ct)) ~v ��� (1, dT∆� t� ) ≥ random (0,1) ���� 

Update �#ct to �#ct[^ 

end if 

Assign t as the temperature-schedule(t) 

end for 

Step 7: Output the final solution of the optimized function 
 
The values for the 3 gain coefficients Kp, Ki and Kd obtained 
using SA method are -19.9298, -4.9419 and -41.25 
respectively. However, the simulated annealing technique 
poses a critical drawback while working on minimization 
problems. For instance, any change in the system values that 
decrease the cost function ‘f ’ will be accepted as desired, but 
sometimes, changes that increase ‘f’ might also get counted. 
This happens with a probability p, known as the transition 
probability. Due to this disadvantage offered by SA, we use GA 
to stabilize the system. 

B. Genetic Algorithm Tuned PID Controller  

  Genetic algorithm (GA) is a nature-based optimization 
technique applied to solve computational problems. It is used 
on a chromosome population where every chromosome 
represents a solution that has an associated fitness value to it. 
This value defines how optimal a solution is. Some arbitrarily 
generated population is initially taken, followed by the 
selection process, which is fitness based. The next step involves 
recombination to develop the next generation. For the above 
step, parent genes are used to obtain child chromosomes. 
Several iterative processes continue till the stopping criteria is 
achieved. Pseudocode for the genetic algorithm is: 
 
Step 1: Designate the ranges for the control parameters of the 

PID controller to model an objective function as-  u(�)  = [�c, �e , �g]t 

Step 2: Generation of initial source population of �  chromosomes 
randomly. 
Step 3: Calculation of the fitness � using Eq. (14) 

Step 4: for � =  1: � 
Take two chromosomes from the current population. 
Crossover is applied to chromosomes with crossover rate �. 
Mutation is applied to the chromosome with mutation rate � to generate a new chromosome. 
Add the above generated chromosome to next generation 
population. 
Current Population is replaced with next generation 
population. 

            end for 

Step 5: Finally, output the solution of the optimized global best. 
 

One practical step for applying GA is to evaluate the fitness 

value for all the chromosomes to reduce the error signal d(�). 
PID controller is applied to minimize this error. As this fitness 
value is inversely proportional to the value of the performance 
index, we can define the chromosomes' fitness as (14). 
 � = ^�k��#�yz�ik ��gk{                                                              (14) 

 

The tuned optimized parameters�c, �e and �g, using GA are -

17.4092, -1.8497 and -38.4368, respectively. The response 
obtained using GA shows an overshoot of more than 10%. This 
result also shows that GA does not have a high speed of 
convergence that is why an alternative algorithm, designed 
using evolutionary strategies can be deployed to obtain a faster 
and more efficient performance of the system. The moth flame 
optimization algorithm (MFO) is one such technique. 

C. Moths Flame Optimization Algorithm tuned PID  

  MFO is a newly developed nature-based solution finding 
mechanism made from the algorithms inspired by the 
population search strategy. This bio-inspired optimization 
algorithm is very flexible, and can easily be implemented in 
finding the optimal solution of real-world problems. Some 
applications of MFO are available in literature ranging from the 
tuning of controllers such as fuzzy-PID, fuzzy-PI, PID, PI. 
Moth–flame optimization (MFO) technique was introduced by 
Mirjalili[16]. It initiates by creating moths arbitrarily inside the 
solution region by a transverse orientation shown in Fig.3. 
 

 
 

Fig.3 Moth’s Transverse Orientation 
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After this, the fitness function values for every moth are 
calculated and tagged the most optimum position by flame. 
Then, depending on the spiral movement function, the moths' 
positions are modified to attain more acceptable positions 
sorted by a flame, the new most acceptable positions of 
individuals are upgraded, and replicating the previous 
operations. 
 
This process takes place until the total number of iterations have 
been completed. The MFO algorithm has three main postulates. 
These are given below: 

1.Initializing Population: 

It is taken that all moths can fly in all the dimensions. The moth 
set can be represented as: 
 

� = ⎣⎢⎢
⎡�^,^ �^,V ⋯ ⋯ �^,g�V,^ ⋯ ⋯ ⋯ �V,g⋮ ⋮ ⋮ ⋮ ⋮�{,^ �{,V ⋯ ⋯ �{,g⎦⎥⎥

⎤                                                  (15)    

            

Where �  stands for the number of moths and s  gives the 
number of dimensions in the solution region. 
 
Array to store the values of the fitness function is as follows: 

�� = ���^��V⋮��{
�                                                                         (16)    

 
The given matrix defines the flames in the d-dimensional 
region, and their fitness value vector follows it. 
 

� = ��̂ ,^ �̂ ,V ⋯ ⋯ �̂ ,g�V,^ ⋯ ⋯ ⋯ �V,g⋮ ⋮ ⋮ ⋮ ⋮�{,^ �{,V ⋯ ⋯ �{,g
�                                         (17)    

�� = ���̂��V⋮��{
�                                                                         (18)  

   
The solutions are moths and flames. What distinguishes them 
is how we treat and update them after every iterative step. 
Actual searching agents which move throughout the search area 
are moths. Flames are optimal positions of moths which have 
been derived until now. 

2.Updating Moths’ Position: 

The optimal global value can be obtained for the optimization 
problem; this algorithm employs three steps. These are given 
below: ��� = (&, �, �)                                                              (19) 
 
where I describe the function, which gives the first moth 
population randomly &: � → {�, ��} 

P signifies the moths’ movement in the search area �: � → � 
 
T is the condition for termination �: � → a��d, u���d 
 
The equation below, explains the function I, which applies 
random distribution. 
 M(p, q) = ¢ub(p) − lb(q)¥ ∗ rand( ) + ��(�)                  (20) 

  

Where ��  and ��  represent the lower and the upper bounds, 
respectively.  
 
Three conditions which should be followed while applying a 
logarithmic spiral are: 
 

• The starting point of the spiral should begin from the 

moth. 

• The ending point of the spiral should be in the flame 

position. 

• Spiral’s range fluctuation is not supposed to surpass 

the search space. 

ª¢�c, �«¥ = fc ∙ d­t ∙ cos(2Πa) + �«                                (21) 

 

Where fc  represents the region within �t²  moth and �t² 

flame. 
 f� = |�� − ��|                                                                                  (22)    
                      �� describes the logarithmic spiral’s shape, and a stands for 

any arbitrary value within [�, 1]. The spiral motion guarantees 
the balance between exploitation and exploration close to the 

flame. Where � changes from [-1,2] in the whole process of 
iteration, which is called as the convergence constant. The 
logarithmic spiral shape, as described above, is shown in Fig.4. 
 

 
Fig.4. Logarithmic spiral shape 
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3.Mistakes Update in Flames 

Moth positions are updated in � different locations inside the 
search region, which might reduce the exploitation of the most 
optimized solutions. Thus, minimizing the flames solves the 
conflict using an equation given below: 
 u���d �³. = �³��s ´� − � ∗ µT^� ¶                                   (23) � represents the total flames � represents the present iteration 
T represents the total iterations 
Pseudocode for the MFO algorithm is described as: 
 
Step 1: Assign the fixed ranges for each control parameter of the 
proposed PID controller in the form of a cost function as-u(�)  =  [�c, �e , �g]t 

Step 2: Initialize the Moth-Flame population  
Step 3: Initialize position of moth � arbitrarily 

Step 4: for � = 1 a³ � do 
Calculate the value of fitness function F 

             end for 
Step 5: While iterations<=total iterations do 

Update flame no by using Eq. (23) �� = Fitness Func(�); 
if iteration == 1 � = sort(�); �� = sort (��); 

else � = sort (�tT^, �t); �� = sort (�tT^, �t); 

end 

Step 6: for � =  1: � 

for � =  1: s 
Update the values of � and a 

Calculate the value f using Eq. (22) 

Update ª(�, �) using Eq. (21) 

end 

end 

Step 7: Consequently, the precisely tuned solution of the 
optimized cost function is output. 
 

The tuned optimally calculated parameters�c, �e and �g,  by 

using MFO are -15.5343, --0.025 and -38.93, respectively. 

V. SIMULATION AND RESULTS 

For comparison of the optimization performances of Moth-
Flame Optimization (MFO), Genetic Algorithm (GA) and 
Simulated Annealing (SA) method, the output response of AUV, 
controlled by tuned PID controllers are observed for unit step 
and unit square wave input. In the square wave input case, the 
chosen frequency for simulation was fixed at 15 mHz. 

The tuned PID controller’s step and square wave responses for 
MFO-PID, GA-PID and SA-PID controllers for AUV steering 
control are shown in Fig.5. and Fig.6 respectively. 

 

Fig.5. Unit Step Responses by the respective tuned controllers 

 

 

Fig.6. Square Responses by the respective tuned controllers 

The precisely optimized solutions of the gain parameters are 
given in Table II. 

TABLE II. GAIN PARAMETERS OF TUNED PID CONTROLLER 

Gain Parameters 
PID Parameters SA GA MFO �c -19.9298 -17.4092 -15.5343 �e  -4.9419 -1.8497 -0.025 �g  -41.25 -38.4368 -38.93 

 

The PID transient performance characteristics using MFO, GA 
and SA are given in Table III. 

TABLE III. TRANSIENT PERFORMANCE OF TUNED PID CONTROLLER 

ITAE 

 Tuning Algorithm SA GA MFO 

Rise Time (Sec) 1.37 1.56 1.72 

%Overshoot 17.1 10.3 3.3 

Settling Time (Sec) 14.1 12.4 5.7 

 

The cost comparison amongst MFO, GA and SA are given in 
Table IV. 
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TABLE IV. COST COMPARISON 

ITAE ERROR 
Tuning Algorithm SA GA MFO 

Error(J) 0.6396 0.4371 0.2066 

 

It is observed from Table III that the MFO tuned PID controller 
has remarkable performance as compared to GA tuned PID and 
SA tuned PID in terms of lesser overshoot and settling time. It 
proves that the MFO tuned PID for AUV steering control is 
optimally and accurately meeting the design objectives. It is also 
noted from Table IV that the cost and error are drastically 
reduced in contrast to GA tuned PID and SA tuned PID 
controllers.    

VI. CONCLUSION 

     To obtain the robust control for an autonomous underwater 
vehicle, this paper presents the application of a bio-inspired 
optimization algorithm called Moth-Flame Optimization to 
optimally tune the gain parameters of a PID based controller for 
efficient motion stabilization of the AUV system. Tuning of the 
proposed PID controller is done for an error-based performance 
index ITAE. Genetic Algorithm and Simulated Annealing 
Method are also used to compare the system's step and square 
responses. The response obtained for MFO-PID is clearly, 
better than GA-PID, followed by SA-PID in case of overshoot, 
settling time and rise time. The scope of future work can be the 
application of this algorithm to design more complex 
controllers for advanced systems.  
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ABSTRACT 

In this review paper, a comparison is drawn among different manufacturing grid 

stiffened structures, i.e., isogrid panels manufactured using non-conventional 

manufacturing techniques such as Fused Deposition Modeling (FDM) over existing 

conventional methods such as milling; by summarizing existing success analyses. These 

Isogrids/Grid stiffened structures are primarily building blocks used in aerospace 

applications such as rocket shells, satellites, space station walls, and other structures 

requiring additional strengthening such as armour shells and wall structures mega 

buildings such as stadiums, domes, or even spider webs. A comprehensive analysis is 

made for various aspects of these advantages and the role of non-conventional 

techniques is discussed. Moreover, a hypothesis is put forward regarding design 

optimization and evolution in the future. The isogrids are an upcoming research area 

that has the capacity to strengthen the aerospace, nuclear and other allied sectors. 

Key words: Isogrid, Grid stiffened structures, Mass ratio, Aerospace, Composite 

Structures, Additive Manufacturing, Rocket Shell. 
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1. INTRODUCTION 

One of the industries which have gone under tremendous change since inception is the 

aerospace industry. The aerospace industry [8] is aiming to make effective aircraft, ranging 

from the passenger aeroplane to rockets aiming for space exploration. Apart from advancements 

in propulsion systems, the various manufacturers are now addressing a very crucial parameter 

called the mass ratio, which is simply the ratio of fuel mass to dry mass of the rocket. The higher 

the mass ratio, the more propellant is required or the dry mass of the rocket should be reduced. 



Evolution in Manufacturing of Grid Stiffened Structures through CAM and Additive Techniques 

http://www.iaeme.com/IJARET/index.asp 218 editor@iaeme.com 

A higher mass ratio is required as it results in a higher delta-v (a measure of the impulse that is 

needed to perform a manoeuvre), which results in ease in the manoeuvring of the rocket.  

To achieve this, the reduction in the dry mass of the rocket is essential as there is a limit to 

increase the fuel mass. Dry mass reduction can be done by either using lightweight materials or 

optimizing the geometric design of the structure or even both. In the case of lightweight 

materials, metals like Aluminium and its alloys are being used. However, the usage of 

Aluminium and its alloys poses some challenges. The other way is to optimize the geometric 

design; rocket shells are manufactured either as an isogrid or an orthogrid.  

2. THE IMPETUS FOR DESIGN EVOLUTION 

It is important to observe that any changes in mass ratios in these aerospace applications will 

lead to significant financial implications on the operation of any such undertaken project 

Any scenarios that might expose the structure to impact loading. It is also important to 

analyse explicit dynamic behaviour for these structures in the case of any mishappenings. A 

major scope of development is the multi-layer, multi-metal deposition of the grid stiffeners. 

Due to recent strides in the aerospace industry, especially with companies like SpaceX and 

blue origin, which have introduced the re-usage of rockets for bringing payloads to space. A 

problem statement has been identified which is fourfold, namely: - 

• Assembly time increased in order to accommodate attachment points for payloads; even 

though they don't affect overall force by a large magnitude, they increase weight and 

could be incorporated to the shell itself 

• After the payload/shuttle has crossed the atmosphere and reached orbit, it is exposed to 

harsh environments and unbalanced forces which are always delivered as impulse, 

design adjustments could be made to minimize deformations from these impact loads 

and explicit dynamic behaviour should be analysed 

• Due to the advent of the reusability of the shuttle, rockets and transport vehicles, the 

financial structure gets a major shake up resulting in redistribution of resources towards 

more costly, durable, lighter and rarer materials which weren’t used previously and a 

paradigm shift is shown in research towards material and process evolution, resulting in 

a change in the entirety of the manufacturing line, including process parameters, moulds 

and tooling. 

• Due to the ever changing needs of each transport mission, each rocket needs to be 

versatile enough to carry a varying amount of unbalanced loads and should be resistant 

to fatigue and should provide ample thermal resistance as well 

• Make rockets with panels so that pieces can be interchanged 

3. ISOGRID ARCHITECTURE 

An isogrid [9] is a lattice of intersecting ribs forming an array of equilateral triangles. Their 

manufacturing is based on the sandwich theory, which describes the behaviour of a beam, plate 

or shell consisting of three layers - 2 face sheets and one core. Traditionally an isogrid structure 

is machined from a single piece of aluminium stock and consists of a skin with stiffness in a 

grid-like structure that forms equilateral triangles. Now these equilateral triangles give rise to 

an isotropic behaviour, leading to their iso-prefix. 

The major advantage is that these structures show high stiffness and stability, especially 

when built from composite materials.  
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Figure 1 A typical Isogrid Structure [16] 

The above figure 1 is showing a typical Isogrid. It consists of conical sub-structures. 

Isogrids are used wherever there is a need to increase the stiffness of thin-walled structures 

along with the reduction of weight. We see the use of isogrids in gas turbines engine casings, 

where thin-engine walls are needed to be reinforced for additional stiffness. It is seen that the 

hierarchical configuration of isogrids can make these structures more efficient in load-bearing 

capacity. 

4. MANUFACTURING TECHNIQUES 

Isogrid structures have been manufactured using different techniques. However, the type of 

manufacturing technique is heavily dependent on the material being used for the structure itself. 

The most common and heavily used material is aluminium, used for the manufacturing of 

rocket shells, and so on. The most common methods are/were mechanical and chemical milling 

processes. 

In a patent application [11], many different manufacturing techniques were mentioned; one 

of them being chemical milling machining.  One of the methods mentioned is chemical 

machining. In this, metal removal is achieved by reverse electroplating in which the hydroxide 

of the metal to be removed is produced; suspended as an emulsion in the electrolytic solution. 

Another method is using an NC milling machine; which focuses on manufacturing a frusto-

conical structure reinforced with isogrid reinforced on its internal structure, formed from a 

plurality of substantially identical panels. Each panel is manufactured from the metal which 

will be reinforcing the final structure. The plate to be machined is positioned in an NC milling 

machine and the triangular pockets are formed. For a good isogrid structure, it is seen during 

the manufacturing process, the wall thickness of the pocket should be reduced by 1mm. In areas 

where wall thickness less than 1mm is required, chemical milling is employed. After machining, 

the panel is rolled or formed into the desired shape and the panels are secured together to form 

the final structure. The major issue with this method is the use of harmful chemicals to get the 

desired wall thickness of the pockets, which are hazardous to use. In another method, milling 

was done twice, first to remove material to the desired pocket wall thickness and second to mill 

around the periphery of the pocket so formed. The issue with this method is that sufficient wall 

thickness can’t be achieved. Hence in those few pages, it was clear that a method is needed that 

can bring out the sufficient wall thickness without the use of chemicals. 

The above-mentioned processes greatly affected commercial aspects as they are costly, 

require large amounts of material, and are inefficient. Milling also results in the distortion of 

the isogrid ribs and this technique is limited to certain isogrid geometries. Hence, a research 

paper [10] has mentioned the use of abrasive water jet (AWJ) technique, an unconventional 

method for isogrid fabrication. The potential advantages of this technique are high productivity, 

no residual stresses, integral machining capability and AWJ is capable of machining a wide 
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range of isogrid geometries and for a variety of materials. More specifically, the concept of 

Single-angled jet in a circular tool was utilized for the study because of its versatility and ease 

of application. Also, before the manufacturing took place, the various parameters of AWJ like 

Water jet Pressure, Abrasive size, Abrasive material, Water jet flow rate, Stand-off distance etc. 

were determined for 2 cases; namely, linear cutting using AWJ and milling using the AWJ 

nozzle.  

Since [1], significant progress has been made towards the optimization of isogrid designs 

and towards improving manufacturing techniques. A major portion of the efforts towards this 

evolution was put towards the development of composite materials in the 1970s. The use of 

such materials is suitable for isogrids, due to the stress being heavily distributed along the rib 

length as the isogrid itself is a composite structure. 

Advances have been made and numerous techniques have come out which are suitable for 

different aspects of design and manufacturing with composite materials. Due research in mould 

material as well as other parameters.  

In different research works, which all were aimed at reducing the drawbacks presented by 

conventional techniques for composite materials, by taking into focusing on changes mould 

design to accommodate higher nodal density, change in manufacturing technique to RFW and 

hybrid tooling and expansion block tooling, to achieve lower costs and higher quality through 

higher degrees of control of geometry [2] [1] [12]. 

 

Figure 2 Expansion block tooling [12] 

All this evolution has led up to load specific structures called the Advanced Grid Structures 

focusing on: 

• Placement of fibres in a specific pattern or in a specific overlay order for each rib 

and so on 

• Tooling techniques suitable for different geometries  

• Mould selection to mitigate thermal expansion and other effects 

5. PUSH TOWARDS ADDITIVE MANUFACTURING 

A major push has been made toward additive manufacturing techniques due to a decrease in 

overall material and production costs and high efficiency and accuracy while providing control 

over parameters like porosity. Also, the ease of prototype manufacturing for testing purposes 

has made a huge contribution. 

In Ming Li et al buckling tests were performed in hierarchical lattices, and tests were 

performed by 3D printing a plastic model using PVC engineering plastics and showed these 

structures have greater resistance towards local buckling and have higher global stiffness.  

Different methods in additive manufacturing are also considered, like laminated object 

manufacturing (LOM) or Fused deposition Modeling (FDM) as used [6]. 
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It is seen that there is a big role of 3D printing in the manufacturing of the isogrid structures. 

In a research work, a lot of focus has been given on the design of hierarchical isogrid lattice 

panels through additive machining [5]. In that, 3 specimen panels were taken. Each specimen 

consisted of 2 isogrid layers and the layers’ binding together produced lattice structure with T 

ribs. It was seen that all these structures were 3D printed using the Laminated Object 

Manufacturing (LOM) technique of 3D printing, which is one of the fastest and most affordable 

ways to create a 3D prototype [5]. 

 

Figure 3 The FDM process [17] 

Figure 3 is depicting fusion deposition modelling technique. A lot of focus has been given 

on the design and characterization of an integrally stiffened structure using additive machining, 

certain takeaways can be obtained which highlight the role of unconventional machining, 

especially 3D printing [B] [6]. One major aspect highlighted was that the manufacturing of 

complex geometries is possible easily in 3D printing without consuming extra time as well as 

cost. It is also seen that 3D printing eliminates the requirement of assembly as it prints by 

layered manufacturing, which doesn’t require assembly.  

6. COMPUTER AIDED MANUFACTURING HURDLES 

With the evolution of manufacturing, the algorithms previously running the NC milling and 

other conventional process machinery were not able to produce complex forms due to the 

drawbacks of the conventional techniques themselves such as, the workpiece being operated on 

a uni-directional basis as the work piece itself had enormous cross-sectional area for a 3-axis 

or a 5 -axis milling, or the process itself was operated on a unidirectional basis, such as abrasive 

waterjet machining (AWJ) as mentioned before. The next problem to be tackled was the 

programming and the algorithms themselves that weren’t advanced or capable enough to rely 

on learning data sets to optimize path and process parameters. It is well known that the 

aerospace industry utilizes technology which is way ahead of its time. This industry is 

considered to be at the pinnacle of manufacturing engineering. However, the computational 

capabilities weren’t advanced enough to such a level, even though they were commercially 

outsourced with only the state of art products invested due to the push towards the space race 

and the minimal desired margin of error.  

7. ROLE OF UNCONVENTIONAL TECHNIQUES  

A comprehensive problem statement was formed after the above analysis for the overall 

evolution of grid stiffened structures, in particular, isogrid due to its wide-ranging  
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Figure 4 3D printing for manufacturing Isogrids [3] 

Applications in aerospace, and architecture. Figure 3 above is depicting 3D printing 

technology being used for manufacturing isogrids. The problem statement is from an all-

inclusive standpoint taking into account all parameters such as commercial aspects, and 

material development. It throws light on possible domains of research, namely: 

• Due to the emergence of the use of reusable rockets, the constraint for minimizing 

manufacturing duration, with the same resources, both materialistic and abstract, 

newer methods of production could be looked at, where focus shifts from maximum 

production efficiency time-wise, to methods that require a higher amount of time to 

execute the same operation but give a better quality of product. However, a 

precarious compromise must be set for each stage of this transition. 

• Due to the premise available with non-conventional manufacturing techniques, it is 

now possible to manufacture grid stiffened structures with lesser amounts of 

downsides provided (rubber mould with clearance paper reference) by conventional 

techniques, hence reducing imperfections and caters for design tolerances at the 

same time. 

• The new domain of development brought by these techniques also means that a 

higher degree of focus can be maintained on design optimization of the structure 

itself. A possible spectrum of research would be topology optimization of such grid 

stiffened structures for load specific purposes which may provide higher margins of 

cost and material saving by distributing loads in novel ways, and the manufacturing 

of such complex components have now been made possible by these techniques. 

• A major advantage of these manufacturing techniques is also the control over 

extrinsic properties due to a more local approach to the “building block” of the 

structure, i.e. filaments, fibers, powder chunks etc. as opposed to conventional 

subtractive techniques, changing the bulk properties of the overall structure and 

giving rise to more desired deformation behaviors on load application (insert ref) 

The research in additive manufacturing technology has expanded exponentially after the 

development of metallic materials and alloys used in these techniques. The applications of grid 

stiffened structures, particularly isogrids are heavily impacted by material selection and 

manufacturing constraints. Lighter and more complex structures can now be produced 

successfully with tighter tolerances and yet lower factors of safety due to higher amounts of 

precise load distribution saving millions of dollars’ worth production costs per rocket. 

Isogrids are essentially composite structures due to multiple “layers'', namely, the grid and 

the skin, with multiple sub-layers in hierarchical structures [5]. The structure till now has been 

constructed mainly out of a single material which can be viewed as a constraint. Different layers 
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of this “composite” have different amounts of stresses and load distributions when force is 

applied. With the help of additive manufacturing, different metals, each with different 

distinctive advantages can be used in these different layers to achieve maximum overall benefit. 

8. RESULTS AND DISCUSSION 

This work analyses the effect and consequences of using different manufacturing techniques 

for manufacturing of grid stiffened structure, from three viewpoints, namely:- 

Ease of Manufacturing 

The reasoning for using a particular manufacturing technique and tooling methods for type and 

magnitude of loading on the structure. 

Taking into account other secondary constraints as a factor, with parameters like 

temperature, budgetary constraints, aesthetic and applications of the structure itself. 

9. CONCLUSION 

It is seen that there are many areas, especially the aerospace industry which require isogrids in 

a large scale in order to increase the mass ratio of the aircrafts along with increase in strength. 

At the same time, these isogrids find a lot of use in gas turbine casings for increasing the 

stiffness. It is also visible that wherever hierarchical configuration of isogrids is used, load 

bearing capacity increases. It is also seen that a large variety of materials can be used for its 

manufacturing; Aluminum being the most commonly used material. The choice of 

manufacturing technique will vary from material being used and at the same time, certain 

parameters are needed to be considered; some of them being ease of manufacturing, quality of 

product, cost of manufacturing along with production efficiency along with seeing whether the 

process is hazardous or not. From the above study, unconventional machining has taken the 

upper hand over the more commonly used milling on the basis of the above parameters. It was 

seen that AWJ technique and then additive machining has enhanced the quality of the final 

isogrid fabricated. Also in the future more and more use of unconventional machining will be 

included for the manufacturing of these structures.  

10. FUTURE SCOPE 

As seen in the study, a radical shift towards additive manufacturing is being observed and        

hence, a lot can be done by composite structure manufacturing. By this, instead of using only 

one suitable material, 2 or more materials with different properties, each fulfilling different 

purposes of an isogrid, can be used. By doing so, mitigation of the materials’ limitations will 

take place and also, the much-needed increase of the mass ratio will take place due to a 

reduction in the structural weight along with an increase in resilience. This will help in the 

lowering in the margin of the factor of safety, hence resulting in a lot of cost-saving per cycle 

of rocket shell manufacturing. To achieve this weight reduction, topology optimization of 

structure can be done, in which areas will be removed which sustain minimum stress while 

making sure stress-induced in other areas/ layers of isogrid do not exceed the elastic limit. 

Since there is impact loading on the isogrid structure, analysis of the impact loading on the 

geometry as well as a study on the explicit dynamics can be done. By doing so, equivalent 

models can be created which will be useful to study the amount of energy absorbed along with 

deformation with time for each model. The results will be then compared with each other as 

well as the pre-existing models, resulting in the optimization of the isogrid structure.  
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Abstract
Database security is pertinent to every organisation with the onset of increased traffic over
large networks especially the internet and increase in usage of cloud based transactions
and interactions. Greater exposure of organisations to the cloud implies greater risks for
the organisational as well as user data. In this paper, we propose a novel approach towards
database intrusion detection systems (DIDS) based on Expectation maximization Cluster-
ing and Sequential Pattern Mining (EMSPM). This approach unlike any other does not have
records and assumes a predetermined policy to be maintained in an organisational database
and can operate seamlessly on databases that follow Role Based Access Control as well as
on those which do not conform to any such access control and restrictions. This is achieved
by focusing on pre-existing logs for the database and using the Expectation maximiza-
tion clustering algorithm to allot role profiles according to the database user’s activities.
These clusters and patterns are then processed into an algorithm that prevents generation of
unwanted rules followed by prevention of malicious transactions. Assessment into the accu-
racy of EMSPM over sets of synthetically generated transactions yielded propitious results
with accuracies over 93%.

Keywords Database intrusion detection · Database security · Expectation maximization
clustering · Data dependency mining · Sequential pattern mining · Anomaly detection

1 Introduction

Over the last few years, due to tremendous progress in the availability of Internet, the
usage of networked system has expanded exponentially by several folds, which is con-
sequently confronting a graduated extent of infringement of confidentiality, integrity and
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availability to the databases. The rise in acceptance of databases by technology driven
organisations, companies, institutes as the dominant management platform also affects the
security quotient to a considerable magnitude.

Thus, data security is more vital than ever. At the same time, the security of data is to
be handled for both outsider and insider threats [4]. The CERT Guide to Insider Threats
[8] offered specified measures and guidance implemented from executives, managers and
other staff in any operational organisation and that too with agile representations. Various
measures for cyber frauds, insider threats and theft of information identifications were elu-
cidated with reference to the software life cycle. The effectiveness of the previous security
tools was enhanced through rules, configurations and business processes.

An Intrusion Detection System(IDS) [13] provides a framework for monitoring traffic
linked with any sort of security violations and generates an alert whenever the presence of
any malicious activity is detected. The working of an IDS is established on the hypothesis
that due to anomalies in usage patterns, the system becomes sensitive towards numerous
types of exploitation evident as masquerading, privilege abuse, legitimate privilege abuse
and privilege elevation. Any malicious interruption or violation is centrally collected and
forwarded to either the common Admin or the specified Security Information and Event
Management System(SIEM).

A dominant obstacle in identification and mitigation of internal threat arises from the
very fact that intruders are legit users of the system and together with relevant access rights
they are conversant in the organisation of the information schema and therefore the security
mechanism that is employed in situ. Therefore, business executive threats will persist for
long periods while not being detected and cause extensive damages to information systems.
Such complex environments require a high security levels to ensure integrity of information
communicated between various entities in an organisation. An intrusion detection system
acts as a flexible protection technology for a system’s security. Malicious intrusion attacks
evolve over time, so it is pertinent for intrusion detection and prevention technologies to
adapt along with the level of the threats. Intrusion Detection System (IDS) is an accepted
mechanism for coping with most of the future threats. The fundamental motivation behind
it is to look for deviations or anomalies within the data resources on the host system.

There exists a number of IDS divided into various families according to their properties
[13]. The most common classifications are:

– Network Intrusion Detection Systems (NIDS): which continuously analyse the incom-
ing transactions and traffic within the network.

– Host-based Intrusion Detection Systems (HIDS): which monitors the central file struc-
tures of computing systems as well as the incoming network packets.

Other classifications for IDS are based on anomaly detection, and misuse or signature
detection.

– Anomaly-based Detection: This detection model is able to detect and adjust to novel
attacks which were previously unknown. This method uses machine learning tech-
niques to create a structured model for trusted transactions or behaviour, and then
compare new input behavior against this standard model. Although this approach
detects previously unknown attacks, it may suffer from false positives and legitimate
activity, dissimilar to the ones contained in the model, can accidentally be classified as
malicious.
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– Misuse Detection: This type of model detects possible threats by looking for specific
patterns which are previously known to be related to certain threats. Although it able to
detect known attacks it suffers from the fact that it is unable to detect new attacks for
which no pattern is available.

In an organisation, the data administrator sets permissions and privileges to enable spe-
cific access to the database to authorised users. Role-based accesss control (RBAC) is such
a mechanism to restrict access to the system. RBAC provides the users with different levels
of access based on their roles within the organisation. Herein, users are not assigned per-
missions directly, but rather acquire them through the job functions and roles assigned to
them. Instead of manage user access and permissions at the base level, they are consolidated
over a network to a set of roles. The Role Based Access Control (RBAC) binds the user to a
specific attribute realm as per their roles thus controlling the access to the sensitive parts of
the database and ensuring database security at the Role level. This strategy is implemented
by extracting sequences [2] and association rules [1] from the valid transactions which are
used to verify whether an incoming transaction is legitimate or malicious. The NIST model
[49] further laminated the security system by restricting the user activity to specific roles.

Using the Role-based Access Control mechanism [48] the problem of insider attacks is
being solved to a great extent. RBAC maps distinct access privileges to users of distinct
roles. Conventional techniques at this level employ pattern mining for finding consistent pat-
terns in the valid transactions already stored in the database logs [5, 60]. A similarity score is
then generated by evaluating the incoming transaction against the previously mined patterns,
subsequently this score is then used to check whether the transaction under consideration
is malicious or not, based on a chosen threshold. In our approach we refer to this score
as QLAI(Query Log Affinity Index).Our major space of concentration in this paper lies in
detection of every type of malicious information transactions. Most of the authentication
systems cater to detection of external attacks however, in this paper, we propose a unique
approach of classification of transactions which makes use of mined association rules and
cluster analysis to observe and stop abuse of internal privileges. In our approach (EMSPM)
information dependency rules are obtained by mining user information access patterns using
modified Prefixspan and role profiles are generated by agglomeration of the user activity
parameters from information logs using Expectation maximization clustering with Gaussian
Mixture Model. The new transactions are passed through the anomaly detection algorithm
before execution, and an alarm is generated if the transaction is assessed as malicious
therefore preventing them from modifying any sensitive data. Our main contribution are
summarized as follows:

1. We design a robust DIDS, capable of identifying intrusions in RBAC as well as non-
RBAC administered databases, that employs a rule mining component along with
a role-independent anomaly detection component to determine whether a query is
malicious or not

2. We use data dependency mining to explore read and write rules based on the previ-
ous access patterns to determine the legitimacy of the transaction under consideration.
Further it uses EM clustering to form role profiles from the transactions available in
database logs and subsequently assign the incoming transaction to one of these profiles

3. We propose an approach that reports a substantial increase in the nature of attacks that
are captured and gives overall improvement in performance over ancient IDS.

The rest of the papers are composed as follows. An overview of the related work is
provided in Section 2. Section 3 describes the proposed approach. Experimental results and
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comparison with existing approaches are given in Section 4. Lastly, we state the conclusion
in Section 5.

2 Related work

Numerous Intrusion Detection System Models [23, 32, 57] have been introduced for detect-
ing network-based intrusions and intrusions at the OS level but very few models have been
developed to recognize database intrusions. The use of database IDSs is necessary for the
following purposes:

1. Malicious activities for a database system might be intrusive at different levels of
system programs (i.e. Operating System Level) or network level.

2. Intrusion detection system models designed at the Operating System and network-level
are ineffective to shield databases from Insider threats. Insider threats are difficult to
isolate as the intruders are authorized users of database. [5]

An intrusion is defined as a set of unauthorised activities on a database or a network [22]. In
the past few decades, researches and experimentations have accustomed numerous advances
in IDS [55, 59, 60] for detecting intrusions at the network level, database level and at the OS
level. Research efforts in the identification of abnormal events [12] and frequent patterns
illustrate that the detection of abnormal events is based on user behaviour and user Profiling.

According to D.E. Denning [15] a system when examined and inspected for its records
in audit for unusual patterns, portrayed possible security violations citing the presence of
malicious activity. The model utilized a rule-based pattern matching system to inspect the
functionalities such as login and executable programs.

However, at the local or basic level, the system suffered a major drawback due to vul-
nerabilities since complex functionalities were not dealt with fully. In contrast, Debar et al.
[13] illustrated different norms wherein the focus was laid upon the functioning of inner
elements along with respective behaviour and principles. The pattern consolidated the sug-
gestion of several evaluation metrics in succession to evaluate the effectiveness of accuracy
and thereby employing chance variation procedure. User access patterns of legitimate users
are compared to ones stored in database. Bertino and Sandhu [4] considered access control
systems for access with certain multilevel security implementations. Cardenas et al. [9] con-
cluded that no matter control systems are pivotal but they are still prone to cyber attacks,
thus making it vulnerable to the attackers. In fact, security mechanisms that monitor and
find modifications towards the controlled data prior to an attacker damaging a system were
well defined and worked upon. Liao et al. [29] proposed that due to alarming increments
in security threats and networking, intrusion detection system(IDS) has been decisive and
pivotal in the computational world.

2.1 Data dependencymining

Data Dependency mining [21] is used to discover relevant patterns from large Data sets
through statistical methods to investigate them by notifying us about the relationship
between the attributes. It is proven to be helpful in data rectification and resource filtering.
We review a few related papers utilizing this method for intrusion detection.

According to Chen et al. [10] extracting information from databases is known to many
researchers and it has been a crucial topic in machine learning and database systems. Data
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Mining is used for improving and understanding user behaviour better so as to improve
opportunities in various fields. The concept of data dependencies among different attributes
of a transaction based on frequent subsequences of database transactions was introduced by
Panda et al. [59]. They classified transactions which did not fit with these data dependencies
as malevolent but One shortcoming of this method was that proper values of confidence and
support parameters were required to be recognised. These problems were solved by Sohrabi
et al. [53] by the use of k-optimal rule determination and lift as an interestingness measure.

Hu and Panda [59, 60] highlighted that the data dependency relations are utilized for
detecting the database intrusions. Data items are written or read prior to updating. The model
by Hu and Panda [59] illustrates techniques for extracting data dependencies and uses Petri
nets to simulate normal data. This approach was further extended for mining data dependen-
cies [60] from the database log. The transactions not qualifying to the mined dependencies
are treated as malicious ones. Srivastava et al. [55] further modified the above approach by
considering the sensitivity of the attributes which accounts for increased performance. The
algorithm detected the changes in sensitive attributes with agility.

Hashemi et al. [20] extended the existing dependency mining approaches [10, 43, 59, 60]
to enhance intrusion detections. The proposed model mined dependencies existing among
data items, hence discovering transactions repudiating them and employing a behaviour
similarity test between these and the valid transactions in logs. Malicious transactions are
identified as those which don’t pass this similarity test, consequently reducing the over-
all false-positive rate. Through anomaly detection in time series dataset it is capable of
detecting those intrusive transactions which despite adhering to the dependencies induces
abnormalities in data update patterns, thereby increasing the true positive rate.

Subudhi et al [56] proposed an intrusion detection system (IDSs) which utilised OPTICS
clustering along with Ensemble Learning comprising of several aggregation methods like
Boosting, Bagging and Stacking for the identification of malicious users in the database.
Their approach of intrusion detection was divided into 2 phases namely training and test-
ing. The Training phase preprocessed input dataset features. Thereafter behavioural profiles
were generated by using OPTICS clustering. The testing phase checked the belongingness
of an incoming transaction with any of the seen profiles.

Sallam et al [46] used anomaly detection algorithm to identify data aggregation and data
updation. Their technique employed the usage of normal table reference rate and retrieval
of tuples from the former database access logs. Further, the incoming user queries were
examined to detect queries that may conclude to surpass the normal rates of data access.

2.2 Sequential patternmining

Sequential Pattern Mining (SPM) is a data mining subdomain coined by Agrawal et al and
is widely used in areas of database security [5, 27, 60] to discover frequently occurring
sequences, interesting features and patterns in sequential databases.

Agrawal et al. [1] introduced new algorithms - Apriori and its variations to mine the rules
under associations between data items in a database. Apriori Hybrid algorithm provides
linear scalability with the size of the database which overcomes the drawback in Apriori
algorithm. One major limitation of the algorithm was to settle suitable utility for support
and confidence.

Agrawal and Srikant [2] proposed AprioriAll and AprioriSome for extracting sequen-
tial patterns in a database. Both the proposed algorithms scale linearly with respect to the
size of the database but encounter the similar problem of deciding the support and con-
fidence worths. These limitations were handled when Srikant and Agrawal [54] proposed
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generalised sequential pattern mining algorithm which was more efficient than the Apriori
algorithm as it considers the distinct signs of the items in real-time applications, with the
weight being either the cost or the profit of the item being utilized.

Lan et al. [27] proposed a different method for finding weighted sequential patterns.
The maximum weighted upper bound model was considered resulting in higher accuracy
and improved efficiency for the subsequences. The major drawback with this model was its
inability to handle dynamic addition, removal or updation of sequences.

Rahman et al. [43] developed the notion of pattern mining through an algorithm that
pulls out sequences from uncertain databases with weight constraints. The main challenge
was to recognize the significant and valid patterns as per their relevance. This drawback
was overcome in 2019 when Rahman et al. [42] utilized weight and support constraints to
develop patterns in uncertain databases.

Viger et al. [30] proposed a concise and efficient survey to provide the limitations of
above stated traditional sequential pattern mining approaches. It also illustrates popular
variations of the task of sequential pattern mining and its open source implementations.

2.3 Anomaly detection

Anomaly detection is the method of finding events or observations which differ signifi-
cantly from the normal trend or patterns. In IDS, anomaly detection is extended to identify
malevolent users whose activities significantly drift from a User with normal behaviour.

On the basis of audit trails, DEMIDS [11] created user-profiles which were further uti-
lized to recognize ill-usage and insider exploitation. The proposed approach with the help
of a distance measure, inputs information about the data structures and semantics of a par-
ticular database schema, which in turn is used to obtain frequent itemsets describing the
operation range of users.

Intrusion Detection systems based upon Anomaly Detection are able to restrict role-
based intruders [20] by detecting individuals behaving differently than the legitimate users
of a particular role, thereby protecting us from insider threats. The number of false-positives
an IDS detects is one of the primary points for determining its performance.

Zamanian et. al [62] examined the performance of multiple user profile training proce-
dures to decrease the number of false-positive alarms and presented the notion of symmetry
to Grouping profiles, but To minimise the false alerts created, they extended the time
window practised for training user profiles.

Ronao et al. [45] introduced another anomaly detection method for Role-Based Access
Control databases using principal component analysis and random forest with weighted
preference methods. The false-positive and false-negative rates were improved by this
approach, furthermore, model building time and execution time were also reduced notably.
The major drawback of this technique was confusion among the roles which have similar
access permissions.

Yip et al. [61] remarked that more extra inferences can be recognised by analysing data
saved in the database. They applied five distinct inference rules instead of simply operating
functional dependencies to recognise inferences, also they never encountered any counter-
examples to prove the invalidity of the above-stated rules.

To eliminate the risk of internal intruders, Rashid et al. [44] introduced a novel
method which employed Hidden Markov Model for detecting anomalies in the normal user
behaviour, which led to an improvement in the existing analysis of the system and also
safeguarded the system against insider threats.
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Kim et al. [25] suggested a novel approach of classifying the user’s role and influence by
extricating characteristics from SQL queries with the help of CNN-LSTM neural networks
which in the anomaly detection technique, automatically extricates essential characteristics
of database query and LSTM creates the temporary data of the SQL sequence. (CAP) Class
activation map distinguishes the SQL query characteristics that influence the classification
further and CNN- LSTM neural networks excel other Modern machine learning techniques
by a large extent.

Kamra et. al. (2008) [24] illustrated Dependency and relation analysis of Role-Based
Access Control System but the major drawback of this approach was that Query semantics
were not taken into account during the generation of quillets

Mazzawi et al [34] coined a two-step newmachine-learning algorithm to identify unusual
activities. The first step was to check for self-consistency, to ascertain that the user activities
are consistent with previous patterns with the help of a probabilistic model. The second step
tests for global-consistency, to check the steadiness of user activities with their past actions

Panigrahi et al [40] used a deep learning model which mainly concentrates on exploiting
data dependencies, the normal behaviour of users, and data sensitivity of different transac-
tions to identify intrusion. They used various sorts of neural networks in accordance with
their robustness of identifying the intrusion on the basis of the type of data such as sequential
data and featured data.

2.4 EM clustering

The Expectation-maximization algorithm which attains maximum likeliness estimations of
parameters in probabilistic models, was first introduced by Dempster et al [14] in 1977. It
is an iterative approach which oscillates within two measures, Expectation (E) and maxi-
mization (M) till an expected convergence value is obtained. EM Algorithm uses the ”finite
Gaussian mixtures” method for clustering data points and evaluates a set of attributes
iteratively until convergence is attained.

Bilmes et. al. [6] illustrated the famous application of Expectation-maximization Algo-
rithm, that is, mixture density estimation. One of the properties of this algorithm is that
possibility of LX(�) is non-decreasing on every iteration. Moreover, this algorithm Con-
verges to a local maximum of the possibilities, whenever there exists one or more local
maximum of the possible function.

Ordonez et. al. [39] in their study gave preference to EM to cluster data over other
algorithms for the following reasons amongst others. EM algorithm has a powerful Statis-
tical basis and this algorithm depends linearly on the size of the database. Moreover, this
algorithm is resistant to noisy data and can easily accept large clusters as input.

Do et. al. [16] suggested that True error rates can be determined in a much-principled
action by introducing a consistent model of the fault process and MLEs of the character-
istics. When the LOS class data, Discretized by applying the (EM) clustering algorithm
produced seven clusters. Only 4 main clusters appeared, when clusters with the small num-
ber of members were mixed. Through this technique he improved the clustering efficiency,
although the time complexity was not reduced at all.

Assaad et. al [3] in their study used Expectation-maximization (VEMDYMIX) to pro-
duce a temporary dataset.Their algorithm improved the clustering and evaluation accuracy
with the smallest computation expense of time but the space complexity was not reduced at
all. Similarly, Kuang et al [26] proposal of network intrusion detection model by combing
SVM and TCABC showcases the amplitude of the constant progress and innovation made
in the field of intrusion detection.
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3 Proposed approach

We propose an approach called EMSPM which is a database intrusion detection system
consisting of an initial training phase, rule mining followed by clustering and then classifi-
cation. The algorithm does not assume any fixed access control policy to be implemented
on the organisational database, i.e., it functions both when the policy of the database fol-
lows Role Based Access Control (RBAC) as well as those that don’t follow RBAC. EMSPM
uses existing database logs containing transactional details, to mine read and write (depen-
dency) rules along with Expectation maximization (EM) clustering to generate role profiles
by agglomeration of user activity parameters from information logs. The relevant patterns
that are extracted by the algorithm are then pre-processed into a form that prevents unwanted
rules from being generated. In the first part of the learning phase, generation of sequential
patterns succeeded by generation of data dependencies occurs from the pre-processed trans-
action logs making use of the PrefixSpan [19, 31, 41, 51] algorithm. Classification rules
above the predefined confidence value threshold are generated pertaining to the mined data
dependencies. In the second part of the learning phase, role profiles (clusters) are generated
from defined parameters after analysis of database logs using expectation maximization
clustering [6, 14, 37, 50]. It is assumed that only legitimate transaction logs and database
logs are provided in this phase. Existing intrusion detection systems are unable to stay robust
to dynamic user patterns and do not possess the ability to familiarise themselves with previ-
ously unknown attacks. However the approach laid out in this paper has the benefit of lower
sensitivity to change in user patterns and its ability to tackle new attacks.

3.1 System architecture

The suggested DIDS operates as an autonomous entity and improves system security with-
out hampering the database management system’s functionality. It is designed to detect and
interrupt fraudulent transactions, sent by illegitimate users to the DBMS and have been able
to bypass the system’s preliminary protection. The situation could arise due to a hacked
legal account, SQL injection-prone web portal, or user rights violation. In all these cases,
the attacker can get access to the database by submitting transactions manually or through
an application. EMSPM comprises of two parts, which are:

1. Learning Phase,
2. Detection Phase.

3.2 Learning phase

The learning phase architecture of the proposed Intrusion Detection System is demonstrated
in Fig. 1. In this phase, transaction logs are used by the rule generator to remove data
dependencies, which are then processed during later phases for compliance computation.
Database logs are used to evaluate user access trends in conjunction with conformity esti-
mates, which are then grouped into role profiles. Such clusters of roles and rules produced
are then transferred to the detection process. The learning phase comprises of two essential
components which are -

1. Rule Mining
2. Expectation maximization (EM) Clustering
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Fig. 1 Learning Phase architecture of proposed EMSPM approach

3.2.1 Rule mining

Rule mining refers to the discovery of patterns that represent the intrinsic and important
properties of a database.The relevant patterns that are extracted by the algorithm are then
pre-processed into a form that prevents unwanted rules from being generated. In the first
part of the learning phase, generation of sequential patterns succeeded by generation of data
dependencies occurs from the pre-processed transaction logs making use of the PrefixSpan
[19, 31, 41, 51] algorithm. Classification rules that are above the defined confidence value
threshold are generated pertaining to the mined data dependencies

SQL command parser This parsing module takes standard SQL command as its input and
then parses and analyses them to convert the given input into the form of read and write
sequences. The parser assigns a unique transaction ID to every transaction in the database.
The commands are executed for tokens taken from the source token list. A parse tree is
generated if no errors occur while parsing the input into read and write sequences. The
generation of parse tree occurs recursively till the base case is encountered.

For example, If the following transaction is examined:-
accno=select acc no from customer where name=‘Mark’ and id=4321;
update Account set bal=bal + 4000 where acc no=accno;
The output after processing would be of the form:-
Tid = < R(id), R(name), R(acc no), R(acc no), R(bal), R(bal), W(bal) >

Transaction preprocessor The transaction pre-processor asserts that transactions are
defined in a suitable manner. It is important to view each logical transaction as a series of
queries (select, add, remove or update). Then each query can be interpreted on item-sets as
a series of operations (Read or Write). In order to avoid several representations for the same
query, individual items in an item-set are lexicographically sorted.
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Sequential patterns Sequence is defined as the order of occurring of transactional opera-
tion. Sequential patterns are said to be those items which occur simultaneously, by the same
order multiple times in database log.

Definition 1 (Transaction) is an ordered list of operations to a given database instance,
wherein the user operation can be represented with Op ε {Read, Write}. The execution of the
operations must occur in a discrete manner for the transaction to be completed. Transactions
are assigned with their unique identification TID.

Definition 2 (Operation Op(x)) represents the relation with the action of the data item x.
Operation consists of action to the set { read, write}.

Definition 3 (Sequence (Seq)) refers to the ordered set of read and write operations with
respect to time. We define a sequence Seq as

Seq = {Op1(it1),Op2(it2), ...,Opn(itn)}, where Opi ∈ {R,W } and iti is an attribute
of data item. The data dependency sequences that are extracted from transaction logs and
can be classified into two categories:

Definition 4 (Read Sequence RSeq(x)) is defined for a particular attribute x. We denote
read sequence with the form RSeq(x) = {R(it1), R(it2), ..., R(itn),Op(x)} where
it1, it2, . . . , itn represents the attributes that need to be read prior to the transaction per-
forming operations Op ∈ {R,W } on attribute x and R(itj ) represents a quantum unit of
read operation on itj .

Definition 5 (Write Sequence WSeq(x)) is defined for a particular attribute x. We denote
write sequence with the form WSeq(x) = {Op(x),W(it1),W(it2), ..,W(itn)} where
it1, it2, ..., itn represents the attributes that need to write after the transaction performs oper-
ations Op ∈ {R,W } on attribute x and W(itj ) represents a quantum unit of write operation
on itj .

Definition 6 (Confidence) provided for a sequence Seq ∈ {RSeq,WSeq}, is defined as the
ratio of the number of occurrences of an attribute ai in a given sequence to the total number
of occurrences for that attribute ai . Formally, the definition for Confidence is represented
by the given formula:

Conf (RSeq(ai)) = Count(RSeq(ai))

Count (ai)
(1)

Definition 7 (Read Rules(RR)) For each read sequence {R(it1), R(it2), ..., R(itn),Op(x)},
generated from sequential pattern mining, we generate read rule with the format <

R(it1), R(it2), ..., R(itn) >→ Op(x), which infer that before x, we need to read
it1, it2, ..., itn

If the rule generated from the read sequence has confidence greater than provided
minimum confidence (conf), then the rule is added to the read rules set.

Definition 8 (Write Rules(WR)) For each write sequence {Op(x), W(it1), W(it2), ...,
W(itn)}, generated from sequential pattern mining, we generate write rule with the format
Op(x) →< W(it1),W(it2), ...,W(itn) >, which infer that after updating x, data items
it1, it2, ..., itn should be updated during the transactions.
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Table 1 Transactions for Mining Sequential Patterns

Transaction ID Transaction

101 xr7, r1, r6, w5, r1, w4

102 r1, r5, w1, r4, r5, w4

103 r1,r6, r2, w4, r7, r3, w6, r1, r6,

w2, r3, r5, r2, w5

104 r5, r6, w5, r5, w4

105 r2, w2, r4, r7, w3, r6, w5, r1, w4

106 r6, r5, w5, r3, r4, w4, r3, w7

107 r5, r3, r6, w7

108 r4, w6

109 r2, r5, w6

110 r6, r1, w3, r1, w6, r2, r7, r4, w2

If the rule generated from the write sequence has confidence greater than provided
minimum confidence (conf), then the rule is added to the write rules set.

Cardinality of Table 1. displays the read and write items in a transaction. Each of the
ten-transactions has been assigned with a unique Transaction ID.

Sequence pattern generator The task of extracting meaningful rules from data consists
primarily of mining frequent sequential patterns through the successive algorithms since
the transactions have been pre-processed into an ordered set of query templates. For mining
frequent patterns we have used PrefixSpan algorithm [31] which mines the complete set of
frequent patterns. The procedure to specify all the subsequences of one’s transactional pat-
terns and subsequently computing the respective supports to generate frequent patterns has
a high computational cost. The improved Prefix-Span (Prefix-projected sequential pattern
mining) developed by Han et al. (2001) [19] runs this process with a lower computational
cost compared to both Apriori-based GSP [54] and FreeSpan [18] algorithms. The output
results in the generation of read write sequence patterns with the minimum support of 4.

Definition 9 (Prefix and postfix) Given two transactional sequences
a = {Op1(it1),Op2(it2), . . . , Opn(itn)} and
b = {Op1(it1),Op2(it2), . . . , Opm(itm)} (m < n),
sequence b is called a prefix of sequence a if and only if Opi(iti ) = Opi′(iti′)∀iε {1, 2,

. . . , m}. Then {pm+1(itm+1), . . . , Opn(itn)} is the postfix of sequence a w. r. t. b if b is the
prefix of a.

Table 2 Mined Sequential Patterns(Support Threshold)

Sequential Patterns

r6,w5,w4

r7,r6,r1

r7,r6,w4

r7,r6,w5
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Definition 10 (Projection) Sequences a and b are two transactional sequences such that b
is a subsequence of a. The projection of a onto its prefix b is sequence a´ if and only if a´ is
the longest subsequence of a.

The patterns obtained are converted and stored as a set of read and write rules for
classification of the incoming queries.

When all the frequent patterns are kept for rule generation, the issue of data redundancy
arises. On the other hand, if the maximal patterns are kept where a sequence is considered
to be maximal if all of its super sequences are infrequent [33], then it eliminates data redun-
dancy to an extent by removing overlapping frequent patterns, however inducing bias in the
system.

To solve the above mentioned problems, we make a compromise with the two meth-
ods by keeping the frequent patterns whose lengths are at least three. In Sequence Pattern
Generator, we assign the length of frequent sequential patterns a value of three because the
patterns of length one or two carry redundant information [51].

Some frequent patterns of length longer than three were observed to carry duplicate
information, however, since we see patterns of length three frequently in practical scenarios
we chose to keep the said patterns.

Cardinality of Table 2 displays the number of frequent sequential patterns mined using
Table 1. Sequences following the operation of IPPS(Iteratively Pruned Prefix Span) Algo-
rithm. Patterns with support value higher than the specified minimum support are added to
the set of Sequential Patterns.

Rule generator The algorithm generates data dependency rules after the formation of fre-
quent sequences. These sequences are transformed to the Read and Write rules.. Read rules
are of the form

< R(it1), R(it2), . . . R(itn) >→ Op(x)

which provide all the attributes that are read before before any operation is performed on
attribute iti . Write rules are of the form

Op(x) →< W(it1),W(it2), ..,W(itn) >

which provide all the attributes that are updated after any operation is performed on attribute
iti . If the confidence of any rule generated from the sequence is greater than provided
minimum confidence then the rule is added to the rules set.

Table 3 Read and Write Data Dependency Rules

Sequential Pattern Data Dependency Rules Confidence

r7,r6,r1 r7,r6 → r1 100%

r7,r6,w5 r7, w5 → r6 100%

r6,w5,w4 w5,w4 → r6 100%

r6, w5,w4 w4 → w5, r6 83%

r7,r6,r1 r1 → r7,r6 80%

r7,r6,w4 r7,r6 → w4 75%

r7,r6,w5 r7,r6 → w5 75%

r7,r6,w4 r6,w4 → r7 60%

r7,r6,w5 r6,w5 → r7 60%
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Cardinality of Table 3. displays the number of data dependency rules generated in the
set ∈ {Read,Write} corresponding to the sequential pattern generated from Table 2. Value
of confidence for each rule is shown which is maintained above the specified minimum
confidence.

The Dependency Rule Miner Algorithm takes as input non-malicious queries fetched
from the transactional logs as input and returns a set of read and write rules within a single
dictionary.
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Dependency Rule Miner Algorithm is then used to generate prefix span rules which
are later used in detection phase to classify an incoming transaction. Step 3 initializes the
Dictionary storing the projections generated from the formatted sequence tokens. We chose
the data structure as a dictionary since it provides us with a highly efficient method to access
and store the read and write rules.

Step 4 to 5 initialize the sequential pattern set and the start position of projections to be
used. In step 7 to 9, we make a call to the subroutine that for all the sequences it employs
the Iterative Pruned Prefix Span (IPPS) algorithm with the starting position of sequence.

In step 11 to 13, we check whether the length of the projected sequential pattern is greater
than minimum length threshold (min len). If it is greater then we append the projected
pattern to the set of sequential patterns. From steps 14-19, for each read and write sequence
projected with the starting position from the projected database, we generate all the possible
projections and store the projections in the Dictionary.

In steps 21 to 25, we retrieve the projections stored after processing from the dictio-
nary. In the first call of subroutine, length-1 sequences are generated which works faster as
the threshold of support is applied and saves execution time by pruning recursion of other
sets. Recursive call is made for the sequence having higher support threshold than certain
threshold (min sup) to produce further projection with increasing length of sequence and
appending previous projection of sequence.

From lines 26 to 34, sequential patterns are transformed into a set of read and write
rules with the function Rule Generator(). All the possible read and write rules generated
having confidence greater than certain threshold (min conf ) are collected and other rules
are discarded.

Later these R rules are used in Algorithm 3 to compute QLAI (See definition 13
for reference) of various queries within a transaction and classify it as malicious or
non-malicious.

3.2.2 Expectation maximization clustering

EMSPM uses Expectation maximization clustering with Gaussian Mixture Models which
aims to group the given transactions in database logs into various role profiles. EM Cluster-
ing, used as a gaussian mixture model clustering technique, was proposed by Dempster et
al. [14]. The scope of EM algorithm’s applications and its widespread applicability are evi-
dent in the book by McLachlan et al [35]. Neal et al. [37] introduced other variants of the
EM algorithm, like “incremental”, “sparse” and “winner-take-all” versions which employed
joint maximization of the function by other means - which in turn led to maximization of
the true likelihood.

EM is a distance based algorithm generally used for estimation of density. EM algo-
rithm with Gaussian mixture model proves to be a robust technique for clustering, especially
where the data is determined to be insufficient. Statistical models of the data can be gen-
erated using the EM algorithm with minimal computational time requirement (Mitra et al.
2003) [36]. This technique is used to estimate the parameters of probabilistic models to
which the algorithm attempts to fit the given data. Starting with random initial parameters,
it iteratively performs two main steps. In the first step called expectation step, the expected
cluster probabilities are computed while in the second step called maximization step, dis-
tribution parameters and their likelihood over given data is computed. The above two steps
are repeated until the log-likelihood that measures quality of clustering reaches termination
condition which specifies the convergence criteria.
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EM clustering was used due to its low computation time and high accuracy. More-
over,other advantages of the EM algorithm as explained by Ordonez et al. [39] included
guaranteed increase in likelihood with each iteration, strong statistical basis, linearity in
database size, ability to stay robust to noisy data and capability to handle desired num-
ber of clusters (even of high dimensionality) as input. In addition to that, it provides fast
convergence, given a good initialisation.

Given a dataset {x}Ni=1 our goal is to assign every cluster to an instance. We assumed that
there are N data points in the dataset and that there are k clusters. We model the index of
the cluster as a random variable z = j and a multinomial distribution satisfying j=1 is used
to output the probability of the index of the cluster, such that

πj = p(z = j),∀j, j = 1, ..., k (2)

p is a Gaussian distribution, Ij the identity matrix of order j. The parameters that are to
be found, i.e. the mean lj variancePj = diag(r1, r2, ...rj ) and the distribution function pj

are approximated.

θ =
⎧
⎨

⎩
μj,

∑

j

, πj

⎫
⎬

⎭

k

j=1

(3)

p(x|θ) =
k∑

z=1

(p(x|z, θ)p(z|θ)πj ) (4)

where z is an unknown variable. The total log likelihood of all data is given by

l(θ, D) = log

N∏

i=1

k∑

j=1

πj e
− ||xi−μj ||2

2σ2 (5)

We choose parameter values that maximize the likelihood function. Here D denotes the
data. Some of the unknowns are assumed to be known, to simplify the optimization, while
estimating the others variables and vice versa. For each class, the conditional expectation of
z = j given the data and the parameters.

wj = p(z = j |x, θ) = p(x|z=j,θ)
p(x|θ)

= πj N(xi |μj ,
∑

j )
∑k

i=1πj N(xi |μj ,
∑

j )

(6)

Since each point x contributes to wj in some proportion, for particular xi we have

wij = πjN(xi |μj ,
∑

j )
∑k

i=1πjN(xi |μj ,
∑

j )
(7)

The optimization algorithm is called EM Algorithm and it groups incoming transactions
into clusters with similar transactions representing a particular role on the basis of several
attributes relating to user-access patterns within transactions.

EM clustering algorithm is used to create transactions role profiles which are later used
in detection phase to assign a role profile to an incoming transaction. In steps 3 to 5 clus-
ter means, covariances and mixing coefficients are randomly initialized for each of the K
clusters. The aim of EM clustering is to cluster the transactions into K components so as
to maximize the log likelihood of the given database computed in step 6. Then E-step and
M-step is performed repeatedly until the convergence criteria is satisfied.
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In E-step from steps 10 to 11, membership probabilities of each cluster are computed for
the given dataset. Each point in the given dataset has a membership probability associated
with every cluster, and lies between the values 0 and 1. Membership probabilities are then
used to maximize the log likelihood of a given dataset under the current distribution.

From steps 14-17 cluster parameters — means, covariances and mixing coefficients are
recalculated using updated membership probabilities.

In step 19, updated likelihood is calculated using updated cluster parameters. The above
steps are repeated until the algorithm converges i.e improvement of likelihood in current
iteration is less than the specified threshold ε. After convergence the final cluster parameters
represent the role profiles corresponding to the given database of transactions. The algo-
rithm terminates when the criteria in step 21 is satisfied and improvement in log likelihood
is below terminating threshold ε.

3.3 Detection phase

Once the learning phase of EMSPM is completed, we obtain a set of read and write
rules as well as role profile clusters based on user access patterns. The complete detection
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Fig. 2 Detection Phase architecture of proposed EMSPM approach

phase architecture of EMSPM is described in Fig. 2 which is used to classify incoming
transactions as malicious or not.

The incoming SQL transaction will be interpreted and parsed against stored rules in
the detection process. To classify the transaction as either malicious or non-malicious, the
extent of conformity to the mined rules together with membership of the current user profile
in the aforementioned role profile clusters are used. They treat compliance as the criterion
for identification because in a real world scenario there may be some divergence from the
allocated/stored rules.

The detection phase consists of the following modules:

1. Rule Matcher
2. Expectation maximization (EM) Algorithm

3.3.1 Rule matcher

Firstly, new queries pass through the command parser followed by generation of read and
write sequences. Then, the Rule Matcher evaluates the read/write sequences of the incom-
ing transaction with the data dependency rules defined during the learning phase for the
attributes in the incoming query. The key problem of computation of rule-based similar-
ity decomposes to quantification of the similarity of two sequence based datasets. Some
common metrics for evaluating sequence-based similarity include Smith-Waterman [52],
Levenshtein [28] and Needleman-Wunsch [38]. In EMSPM, Rule Overlay Count and Rule
Overlay Extent determines the extent to which the query sequence matches with the Rules.

Definition 11 (Rule Overlay Count) is generated by the ratio of number of rules that satisfy
a query to the total number of rules generated. Given that 0 <= ROC <= 1. We have
shown the formal definition of ROC as :-

ROC = Matched(Q, R)

T otal(R)
(8)

For example, a sequence given as, {R(a),R(b),W(a)}
These rules are matched,

< R(a), R(b), R(c) >→ W(a)
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< R(a), R(c), R(d), R(b) >→< R(e),W(a) >

Definition 12 (Rule Overlay Extent ROE) for a specific rule given for a sequence is
defined as the degree of similarity with the input sequence and a set of rules. ROE for
a rule and sequence is the maximum value generated by the weighted combination of
Level-0-Similarity and Level-1-Similarity in the ratio of 3:7 respectively. ROE can measure
coherence between the rules and sequence in range [0,1] where higher value of ROE makes
the rule high compliance with the query.

ROE = 3 ∗ L0S + 7 ∗ L1S

10
(9)

For example, we show the case for the rule generated {R(a), R(b), R(c)} → W(a), and a
sequence

{R(a), R(b),W(a)}

Level-0-Similarity L0S The count of identical attributes between the rule and the sequence.
We formally show the definition of L0S as

L0S = Countof IdenticalAttributes

T otalAttributes
(10)

For the above example

L0S = (2)2

(3)2
= 4

9

Level-1-Similarity L1S Ratio of the length of longest common subsequence multiplied by
2 to the total length of the rule and sequence. We have shown the formal definition of L1S.

L1S = 2 ∗ LCS(R, Seq)

(len(R) + len(Seq))
(11)

For the above example,
L1S = 2·3

(4+3) = 6
7

So for this example, the ROE will be calculated as follows:

ROE = 3∗ 4
9+7∗ 6

7
10 = 11

15

Definition 13 (Query Log Affinity Index QLAI) QLAI is defined as the benchmark for
determining whether the incoming Transaction is malicious or not. QLAI takes into account
the metrics, Rule Overlay Count(ROC) and Rule Overlay Extent(ROE). We formally show
the definition of QLAI as :-

QLAI = α · ROC + β · ROE (12)

where α, β are the weights assigned to the respective metrics.

Steps 2 to 10 of the Detection Phase Algorithm initializes the Dictionary to store the data
items required to match in the rule matching phase, AttrCount to count the unique attributes
in a sequence obtained from the new query. AttrTotal gives us the total attributes inside a
given rule. Match gives us the total number of rules matching a given sequence. ROC, ROE,
LCS are initialized empty with L0S and L1S as empty lists. L0S and L1S are taken as list
data types as we are appending the values and maximum of the values are taken into account.
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In step 12, we use each of the queries present in the given transaction. Step 13 to 14, gives
us the parse tree obtained through function SQLParser(). Generated parse tree is transformed
into formatted sequence tokens using the function SequenceGenerator(). Steps 15 to 20 are
responsible for calculating the number of matching rules with the sequence for each rule in
the rule set. ROC metric is determined using the matched value.

Steps 21 to 27 use the dictionary to store the number of attributes that are new in the
operation of read or write. Count of AttrTotal determines the total unique attributes in the
present rule. In steps 28 to 33, a dictionary is used to retrieve the count for the data items
present in the sequence which are either present in the rule or not.

In step 34, the value for L0S (Level-0-Similarity) is determined using the metrics Attr-
Count and AttrTotal. Steps 35 to 37 use the longest common subsequence algorithm to
determine the L1S metric. L1S is defined with the metrics of length of rule, length of the
sequence and the lcs value. In steps 39 and 40, we determine the ROE (Rule Overlay Extent)
as the maximum value obtained from the weighted combination of the two metrics, L0S
(Level-0-Similarity) and L1S (Level-1-Similarity) with appropriate ratios. In step 41 we
determine the extent of rule matching with the value of QLAI (Query Log Affinity Index)
which takes the metrics of ROC (Rule Overlay Count) and ROE (Rule Overlay Extent).

From steps 42 to 45, QLAI is sent to the detection engine for determining whether the
query is malicious or not. If the query is malicious then, we raise the alarm and rollback
the transaction. Finally in steps 46 to 53, we classify the given transaction through EM
Classifier to determine whether the query is malicious or not. If the query is malicious then,
we raise the alarm and rollback the transaction else we commit the given transaction to the
database.

3.3.2 EM classification algorithm

Incoming transactions which are determined to be malicious by IPPS rules are rolled back
without committing to the database whereas those which satisfy data dependencies are
further inspected to satisfy user-access patterns by using EM classification module. The
algorithm iterates over all the clusters, and computes the membership probability of the
incoming transaction associated with each of the transaction profile clusters. Then it com-
putes the maximum of such membership probabilities and following the calculation of the
Cluster Deviation Index classifies the transactions as malicious or non-malicious.

Definition 14 (Cluster Deviation Index CDI) Let k be the list of membership probabilities
of given transaction X from all the K clusters. Then γmax can be defined as the maximum
membership probability of X among all clusters and the corresponding cluster defines the
role profile of user executing X. Finally Cluster Deviation Index (CDI) is formulated as:

CDI = 1 − γmax (13)

where, γmax = max(γk)∀k ∈ [1,K] (14)

In steps 3-4, using the means, covariances and mixing coefficients learnt by the EM
clustering Algorithm, membership probabilities for a given transaction with each cluster
is computed. In steps 6-7, the maximum of membership probabilities is used to compute
Cluster Deviation Index (CDI) to measure the deviation of given transaction from all the
clusters. In steps 8-12, Class (C) is assigned to the given transaction based on CDI values
obtained in step 7. Here δ is used as a dissimilarity threshold to identify malicious and
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non-malicious transactions. If CDI > δ is greater than, then the transaction is classified as
malicious else it is classified as non-malicious.

4 Results and discussion

To demonstrate the efficiency of our proposed approach, several experiments were carried
out on synthetically generated transactions targeted towards conventional banking databases
adhering to TPC-C (Transaction Processing Performance Council 2002) benchmark [58].
The dataset consists of two types of logs— one consisting of malicious user transactions and
the other with the normal user transactions carried out by authorized users. In total 25,000
transactions were generated from the two logs to carry out the performance evaluation. In
this section, we first detail the transaction generation methodology, followed by the study
of the performance of EMSPM on the synthetically generated datasets.

4.1 Synthetic transactions generation

EMSPM took into account the fact that any dataset which conformed to our approach
did not exist which prompted us to make effective use of synthetically generated datasets.
This dataset contains two different modules for the two different types of transactions
that we operated on — malicious transactions generation module and normal transactions
generation module, the description and working of which has been given below.
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4.2 Malicious transactions generation

To assess our approach on a wide gamut of attacks, we generated two different sets of mali-
cious transactions. First set of transactions were generated randomly with the assumption
that the attacker may be unaware of normal database dependencies. This set is generated by
replacing attributes randomly of legitimate queries which constitute the usual behavior and
by replacing legitimate transactions of each.

The second set of transactions were generated such that they do not conform to the aver-
age user activity and are indicators of users trying to perform transactions outside of their
scope and permissions.

4.3 Normal transactions generation

Normal transactions are those that satisfy data dependencies and user-access patterns at the
time of execution. To generate normal transactions, we define a fixed set of SQL queries
which adhere to the TPC-C benchmark and the schema used. Each user is assigned individ-
ual attributes that are within the scope of their access and permissions and the corresponding
transactions are generated using those attributes thus satisfying the user-access patterns.

4.4 Selection of dissimilarity threshold

In the detection phase, a transaction is classified as malicious depending upon the value of
the dissimilarity threshold. To select appropriate value of δ, we try to model our algorithm
for different values of δ and compare the performance of our approach plotting graphs
for various performance metrics like Precision, Recall, F1-score and Accuracy against the
number of transactions..

From Fig. 3 and Table 4 we can observe that for δ = 0.12, the line plot for Precision
remains well above all the other plots for different threshold values suggesting it to be the
accurate threshold value. For δ less than 0.12, the number of false positives increases, result-
ing in low value of Precision. For δ greater than 0.12, the model fails to identify many true

Fig. 3 Variation in Precision with Number of Transactions for different dissimilarity threshold
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Table 4 Precision for different dissimilarity threshold δ

δ Number of Transactions

5000 10000 15000 20000 25000

0.10 0.8467 0.2448 0.197 0.1992 0.2577

0.11 0.9191 0.5758 0.4344 0.4538 0.5302

0.12 0.977 0.9855 0.9349 0.938 0.9354

0.13 0.9102 0.9102 0.8448 0.8493 0.8876

0.14 0.8886 0.7948 0.8702 0.8659 0.8951

positives again resulting in low value of precision. Thus if we consider only the Precision,
δ = 0.12 performs best for our given model.

In comparison of recall in Fig. 4 and Table 5, though δ = 0.11 comes very close to
δ = 0.12, but the best performance is attained by δ = 0.12 when the model is evaluated
over different numbers of transactions. This is because δ = 0.11 fails to capture malicious
transactions as effectively as δ = 0.12.

Similar to the Precision and Recall, the optimum threshold for best F1-score observed
from Fig. 5 and Table 6 is also δ = 0.12 which could be realised from the fact that F1-score
is calculated from both Precision and Recall and thus the value of having equally better
values of both Precision and Recall will achieve the highest F1-score. Since all the other
threshold values had poor results in either Precision or Recall or both, F1-score of δ = 0.12
is well above all other thresholds.

Accuracy of our approach from Fig. 6 and Table 7 was highest in case of δ = 0.11 for
lesser number of transactions but as the number of transactions increased, the accuracy with
δ = 0.11 drops below 0.90. But for δ = 0.12, the model consistently has an accuracy of
over 0.93 with a maximum of 0.98373.

Fig. 4 Variation in Recall with Number of Transactions for different dissimilarity threshold
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Table 5 Recall for different dissimilarity threshold δ

δ number of Transactions

5000 10000 15000 20000 25000

0.10 0.853 0.8162 0.8047 0.8998 0.9079

0.11 0.9361 0.9487 0.9578 0.9571 0.9534

0.12 0.9361 0.9487 0.9578 0.9571 0.9534

0.13 0.6374 0.719 0.7752 0.7765 0.7489

0.14 0.099 0.2907 0.4304 0.4376 0.3669

Therefore, by comparing various performance metrics we reach to a conclusion that δ =
0.12 is the optimal dissimilarity threshold to classify transactions in detection phase for our
approach.

4.5 Performance evaluation of our approach

The performance metrics used to carry out the assessment were precision, recall and F1-
score. Precision is defined as the ratio of correctly identified malicious transactions known
as True Positives (TP) to the total number of transactions classified as malicious from the
database logs, a combination of False Positives (FP) and True Positives (TP). Recall is
defined as the ratio of correctly identified malicious transactions known as True Positives
(TP) to the total number of malicious transactions existing in the database logs, a combina-
tion of False Negatives (FN) and True Positives (TP). In case of imbalanced dataset, high
precision and low recall as well as low precision and high recall describes a poor model.
Thus F1-score is used which takes both precision and recall into account for performance
evaluation. F1-score is defined as the harmonic mean of precision and recall.

Figures 7, 8, 9 depicts the variation among Precision, Recall and F1-score with the
number of transactions. It can be observed from the graph that Precision first increases

Fig. 5 Variation in F1-Score with Number of Transactions for different dissimilarity threshold
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Table 6 F1-Score for different dissimilarity threshold δ

δ Number of Transactions

5000 10000 15000 20000 25000

0.10 0.7223 0.1998 0.1586 0.1793 0.2339

0.11 0.8026 0.5005 0.3794 0.4212 0.4757

0.12 0.9561 0.9667 0.9462 0.9475 0.9444

0.13 0.5802 0.6544 0.6549 0.6594 0.6647

0.14 0.088 0.2311 0.3745 0.3789 0.3284

from 0.97698 to 0.98546 and then decreases to 0.93544 with further increase in the num-
ber of transactions. It can be understood from the fact that as the number of transactions
increases, the number of rules generated for each transaction increases which also results
in an increased number of False Positives. Though the value of Recall is low for a lesser
number of transactions starting from 0.93608, it increases upto 0.95776 as the number of
transactions are increased and then attains a stable value. The initial low value of recall
can be understood from the fact that with lesser number of transactions, the model fails to
accurately identify all the malicious transactions leading to higher False Negatives, hence
reducing the value of recall.

Since F1-score is a harmonic mean of Precision and Recall, it depicts a fair balance
between precision and recall and stays always between the two values maintaining a value
between 0.94435 and 0.96671.

Figure 10 illustrates the variation between accuracy number of transactions with a
dissimilarity threshold = 0.12.

Accuracy is defined as the ratio of correctly identified transactions i.e. True Positives
and True Negatives (TP+TN) to total number of transactions (TP+FP+TN+FN). Initially
with a lesser number of transactions, accuracy observed was 0.93635. But as the number of
transactions increased, the accuracy increased gradually upto 0.98373. This can be justified

Fig. 6 Variation in Accuracy with Number of Transactions for different dissimilarity threshold
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Table 7 Accuracy for different dissimilarity threshold δ

δ Number of Transactions

5000 10000 15000 20000 25000

0.10 0.8753 0.7187 0.6577 0.7069 0.7245

0.11 .9931 0.9003 0.8865 0.8682 0.8785

0.12 0.9364 0.9772 0.95 0.9813 0.9837

0.13 0.8612 0.8612 0.7954 0.8726 0.8984

0.14 0.7238 0.6401 0.6209 0.6827 0.8035

Fig. 7 Variation in Precision, Recall and F1-score with Number of Transactions for dissimilarity threshold =
0.12

Fig. 8 Variation in Recall with Number of Transactions for dissimilarity threshold = 0.12
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Fig. 9 Variation in F1-score with Number of Transactions for dissimilarity threshold = 0.12

from the fact that with increased number of transactions resulting in larger numbers of rules
and well-defined clusters, the model classified both types of transactionspretty accurately.
This trend is also justified by the fact that with an increase in the number of transactions
available, the model can mine increasingly consistent rules, making it more robust.

Therefore, on a complete dataset our EMSPM approach performs with an accuracy of
0.98373 for 25000 transactions.

4.6 Comparison of IPPS vs EMSPM

Our EMSPM algorithm uses two techniques to classify an incoming transaction as mali-
cious or non-malicious namely IPPS (iteratively Pruned Prefix Span) algorithm and EM

Fig. 10 Variation in Accuracy with Number of Transactions for dissimilarity threshold = 0.12
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Fig. 11 Comparison of IPPS and EMSPM for variation in Accuracy with Number of Transactions

(Expectation maximization) clustering. In our EMSPM algorithm, the first step is to check
whether a transaction adheres to rules generated by IPPS, if not an alarm is raised and it is
classified as malicious, otherwise if IPPS rules fail to identify the transaction as malicious,
then EMSPM uses EM classification algorithm to evaluate the transaction for user-access
patterns and detect the transaction as malicious or not.

Figure 11 demonstrates the effectiveness of the EMSPM algorithm over the IPPS mod-
ule. It can be seen that the EM algorithm improves the classification capabilities of the
IPPS algorithm significantly. If the classification is done purely with IPPS algorithms the
overall accuracy for 25000 transactions is 0.913. This is due to the fact that in the IPPS
algorithm, if a transaction that complies with the data dependency rules can be classified as
non-malicious without checking for user-access patterns that govern a particular role profile.

EMSPM combines both IPPS generated data dependency rules as well as role profiles
clusters generated by the usage of an EM clustering algorithm that can determine whether
the user executing the transaction adheres to the access privileges allocated or performs
transactions outside the scope of their roles. This combined approach increases the accuracy
of classification from 0.913 of the IPPS to 0.9837 of EMSPM for the complete dataset.

Table 8 contrasts various techniques based on the algorithm used, the ability to avoid
intrusion, and the performance metrics - precision and recall. The performance was evalu-
ated for different support values for each technique considered and maximum values were
taken for precision and recall. The output values show that our algorithm performs better
than alternative methods. These improvements can be attributed to low sensitivity of our
algorithm to change in user patterns due to our consideration of relative adherence to data
dependencies.

This is expressed in the transactions in the real world where the transactions never fully
comply with the data dependencies. Our algorithm has the benefits of both statistical-based
detection and anomaly-based detection methods and hence, we are able to reduce both the
false positive and false negative errors.
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5 Conclusion and future work

In this paper, we presented a DIDS which can safeguard a database from insider as well
as external threats, and in general prevent it from attacks by users that are unacquainted
with the normal data dependencies between the data items and the intricate syntactic fea-
tures of legitimate transactions. Our intrusion detection system incorporates a Rule Mining
module and an Expectation maximization (EM) Clustering module. The Rule Mining mod-
ule mines user information access patterns using modified Prefixspan and the Expectation
maximization (EM) Clustering module creates unique profiles of intrusion-free transactions
by clustering the user activity parameters from information logs. The incoming transactions
are assessed against the two levels and the extent of conformity to the mined rules together
with membership of the present user profile within the role profile clusters work to classify
the transaction as either malicious or non-malicious.

Considering only those frequent patterns whose lengths were at least three to remove
redundant information resulted in a significant decrease in the number of false positives and
increase in the overall performance. Furthermore, the use of EM clustering, which is widely
popular due to its low computation time and high accuracy increased the overall efficiency
of our approach.So the use of EM clustering makes the model not only time efficient but
also cost efficient. The cost efficiency makes the model accessible to be open sourced and
also available to all stratas requiring this intrusion detection technique. In future, we will
investigate a lot of refined options for incorporating user behavior and improvise methods
for analysing knowledge dependencies for mining patterns together with the employment of
real-world knowledge.The future work be more efficient in overcoming present limitations
as well like investigating more sophisticated features for login user behavior which were
not present in this. Our future work will emphasize on an extra careful consideration of
sensitivity of operations, which may enhance the performance of the system
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Abstract— Ocean exploration is a major challenge that we 
are facing today. With advancements to fields of marine 
engineering and aquatic robotics, we are capable of performing 
autonomous and complex decision making deep underwater. 
Significance of online Underwater Computer Vision 
Algorithms is ever increasing. Underwater images, however, 
suffer from inaccurate colors, hazing, colour cast and 
degradations because of unequal absorption of light by water. 
Algorithms designed for detection/enhancement in the air are 
of no use underwater. Although a lot of underwater image 
enhancement algorithms have come up in recent times, most of 
them are not suitable for real-time applications like AUV, due 
to their high computational times. These algorithms are more 
suitable for offline analysis. In this paper, we propose an 
algorithm which is fast enough for real-time systems such as 
AUVs/ROVs and is comparable to the offline state of the art 
image enhancement algorithms. We will be exploring 
histogram equalization techniques for dehazing and automatic 
white balancing algorithms for color correction. UIEB 
(Underwater Image Enhancement Benchmark) is used for 
evaluation of our algorithm. The codes and results are 
available at https://github.com/opgp/underwater-image-
processing. 

Keywords— underwater image enhancement, real-time, 
color-cast, CLAHE, white balancing 

I. INTRODUCTION 

In the last two decades an exponentially growing interest 
has been observed in ocean exploration and marine robotics.
This has led to significant advancements in the field of 
aquatic robotics enabling them to perform increasingly 
challenging tasks autonomously underwater [1]. Underwater 
image processing thus becomes an essential area of research, 
such algorithms are deployed in AUVs (Autonomous 
underwater vehicles). At present, underwater image 
processing algorithms are used in underwater mine detection 
[2], submerged robots [3], underwater imaging[4],
underwater archaeology [5], ocean basement mapping [6],
some of the commercial devices such as cameras, video 
cameras are also integrated with such application. Even 
though a lot of exceptional methods for underwater imaging 
have been proposed. Most of the methods are suitable to be 
performed on the recordings for research purposes rather 
than online applications due to the computational power and  

Fig. 1. Proposed method for underwater image enhancement 

time required [7]. Transportation characteristics of light in
underwater environment makes image enhancement 
challenging problem. 

Water is hundreds of times denser compared to the air. 
As the light passes through water a lot of energy gets 
attenuated which results in low colour and contrast of 
underwater images thus resulting in distortion of information
about the image [8]. To tackle this problem, the use of 
artificial lighting was proposed but that produced another 
problem. Artificial lighting produces a bright spot at the 
centre of the image and the intensity reduces as we move 
away from the centre which results in non-uniform 
illumination[6]. Apart from non-uniform lighting conditions, 
light’s unique absorption and scattering characteristics cause 
the degradation of underwater images. 

Absorption: Specific wavelengths are absorbed at 
different depths. The red colour is absorbed much more than 
green and blue colours at a much lesser depth. Resulting in a 
blue or green colour cast, in most underwater photos [9].
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Fig. 2. Degradation of image underwater through scattering and 
absorption. 

Scattering: Suspended particles underwater are much 
larger than particles found in the air. Leading to incident 
light reflected from objects to be scattered from particles and 
resulting in dull images. Contrast and edges are lost due to 
this phenomenon [10].

Backscattering: Artificial light might illuminate those 
suspended particles as well, resulting in a lot of noise in 
underwater images making tasks such as segmentation 
challenging. 

Marine Snow: Macroscopic remains of organic matter 
from living organisms or inorganic matter present in 
underwater images from oceans. This results in added noise 
[11].

The main contributions of the paper are summarized as 
follows: 

a) One of the fastest underwater image enhancement 
method for real-time applications and 
computationally light and suitable to be run on CPU 
(Central Processing Unit) only. 

b) An online enhancement algorithm comparable to 
state-of-the-art methods that are used for offline 
analysis. Comparison based on UIEB (underwater 
image enhancement benchmark) [7].

c) Method capable of removing colour casts, enhance 
colours, boost contrast and dehazing, with minimal 
parameters to be manually trained. 

II. EXISTING METHODOLOGIES

Exploring the underwater world has become an active 
issue in recent years. Underwater image enhancement is 
gaining more and more attention in the research field [12]–
[14]. We can classify the types of underwater image 
enhancement methods into four groups. 

A. External Hardware-based Methods 
To improve the visibility of underwater images, these models 
use the supplementary information from multiple images,
special cameras/filters, like:

a) Polarization filtering [15].
b) Range-gated imaging [16]–[18].
c) Fluorescence imaging [19].

Fig. 3. Different types of Methods (a) Range Gated Underwater Imaging 
(b) White Balancing based enhancement (c) DCP based enhancing 
(d)WaterGan 

These models are not suitable for challenging situations 
like dynamic scenes, real-time systems, etc. In these 
situations, more versatile underwater image enhancement is 
more suitable. 

B. Pixel Value Manipulation Methods: 
In these methods, the image pixel value is modified in 

order to improve the underwater image quality. These are 
some examples where these methods showed good results: 

K. Iqbal et al. in their paper enhanced the saturation 
and contrast of an underwater image by stretching 
the pixel range of HSV and RGB colour space [20].

Ghani and Isa in their papers modified the work 
discussed in the last point and reduced the 
over/under enhanced regions. They achieved this by 
reshaping the stretching process and followed the 
Raleigh distribution [21], [22]. 

Ancuti, C. O. Ancuti, and P. Bekaert in their paper 
introduced a method for underwater image 
enhancement in which they blended a colour-
corrected image and a contrast-enhanced image in a 
multi-scale fusion strategy [23], [24]. 
X. Fu, Z. Fan, and M. Ling proposed a two-step 
method which included these algorithms: Contrast 
Enhancement and Colour Correction [25]. 

X. Fu, P. Zhang, Y. Huang presented a retinex 
model-based approach for underwater image 
enhancement [26]. 

Zhang et al. did research on an extended multiscale 
retinex-based enhancement model for underwater 
images [27]. 

C. Physical Modelling based Methods  
In the context of the physical model-based methods for 

underwater image enhancement, the problem is not as simple 
as to remove the unwanted properties from the image itself, 
here we use the image as the source to generate latent 
parameters. These methods solve the problem of underwater 
degradation by modelling the underwater environment and 
applying operations to reverse those degradations. 

This problem is generally solved by the same set of 
methods –

1) A physical model for the given degradation is built. 

2) Unknown variables for the model are then 
estimated. 
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Fig. 4. Comparison of Different Methodologies, from left to right are raw images, fusion based, retinex based, UDCP, Red Channel, Histogram Prior, 
Bluriness based, GDCP, dive+ and finally the proposed method. 

3) After the previous two methods the focus is played 
on the problem of generating latent parameters from 
the input image. 

The research is going on to solve this problem and we 
have a few methods at hand that have been well researched 
in order to counter these inverse problems. One such method 
is to tweak DCP (Dark Channel Prior). Depth map of the 
underwater image was obtained using median filter in [28]. 
Then DCP was used for dehazing of the image. Due to the 
greatest absorption of red colour, loss of information is a 
problem in underwater images, a solution UDCP [29] 
(Underwater Dark Channel Prior) was formulated. It was 
observed that the dark channel for an image that was 
captured underwater tends towards a zero map Liu and Chau 
minimized a cost function with the aim of maximizing 
contrast in the image by formulating an optimal transmission 
map. GDCP (generalized dark channel prior) was introduced 
by Peng in order to restore the images by using an image 
formation model with the help of adaptive colour correction 
[30].

D. Artificial Intelligence and Machine Learning Methods
Recently there has been an increase in a shift towards 

Deep Learning algorithms for problems related to low-level 
computer vision. For training of a CNN (Convolutional 
Neural Network), original and ground truth images are 
needed. Since its almost impossible to obtain ground truth 
images of underwater objects, the only option left is to 
synthetically generate underwater images from ground truth 
images. Underwater images depend on temperature, depth 
and even turbidity of water, hence the deep learning 
algorithms based on underwater images cannot get the same 
success as in other low-vision problems.  

 WaterGan [31], a deep learning-based algorithm was 
recently proposed. WaterGAN algorithm works by taking the 
images captured underwater and stimulates it in air image 
along with the depth pairing using an unsupervised pipeline. 
The authors for the algorithm created a two-staged network 
for restoration of images especially for removing the colour 
casts. An UWCNN[32] (underwater CNN) that was trained 
using ten types of images captured underwater was proposed. 
The training images were synthesized using underwater 
scene variables using an image formation model. Water 
CycleGAN [33] model was recently proposed on the basis of 
Cycle Consistent Adversarial networks. This model 
eliminates the need for paired images in training dataset 
cause of its network architecture. Thus, allowing the training 
images to be taken in remote locations. However, the results 
produced in some cases aren’t fully authentic due to multiple 
possible outputs. Hence the robustness of Deep learning 

algorithms for underwater image enhancement is still 
lagging.

III. PROPOSED METHODOLOY

This section contains the proposed algorithm for Fast 
Underwater Image Enhancement. The algorithm can be 
divided into three major parts, the first being enhancement of 
the colours in the image by splitting the image into RGB 
channels and applying adaptive contrast correction on 
individual channels (to enhance colours lost due to 
absorption of light underwater). The second part is enhancing 
the contrast and dehazing the image on the luminance 
channel. This is achieved by converting the colour channels 
to YCbCr from RGB, to preserve enhanced colours and 
applying Adaptive Contrast Correction on the Luminance 
channel (Y) (to equalize brightness in the image). A similar 
technique was used in [34], where they used contrast 
stretching instead of CLAHE. The third step is related to the 
smoothening of the images and removal of colour cast. 
Smoothening is performed using denoising algorithms (to 
remove the noise in the image due to the backscattering and 
marine snow) after converting the image back to RGB colour 
space. The colour cast if present if removed based on 
automatic white balancing by histogram stretching technique 
(to remove blue or green tint due to the absorption of light 
underwater). A similar technique was used in [35]. Results 
generated can be further used for other real-time applications 
like object detection, segmentation and so on. Now the 
following subsections will be discussing all the steps and 
algorithms used in detail. 

Fig. 5. Proposed Methodology 
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A. Colour Enhancement 
The colours in the images captured underwater have 

unnatural variations in the colour intensities due to the 
absorption and scattering of light underwater, these 
variations result in problems such as dull edges, loss of 
colours and colour cast. To remove these unwanted effects 
from the image, it will be operated on in the RGB colour 
space in this part.  

The first step will be to split the RGB components of the 
image into separate channels and to apply Adaptive Contrast 
Correction using an approach called CLAHE [36] (Contrast 
Limited Histogram Equalization) on the individual channels.
Where window size = 8×8 and clip limit = 1. 

Contrast Limited Histogram Equalization (CLAHE):

Histogram equalization is a technique of distributing 
intensities throughout a given range. However, instead of
taking input from the complete image and generating an 
equalization function the AHE (adaptive histogram 
equalization) method is a better alternative, it generates 
different histograms for different parts of the image and then 
equalizes the contrast based on those values. 

However, AHE is susceptible to noise Amplification in 
some cases where regions are relatively homogeneous. 
Hence variant of Adaptive Histogram Equalization called 
CLAHE will be used. AHE may result in overamplification, 
to overcome this CLAHE clips the histogram at some value 
before computing the CDF. 

The procedure used for implementing CLAHE is adopted 
from [36]. Since the intensity values can lie in the range from 
0 to 255, let  be defined as the frequency of pixel intensity 

 in the image, then 

(1)
Where  = number of pixels with an intensity value 

Now, cdf (cumulative distribution function) of intensity 
value at  will be calculated. 

(2)

Fig. 6. Effects of dehazing; Left column: Raw; Right Column: processed 

Where  = 1 to M (number of rows),  = 1 to N (number of 
columns) and  = intensity value at . 
Now, calculating Histogram equalized Intensity value for 
each .

(3)

Where,  is the minimum cdf value for the 
segment. For implementing CLAHE a clip limit of 1 is put to 
avoid over-amplification of noise. After equalization of the 
intensities across all the channels they will be merged in the 
image. Now, as it can be seen in Fig. 7 since the red channel 
has low pixel intensities (darker image), CLAHE increased 
the intensities (made the single channel image brighter). Blue 
channel had a lot of high intensities, so the single-channel 
image got darker after CLAHE. 

B. Dehazing and Contrast Enhancement 
Another main problem for the images obtained 

underwater is the variation of brightness or luminance. Due 
to the behaviour of light underwater, some parts appear 
lighter while some parts appear darker, making it impossible 
to detect some fine edges in the image. To overcome this 
issue the image is converted from RGB colour space to 
YCbCr colour space. The conversion from RGB to YCbCr is 
given below:  

Fig. 7. CLAHE on RGB Channels 
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Fig. 8. Top Row: Blue colour Cast; Middle Row: Green colour Cast; 
Bottom Row: Yellow colour Cast 

(4) 
 Where KR + KG + KB = 1. Y here represents Luminance 

while Cb and Cr represent blue difference and red difference 
chroma component. CLAHE is applied on the Y 
(Luminance) channel to equalize brightness in the image, 
again since the variation in brightness is non-homogenous 
over the image, using a single Histogram Equalization 
function is not a good idea. Image is now converted back to 
RGB according to the following matrix: 

(5) 

C. Colour Balancing 
After applying Histogram Equalization over various 

channels, there is a need for colour cast removal. White 
balancing is the process of ensuring white colour is actually 
white in a picture. Due to the scattering of light underwater 
the blue and green intensities are usually higher than red 
intensities resulting in blue/green colour casts. Tint in the 
images makes it impossible to apply thresholding,

segmentation using colour ranges. To overcome this issue, 
we will be White Balancing [35] our images.

White balancing in the images is performed by
Histogram Stretching [35]. The very first step will be to 
compute the R G B channel colour histograms. The second 
step will be to compute two thresholds Higher and Lower 
proceeded by processing every individual pixel of the R, G, 
B channel. 

Let  be the colour threshold higher than 98% of all the 
pixels and  be the colour threshold lower than 98% of all 
the pixels. 2%i s left here to maintain robustness. 

(6)

Where  = Output tonal value,  = Input tonal value and 
 = minimum tonal value possible; 0 for range [0,255]. 

Image obtained after white balancing as shown in Fig. 8 can 
be observed to be free of unnatural green and blue tint 
because of scattering of light underwater. 

D. Smoothening (Optional) 
Underwater images contain a large amount of noise due 

to effects such as backscattering and marine snow. It depends 
on the application, if image smoothening is required or not. 
Algorithms performing segmentation or thresholding tasks 
perform better in the absence of noise. On the other hand, for 
human perception or manual analysis, denoising is not 
necessary. The Primal-dual algorithm was used for denoising 
[42]. The images will be first converted to CIELAB. Then L 
and AB channels are denoised. All the results calculated 
below will be done without this step. 

IV. RESULTS AND EVALUATION

A. Dataset and Benchmark 
 We used the UIEB [7] for benchmarking and evaluation 

of our method. Dataset consists of 950 underwater images. 
Out of which 890 images have a corresponding reference 
image. Remaining 60 images are classified as challenging 
and no reference image is present. Reference images are 
generated using 12 models in total out which 9 image 
enhancement methods ((i.e., fusion-based [24], two-step-
based [25], retinex-based [26], UDCP [29], regression-
based[38], GDCP [32], Red Channel, histogram prior [45], 
and blurriness-based [41] ), 2 image dehazing methods (i.e., 
DCP and MSCNN), and 1 commercial application for 
enhancing underwater images (i.e. dive+). After all the 
images are generated, 50 volunteers voted for each 
algorithm, pairwise and the best image was chosen for each 
raw image. Thus, UIEB provides a method to evaluate our 
method against the best results in a wide range of underwater 
image enhancement methods.  

Fig. 9. Results; Top Row: Raw Image; Bottom Row: Final Result; It is evident that the method is capable of colour correction, colour cast removal, 
dehazing on a variety of images taken in different kinds of water at different depths. 
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TABLE I. NON-REFERENCE IMAGE QUALITY EVALUATION

*Best in red, Second best in blue

Along with reference images, in [7], non-reference 
metrics i.e., UCIQE [43] (Underwater Colour  Image Quality 
Evaluation Metric) and UIQM [44] (Universal Image Quality 
Metric). Reference Metrics, i.e., PSNR (Peak signal-to-noise 
ratio), SSIM (Structural Similarity Index Metric) [45], MSE 
(Mean Square Error) is also available for comparison with 
reference images. 

B. Non-reference metrics 
In most of the cases, the ground truth images are not 

available for the test images, we can always encounter 
unidentified objects in the ocean. Especially, for underwater 
images, it can be extremely hard or even impossible to get 
ground truth images. For evaluating the quality of those 
kinds of images, we can use metrics like dynamic range 
independent image quality assessment [46], visible edges in 
an image [47] and image entropy, we can also make use of 
applications like edge detection, feature point matching, etc. 
for evaluation. Here we specifically use two metrics (i.e., 
UIQM[44] and UICQE[43] ) which are commonly used for 
evaluating underwater image quality [38][30][41][40]. 

1) UICQE 
UICQE measures the contrast, saturation and chroma 

component of an image and then combines them in a linear 
manner to give results. Images having a better balance 
between these attributes are likely to get a better UICQE 
score. As it can be seen in Table I, our algorithm performs 
second best after histogram prior. 

2) UIQM 
UIQM focuses on the attributes like contrast, 

colourfulness and sharpness of an image for evaluation, 
inspired by the human visual perception. A higher UIQM 
score implies that the image is more perceivable to the 
human eye. Again, as seen in Table I, our method 
outperforms all the other methods. 

Even though a good score of UICQE and UIQM should 
correspond to a more visually perceivable image for humans 
but it is not always the case. Their results are not always 
consistent as we are not yet evolved to see properly 
underwater so it might be possible that after enhancing an  

TABLE II. FULL REFERENCE IMAGE QUALITY EVALUATION

METHOD

METRICS

MSE (×103) ↓ PSNR (dB) ↑ SSIM ↑
Fusion-based[24] 0.8679 18.7461 0.8162

Two-step-
based[25] 1.1146 17.6596 0.7199

Retinex-based[26] 1.3531 16.8757 0.6233
UDCP[29] 5.1300 11.0296 0.4999
Regression 
Based[38] 1.1365 17.5751 0.6543

GDCP[30] 3.6345 12.5264 0.5503
Red Channel[39] 2.1073 14.8935 0.5973

Histogram 
Prior[40] 1.6282 16.0137 0.5888

Blurriness 
Based[41] 1.5826 16.1371 0.6582

dive+ 0.5358 20.8408 0.8705
Proposed Method 1.1014 18.5279 0.7865

image, we get good scores of UIQM and UICQE even 
though the image isn’t visually pleasing for humans. It is 
because our way of perceiving underwater image is not 
accurate, we focus on the flashing details of images like 
colours, familiar objects, etc. To overcome this problem, we 
can evaluate our algorithm against reference images chosen 
by volunteers in [7]. Below we will be discussing the full 
reference metrics used.  

C.  Full Reference Metrics 
Full-reference metrics are employed when the ground 

truth image is available for the test image. Pair of test images 
and corresponding ground truth images for full-reference 
evaluation is usually prepared artificially by taking objects 
underwater or by simulating the underwater environment.  
We compare the features of the result images with the 
reference images in the full-reference evaluation method. 
Although, sometimes the reference images might be different 
from ground truth images. Here we used three commonly 
used metrics, PSNR, MSE, and SSIM[45]. A higher SSIM 
score suggests that the texture and structure of the result 
image is more similar to that of the reference image. 
Similarly, a lower MSE score and a higher PSNR score 
signifies the content similarity of result and test image.  

(7)

Where, n = number of data points, Yi = observed values, Y-
I
’= predicted value.  

(8)

Where MAXI = Maximum value, MSE = Mean square error. 
Our algorithm achieves the third best score in SSIM, MSE,
PSNR amongst all the algorithms discussed in [7] . 

D.  Runtime Evaluation 
 We implemented our method in C++17. MATLAB 

codes of other methods discussed in [7] are converted to C++ 
code using MATLAB coder and some manually so that we 
can compare runtimes. All the experiments are conducted on 
a PC with an Intel(R) i7-7700HQ, CPU, 16GB RAM, on 
Ubuntu 18.04 LTS. OpenCV was used for the
implementation of computer vision algorithms. Average 
runtimes over all the 950 images available in UIEB dataset is 
shown in Table III. Images were resized to fit the dimensions 
to calculate average runtime. 

Method
Metrics

UCIQE ↑ UIQM ↑

Fusion-based[24] 0.6414 1.5310

Two-step-based[25] 0.5776 1.4002

Retinex-based[26] 0.6062 1.4338

UDCP[29] 0.5852 1.6297

Regression Based[38] 0.5971 1.2996

GDCP[30] 0.5993 1.4301

Red Channel[39] 0.5421 1.2147

Histogram Prior[40] 0.6778 1.5440

Blurriness Based[41] 0.6001 1.3757

dive+ 0.6227 1.3410

Proposed Method 0.6471 1.7702
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TABLE III. AVERAGE RUNTIME IN SECONDS

METHOD

DIMENSIONS OF IMAGE

500 × 500 640 × 480 1280 × 720
Fusion-based[24] 0.065 0.072 0.170

Two-step-
based[25] 0.030 0.041 0.120

Retinex-based[26] 0.075 0.080 0.230
UDCP[29] 0.210 0.290 0.840
GDCP[30] 0.312 0.422 0.942

Red Channel[39] 0.243 0.310 0.922
Histogram 
Prior[40] 0.509 0.563 1.76

Blurriness 
Based[41] 4.103 4.682 14.294

Proposed Method 0.014 0.018 0.044
*Best in red, second best in blue

Fig. 10. Change in runtime with respect to changes in total number of 
pixels 

The chrono library in C++ was used to calculate the 
runtime of the algorithms. As seen in Table III, proposed 
methodology is the fastest among all the evaluated 
algorithms. As expected from [7], two step based ranks 
second. Regression based method was skipped due to 
complexity of converting it into a C++ implementation. 

The entire UIEB (950 images) was processed at an average 
of 21 milliseconds/image. As shown in Fig. 10, the time 
complexity of the method is linear, i.e. with respect to 
changes in the size of input, the runtime will increase 
linearly. Thus, even a 4K (3840×2160) image will be 
processed in 370 milliseconds.  

V. CONCLUSION, FUTURE WORK AND LIMITATIONS

An underwater image enhancement algorithm is essential 
for computer vision tasks. In this paper, we proposed an 
algorithm suitable for real-time and online applications. The 
proposed method is fast enough to provide 20 FPS (Frames 
per second) on an HD (High Definition, 720×1280) video. 
Along with speed, the quality of images generated is
comparable to reference images selected manually by 
volunteers. When it comes to non-reference metrics (UICQE 
and UIMQM), quality is evaluated as per contrast and 
colours present, our method performs exceptionally well. 
The proposed method deals with unwanted colour casts, lost 
colours, blurriness due to absorption. For the future, 
performance and effect of the method needs to be evaluated 
for algorithms such as object detection, automatic 
thresholding, edge detection etc. Underwater image 

degradation is a challenging problem, an algorithm that 
gives robust results on images with different lighting 
conditions, different depths, different properties of water 
and objects is a challenging task. The Proposed algorithm 
might give unsatisfactory results if the image contains 
multiple colour casts of variable colours and brightness. 
Since the white balancing algorithm used is a global 
algorithm. Adaptive white balancing could be considered for 
solving the problem, more research is required on the topic. 
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Abstract—SARS-CoV-2, also known as COVID-19 or Coronavirus, is a viral contagious disease that is 

infected by a novel coronavirus, and has been rapidly spreading across the globe. It is very important to 

test and isolate people to reduce spread, and from here comes the need to do this quickly and efficiently. 

According to some studies, Chest-CT outperforms RT-PCR lab testing, which is the current standard, 

when diagnosing COVID-19 patients. Due to this, computer vision researchers have developed various 

deep learning systems that can predict COVID-19 using a Chest-CT scan correctly to a certain degree. 

The accuracy of these systems is limited since deep learning neural networks such as CNNs 

(Convolutional Neural Networks) need a significantly large quantity of data for training in order to 

produce good quality results. Since the disease is relatively recent and more focus has been on CXR 

(Chest XRay) images, the available chest CT Scan image dataset is much less. We propose a method, by 

utilizing GANs, to generate synthetic chest CT images of both positive and negative COVID-19 patients. 

Using a pre-built predictive model, we concluded that around 40% of the generated images are correctly 

predicted as COVID-19 positive. The dataset thus generated can be used to train a CNN-based classifier 

which can help determine COVID-19 in a patient with greater accuracy. 

 

I. INTRODUCTION  

COVID-19 is on the spread, and without any known vaccine or treatment, a significant number (~10%) of 

people having fatal reactions, and a mortality rate of ~2-3%, there is an urgent need to test and isolate 

people. According to Chinese authorities’ publications, the diagnosis of COVID-19 has to be verified by 

gene sequencing of respiratory or blood specimens or RT-PCR (reverse-transcription polymerase chain 

reaction). However, due to the limitations of transportation and sample collection, as well as the testing 

kit’s performance, throat swab samples have RT-PCR’s total positive rate to be approximately around 

30% - 60% only. Another factor is that one has to wait for the lab test results, which usually takes around 

24-36 hours. 

 



 

In a study of more than 1000 patients[2], chest-CT outperformed RT-PCR lab testing when diagnosing 

COVID-19 patients. From the results, the chest CT scans of 88% of the patients were positive, while only 

59% had positive RT-PCR results. This goes to show that chest CT scans are more accurate for the 

screening of the novel coronavirus disease. 

The number of chest CT Scan images available for COVID-19 patients is very less due to which the 

accuracy of a Convolutional Neural Network (CovNet/CNN) classifier is limited. Deep learning neural 

networks such as CNNs (convolutional neural networks) need a significantly large number of data for 

training in order to produce good quality results. Since the disease is relatively recent and more focus has 

been on CXR (Chest XRay) images, the available chest CT Scan image dataset is much less. 

In order to tackle this situation, we came up with a solution of increasing the available Chest-CT scan 

dataset using synthetic images generated by a GAN model. This extended dataset can now be used to 

develop an improved CNN-based classifier model. 

 

II. BACKGROUND AND RELATED WORK 

Image generation is the task of generating new synthetic images from a given dataset. There are many 

machine learning techniques such as Variational Autoencoders (VAEs), Autoregressive model, Flow 

model, Hybrid Models (a combination of these techniques), Generative Adversarial Networks (GANs). 

The latest of these techniques is GANs [4]. They belong to a set of generative models and can be used to 

generate text, audio, and images. GANs have had their application increase manifold in the past few years 

in fields such as science, fashion, art, advertising, etc., and have an advantage over other techniques when 

the task is to generate images that are very realistic and virtually indistinguishable from real images. 

GAN consists of two primary networks - Generator (G(z)) and Discriminator (D(x)). The generator 

module in GANs is used to create artificial samples of data by incorporating feedback from the 

discriminator. Its objective is to deceive the discriminator into classifying the generated data as belonging 

to the original dataset and ultimately minimize V(D, G) which is the cost value function.  

During training, the generator encapsulates the probability distribution of original data and is trained to 

generate data that maximizes the probability of the discriminator mistaking the fake data to be real. The 

end goal of the generator is such that the discriminator is no longer able to differentiate between real data 

or synthetically generated data. The generator module is a neural network that consists of one input layer, 

one or more hidden layers, and an output layer. The discriminator module in GAN can be thought of as a 

classifier. The aim of the discriminator is to categorize data under analysis to real or fake. The 

architecture of the discriminator depends on the type of data it is classifying. 

The combined loss of the GAN can be represented by the following equation - 

COVID-CT-Dataset[1] identified the difficulty of publically available COVID-19 CT datasets due to 

various privacy issues and came up with its own publicly available dataset. The dataset is composed of 

349 chest CT scans of COVID-19 positive patients collected from 216 patients and it contains 463 non-

COVID-19 CT images. It has also verified this dataset from a senior radiologist. It also came up with 

useful experimentation results where it demonstrated the usefulness of the dataset by building AI models 



 

for diagnosing COVID-19. The diagnosis model achieves impressive results with an accuracy of 0.89 by 

exploiting multi-task learning and self-supervised learning. 

 

III. METHODOLOGY 

During the analysis of the dataset, we realized that the images available in the dataset are of different 

dimensions and have different brightness. So, the first step in our experiment was to preprocess the 

images and transform them to a fixed size and normalize the brightness. We decided to resize the images 

to 224 x 224 for our models. Using the PyTorch Vision library, we performed the following on the 

images—downscaling, random resized crop, random horizontal flip, and normalization.  

We chose Deep Convolutional GANs (DCGANs) for generating images as our generative model. We 

designed the Discriminator and the Generator model such that their architectures are symmetric since it is 

the simplest and the most effective way of ensuring that both models are equally powerful and have fair 

competition. The complete architecture is trained using the PyTorch framework. 

The generator takes input as a noise vector of shape 100 x 1 and outputs a single 224 x 224 x 3 image. 

The first layer of the network is a fully connected layer with 100 input features and 150528 output 

features. The output of this layer is provided as input to five transpose convolutional layers 

(ConvTranspose2D) to upsample the input vector, first to 3072 x 7 x 7, then 1536 x 14 x 14, then 768 x 

28 x 28, then 384 x 56 x 56, then 192 x 112 x 112, and finally to 3 x 224 x 224. Except for the last layer, 

each convolution transpose layer is followed by a batch normalization layer (BatchNorm2D) and a 

Rectified unit (ReLU) activation layer. The transpose convolutional layers are configured to use a kernel 

size of (4, 4) and stride of (2, 2). The activation layer uses the ReLU function whereas the output layer 

uses the hyperbolic tangent (Tanh) function. The generator has ~30 million parameters. The output of the 

generator is an image of shape 224 x 224 x 3. The layer-based architecture of the Generator and 

Discriminator model is shown in Fig. 1 and Fig 2. 

Fig 1: Layered architecture of the Generator model 

Fig 2: Layered architecture of the Discriminator model 

 

 

 



 

A CNN based model is used as the Discriminator model which outputs whether the image is fake/real 

(class = 0/1). The input image is passed through five convolutional layers (Conv2D) each of which is 

followed by a batch normalization layer (BatchNorm2D and a LeakyReLU activation layer. The input is 

downsampled from 224 x 224 x 3 to 192 x 112 x 112, then 384 x 56 x 56, then 768 x 28 x 28, then 1536 x 

14 x 14, then 3027 x 7 x 7. Kernel size chosen for the model is (4, 4), the size of the stride chosen is (2, 2) 

and the activation function used is LeakyReLU with a slope of 0.2. There are approximately 5 million 

parameters in the Discriminator. The final output is reduced to a vector and passed to a dense layer. The 

output of the dense layer is used to estimate if the image is real or not. The output layer predicts the 

realness using the Sigmoid function. The layered architecture of the Generator and Discriminator models 

are shown in Fig. 3 & 4 respectively. 

                      

 
 

       Fig 3: Generator architecture                                   Fig 4: Discriminator architecture 

 

 

The loss function used for the GAN is the “binary cross-entropy loss”.  The loss can be represented by the 

simple equation - 

 

 



 

 

The major issue of GANs is the validation of the generated image i.e. the generated image is accurate or 

not. This task might be trivial in cases like Face Generation or Image to Image translation but not in this 

case. Generated images need to be validated on whether they are actually of COVID-19 positive Chest 

CT Scans. The ideal way would be to get a radiologist to review the generated images and handpick the 

images that can be added to our dataset. But since this is not possible, we decided to use a Baseline 

model[3] that can perform the same task. We used a CNN based model available with the dataset to 

measure the performance of the GAN model. The baseline model is provided by the COVID-CT 

repository[1]. The baseline model is an optimized version of the DenseNet-169 pre-trained model and it 

classifies the input images in two classes - COVID-19 positive and Normal. 

 

 

 

Fig 5: Model Training 

 

 

IV. EXPERIMENTS AND RESULTS 

The model is trained to generate COVID-19 positive Chest CT images. The image preprocessing involves 

resizing the image to 224 x 224 x 3 and then normalizing the image pixels to [-1, 1] from [0, 255]. Adam 

is used as the optimizer function. The hyperparameters used for the training are as follows: “batch size: 

16, learning rate: 0.0002, beta: 0.5 (Adam optimizer momentum) and the number of epochs: 3000.” The 

model has ~35 million parameters.  

The images generated by our DCGAN were compared with the Baseline model provided by the COVID-

CT repository[1]. The baseline model is an optimized version of the DenseNet-169 pre-trained model. We 

generated ten sets of 100 COVID-19 positive chest CT images using the Generator model and predicted 

their nature using the baseline model. Since all images should be COVID-19 positive the accuracy is 

calculated by counting the number of images marked COVID-19 positive by the baseline model. On 



 

average, the model predicted about 40% of generated images to be COVID-19 positive. The generated 

images and calculated accuracies for the sets can be seen in Fig. 6 & 7 respectively. 

 

 

 

Fig 6: Generated Chest CT images   Fig 7:Scatter graph of accuracy vs Set. 

 

 

V. CONCLUSION AND FUTURE WORK 

In this paper, we have shown how GANs can be useful to generate synthetic images. Using the baseline 

models we can see that around 40% of images are being correctly predicted as being COVID-19 positive. 

The motive behind generating synthetic images was to extend the existing dataset of chest CT images 

which can be utilized to build a CNN-based predictive model. The models that are currently available for 

detection of SARS-CoV-2 using chest CT scans [5][6][7] were trained on small datasets of chest CTs and 

have accuracy in the range of 85-90%. CNN-based networks are prone to overfitting if trained using a 

small dataset. Therefore, if these available networks are trained on the extended dataset, they could 

perform better and give more accurate results. Also, the extended dataset could be published separately 

for the development of further predictive models. 
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Abstract - It is commonly seen that it is tough to read the 
handwritten text from medical prescriptions. It is mostly due 
to the different style of handwriting and the use of Latin 
abbreviations for medical terms which is usually unknown to 
the general public. This can make it difficult for both patients 
and even pharmacists to read the prescription, which can have 
negative or even fatal consequences if read incorrectly. This 
paper demonstrates the use of a CNN-Bi-LSTM model along 
with Connectionist Temporal Classification. The prescribed 
model consists of three components, the convolutional layers 
for feature extraction, the Bi-LSTM network for making 
predictions for each frame of the context vector and the final 
decoding to translate each character in the recognized
sequence by LSTM layers into an alphabetic character using 
the CTC loss function. A linear layer is added after the bi-
LSTM layer to compute the final probabilities, which will be 
decoded. We also built a corpus manually containing the terms 
widely used in the medical domain, commonly used in 
prescriptions. We then use string matching algorithms, and 
string distance functions to find the nearest word in the 
corpus, so that bias is given to medical terms for increasing 
accuracy of the predicted output.  

Keywords - Long-short term memory networks, convolutional 
networks, neural networks, connectionist temporal classification, 
recurrent neural networks, character error rate, batch 
normalization, Seq2Seq networks, Adam Optimizer, PyTorch 

I. INTRODUCTION 
It is becoming increasingly common that people 

incorrectly read the medical prescriptions, and hence go on 
to consume wrong medicines or wrong dosage of medicines 
which is very harmful to their health, and may prove to be 
fatal in some cases. This mostly happens due to the fact that 
most doctors have illegible handwriting, and also due to the 
lack of medical knowledge of patients and the chemists.  
This is becoming an increasingly common problem, but can 
be solved using technology.  

Deep Learning has been a major force in driving research 
advancements around text recognition [3].  Deep learning 
models have been a success due to the recent architectures 
and availability of large scale annotated data. There have 
been many attempts to leverage the power of deep learning 
to solve this issue in the past. But with the recent 
advancements in the field of Deep Learning, text recognition 
has become highly accurate and reliable which is a great 
solution to this problem. There are various different existing 
methods for simple text recognition, but the need of the hour 
is a custom technique specially suited for reading medical 
prescriptions. Such a technique could help remove errors in 

reading the medicine or treatment names and dosage, and 
thus help save people’s lives.  

Through this paper we intend to develop a technique that 
is specially trained to recognize medical prescriptions 
correctly. The technique will take images of medical 
prescriptions as input, and return the text written in the 
prescription so that less mistakes are made in reading the 
prescription. The general steps that were used in the paper for 
handwriting recognition were sequenced as:  

Fig. 1. Flow of logic 

We have also included the methods used for building the 
dataset, writing the python code, the training process for the 
model and the results that were finally achieved.  

II. LITERATURE REVIEW 
A lot of researchers have researched into the topic of text 

recognition, and various approaches follow, which include 
Keyword Spotting [1], text orientation detection, information 
energy based on each pixel, stroke identification, MSER 
techniques, and also Deep Learning techniques that involve 
convolutional neural Networks [6].  

Abhishek Bal et al. [8] presented a handwritten document 
analysis which uses segmentation and detecting the amount 
of pressure applied for the documents. The method is based 
on horizontal and vertical projections that divide the line and 
words. The technique also performs well in the presence of 
skewed and overlapped text. The method was tested on the 
IAM database. 

Kanchan Keisham et al. [9] proposed a line segmentation 
approach on information energy that is calculated for all 
pixels, and the classification is done with the help of 
Artificial Neural Networks. 

Nibaran Das et al. [4] demonstrated the use of the convex 
hull algorithm.  A total of one hundred twenty-five features 
are extracted by the use of various attributes of the hull. 
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These experiments were carried out on the Bangla basic 
characters’ dataset.  

Nafiz Arica et al. [5] put forward recognition algorithms, 
which aimed to recognize cursive handwriting. The 
segmentation procedure included converting the image to 
grayscale, and then applying Hidden Markov Models for 
prediction of the characters.  

Subhadip Basu et al. [7] presented the use of multi-layer 
perceptrons for recognition. Feature sets were designed for 
character recognition and used three kinds of topological 
features. These experiments were carried out on the Bangla 
basic characters’ dataset.  

Namrata Dave et al. [10] proposed techniques that could 
help segment the text. Three different levels of segmentation 
were proposed to be used. First a text level segmentation is 
done, followed by a word-level segmentation, and finally a 
character level segmentation has been explained.  

III. PROPOSED ARCHITECTURE 

A. Data Preparation
We used the publicly available IAM dataset for this 

paper. We registered on the website and downloaded images 
of lines, and its annotations, which were available in XML 
format, as well as the TXT format. In the images, there were 
"bounding boxes" around the words which theoretically gave 
additional context for a neural network to learn. We 
augmented the input images by distorting it. We pass in the 
complete images to the neural network, and its annotations in 
an encoded format, by creating a dictionary of all the 
characters that were used in the recognized text. We pass in 
the image of a line of textual data, along with the image, 
which is later on decoded when the model returns its output. 

B. Model Architecture 
We try to convert the input image into the text using a 

deep convolutional neural network, which converts the input 
image into a context vector, which is then sent as the input to 
the Bi-LSTM Decoder network, which outputs the predicted 
and converted sequence from the image. The network uses a 
complex architecture, using seven convolutional layers, 
along with optional batch Normalization layers, Max Pooling 
layers, ReLU and LeakyReLU activation functions for the 
Encoder, and a Bi-directional LSTM layer and a Linear 

Layer as the Decoder, which finally returns us the predicted 
probabilities.  

The built network takes in a variable width image as an 
input, where the length of the image is sixty pixels. The 
variable dimension of the images is normalized after the first 
convolutional layer. The first convolution operation changes 
the number of channels in the image from three to sixty-four 
which is increased up to five hundred twelve in further 
convolutional layers. Every layer is followed by ReLU,
MaxPool layers and optional Batch normalization layers. 
This marks the end of the Encoder, which takes in the input 
as a processed image, and returns the context vector. Context 
Vectors can be said to be fixed-length vector representations 
which store model weights from the Encoder layers, and are 
fed as an input to the Decoder layer. The Decoder consists of 
two Bi-directional LSTM layers, along with a dropout value 
of 0.5. The Decoder is finally ended by adding a Linear 
Layer at the end, which has its count of input nodes as two 
thousand forty-eight, and the count of output nodes as the 
number of characters in the dictionary. The final Linear layer 
acts as an embedding layer. The final Linear layer gives us 
the output probabilities, which are of the shape 
[BATCH_SIZE, DICTIONARY_SIZE, 
SEQUENCE_LENGTH], which is then passed to decode to 
characters. 

To decode the output probabilities, we use the argmax 
function to find the index of the maximum probabilistic 
index, and the index is returned as a vector, which is then 
converted to the corresponding English character. Sequences 
of the returned English characters are accumulated together 
to eventually form the predicted text from the medical 
prescription image. from the mapping initially created. This 
however contains a lot of extra characters, which is then 
normalized by the use of Connectionist Temporal 
Classification. The neural network model can be trained end 
to end using widely available IAM Handwriting dataset. We 
also use data augmentation on input images by distorting the 
image, adding meshes to the image, applying linear and cubic 
interpolation methods and finally warping the image. Since 
the Encoder is fully convolutional, it is not restricted to 
fixed-size input.  

  

Fig. 2. Model Architecture 
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C. Predictions with Bi-LSTM 
Long Short Term Memory Networks are used to 

recognize/classify the next character [2] from the input text.  

Fig. 3. Bi-LSTM Network Structure 

The Encoder Layer returns us a tensor containing 
probabilities of occurrence of each character for a fixed 
sequence length. The argmax function is then used to find 
the character having the maximum probability, which is then 
finally used in the output character sequence. This output 
character sequence is then decoded into alphabets by reverse 
mapping the indices selected by the argmax function, to the 
corresponding alphabets. The Connectionist Temporal 
Classification technique is then used to remove all the 

D. Corpus for Medical Terms 
We also manually built a corpus containing the medical 

terms, which are used in prescriptions. We use string 
matching algorithms and string distance functions to find the 
nearest word in the corpus, so that bias is given to medical 
terms for increasing accuracy of the predicted output.  

IV. EXPERIMENTAL RESULTS 
Training the deep learning model using more and more 

images will help in increasing the accuracy/ reducing the loss 
of the prescribed deep learning model. We used the Large 

Writer Independent Text Line Recognition Task which defines an 
experiment with well-defined training, test, and validation 
sets. This returns us with nine thousand plus training set 
images, which covers text-lines from over three hundred 
seventy writers, and thousand plus images for testing the 
built model, which covers text-lines from over one hundred 
twenty writers, all being mutually exclusive to each other.  

We trained the model for thirty-two epochs. Training the 
model with more data and for longer epochs will help in 
increasing the accuracy of the model. We save the model 
configuration as and when we reach a minimum CER Loss 
value, and save the weights of the model. If the training loss 
comes out to be more than validation loss, it indicates that 
the model is under fitting. However, if the training loss is less 
than the validation loss, it indicates the model is overfitting. 
However, the pursued result is to have the training loss 
equivalent to validation loss. Training the model up to thirty-
two epochs took six hours to finish. 

The loss values as the model trained have been illustrated 
in the figure below. The orange curve denotes the test loss Vs 
Epochs. The blue curve denotes the training loss Vs Epochs 
of the model. Increasing the dataset collection will increase 
the accuracy rate. 

Character Error Rate (CER) calculates the count of 
characters in the handwriting that the Deep Learning model 
did not read correctly. We prefer using CER as a metric, 
rather than WER (Word Error Rate), as it is not meaningful, 
as it would highly decrease the quality of the model. 
Predicting Words matching exactly without an error will be 
difficult as words could be of variable length with repeating 
characters, which might or might not be covered perfectly. 

Logs are generated as epochs are completed showing 
training CER and test CER. The best model is saved/updated 
after every epoch. Some logs are attached below. 

Fig. 4. Loss(CER) Vs Epochs
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V. CONCLUSION 
The paper deals with studying different techniques for 

handwritten text recognition. We've used data augmentation 
techniques to make the model more robust to noise, and also 
avoid overfitting. Multiple layers of Convolutional Neural 
Networks perform the feature extraction, and bi-LSTM's help 
in decoding the extracted features to English characters. Since 
the actual alignment between the input and the output is not 
known, we use Connectionist Temporal Classification to get 
around not knowing that alignment. More bias is given to 
words that are present in a manually created corpus to 
accurately recognize text specific to prescriptions offered by 
the doctors.  
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Abstract—Hinglish is a portmanteau word for ’Hindi’ and
’English’, and refers to the informal ”language” predominantly
used in the South-Asian (Indian) Sub-Continent, a blend of the
two languages it derives its name from. It considerably differs
from the English language in grammar, syntax, punctuations,
phonetics and accent, as well as in sentiments.

As it is more convenient to use English for certain technical
words, sports events, scientific phenomena, and other things,
mixed usage of English and regional languages has gained
considerable prominence in day-to-day conversations and Social
Media. This research aims to create an independent and self-
sufficing model that classifies Hingish texts as Hate Speech,
Abusive or Non-Offensive.

The prevalent use of code-mixed language in the subcontinent,
the sensitive nature of hate speeches, and the need of a self-
sufficient model for Hinglish, together serve as the motivation
for this research.

We have used character level embeddings for Hinglish Lan-
guage which has the potential to most efficiently extract the
context from Hinglish sentences given the level of variation in
syntax and semantics of the code-mixed (a language that is
a combination of two or more languages) language. Later we
trained various deep learning classifier models. Hybridisation
of GRU with Attention Model performed best among more
than 12 models experimented with. The use of Character Level
Embeddings, GRU, and attention layer are novel to Hate Speech
Detection in Hinglish Code-Mixed Language.

Index Terms—Hate Speech, Character-level Embeddings,
Hinglish Sentiment Analysis, Deep Learning, Sequential Models,
Code-Switched

I. INTRODUCTION

Social media is gaining pace, and with ever increasing users
and the way in which it is being used is also changing. Users
find it very convenient to blend a ubiquitous language (like
English) with a native language (Hindi in this context), as it
is much easier and relatable within the regional context. It is
challenging to create a standard model that can classify tweets
as hate-inducing or abusive, given a large number of regional
languages.

Hate tweets may target a single person or express prejudice
against a particular group1, especially on the basis of race,
colour, ethnicity, religion, nationality or sexual orientation,
other identity factors that may extend to include a person’s
disability (mental or physical).

The mere presence of hate speech in public space has the
potential to disrupt public order, harm communal harmony, or
instigate mobs. Thus, removing these tweets is necessary and
with the use of code-switched languages such as HINGLISH,
it becomes difficult to remove these tweets using models
designed for English tweets.

Abusive text on the other hand may be offensive in a vague
sense with some degree of profanity [1]. While these texts are
hurtful as well, they do not call for direct intervention. Most
platforms deal them with when reported.

In 2019, India ranked first on the Social Hostilities Index,
published by Pew Research Center2, among the 25 most
populous countries with an index value of 9.5 out of 10, rising
from 8.7 (4th position) in 2014. This expresses the pressing
need for a more vigilant social media moderation of hate
inducing microblogs. It is also necessary that the mechanism
efficiently differentiates between merely offensive from hate
tweets so as to not curtail the freedom of expression, as it is
guaranteed under most of the constitutions around the world
[2], or create a social media policing system.

Hinglish language differs from English as well as Hindi due
to the following reasons:

• Use of Roman script instead of Devanagari script (Script
for Hindi)

• Absence of fixed grammatical use and high dependence
on the region.

• Liberal use of more or fewer punctuations.

1https://www.un.org/en/genocideprevention/
2https://www.pewforum.org/essay/a-closer-look-at-changing-restrictions-

on-religion/
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TABLE I
SAMPLE TWEETS

Tweet Label

#teamIndia congrats on your win. #JaiHo Non-Offensive

OMG. Jaldi ye offer use krlo. 80% off #Bachat
www.abc.com

Non-Offensive

Hindu Muslim Bhai bhai #unity Non-Offensive

Neem ka patta kadva hai, Salman s**la bha**a
hai.

Abusive

@maj–tic b–ra @ka–nj-h– R*ND* K PILLE
TERI M** B*H*N KO K*THE PE BECH K
AAYA HU AB

Abusive

@ai-t–in–a Bho**de k b**nch*d,4g ki offer
dikhata hai!khud k ga**d k 2g v nhi hai,ch*t**a
ulimited t**i

Abusive

*Vi–t and A–sh–’s future kid* An–h-a: Mamma
bolo beta, mammaaaa Kid: Mm.. Ma.. Maa..
M*d*rc**d!

Hate-Inducing

ye mlmaano ko is desh se nikaalo Hate-Inducing

@dasr–hu–r @na–n–amo-i @A–tSh– @BJP–
M*d*rc**d brahmno se mafi mango

Hate-inducing

• Multiple variations in the transliteration of the same word.
The high magnitude of variations in the phonetics makes

it challenging to interpret with reference to English speech.
E.g., The slang ”b*tch” can be translated to ’k*tiy*’,’ k*ttiy*,”
k*tiyaa’ etc. This causes a challenging situation during the
preprocessing step as we want to avoid redundancies.

Merely translating the Hindi text or Hindi portions of
Hinglish texts to English and then using an English Offensive
Text Classification model might not always be successful as
there is vast variation in the grammatical structures, and thus
translations may fail to be adequate.

E.g.: ’Muje iske baare mei nhi sunna’ original English
translation should be ’I do not want to hear about it’ but mere
conversion into English leads to the sentence ’I it about in no
hear’ which is grammatically incorrect.

Our model classifies tweets as:
• Hate Inducing
• Abusive
• Non-offensive
Sample tweets of these categories can be seen in Table I.

The degree of profanity varying in these categories can be
clearly inferred from these examples.

The following models have provided us with the best robust
model, capable of gaining all the relationships in the sentences:

1) Only GRU
2) Only GRU with Attention
3) Bidirectional LSTM with Attention + GRU: Attention

after LSTM Layer
Our work can be condensed into 5 major steps:
• Preprocessing
• Creation of Character Embeddings
• Model Building

• Training & Hypertuning
• Testing trained models
Here, we have used character-level embedding models.

Character level models process neither the word’s semantic
information nor the ecosystem of pre-trained word vectors.
Instead, deep learning models working at the character level
come with two key advantages: the vocabulary related issues
in the input text of the model are circumvented, and on the
output side, a computational bottleneck is averted.

Spelling mistakes, distorted vocabulary, and use of rare
words are more common issues in Hinglish texts, as com-
pared to any monolingual text, especially English. The use of
character-level deep learning has made our model resilient to
such problems and dramatically enhanced the vocabulary it
can deal with. Along with this, the use of smaller tokens has
made the output less computationally extensive.

The primary contributions of our work may be condensed
as follows:

• Character level embeddings were used to deal with
the variations in transliteration and grammatical liberties
taken in Hinglish, as well as a computational bottleneck
caused by word-level embedding

• An exhaustive survey of various Deep Learning ar-
chitectures for training the model, including sequential
stacked as well as unstacked architectures using GRU,
Bi-directional LSTM, and Attention Layers, which has
not been used for Hinglish Text.

The further sections of this paper contain related work,
detailed methodologies, evaluation and lastly conclusion and
possible future work in section 2 through 5.

II. RELATED WORK

In [3] analysis was carried out of posts on Facebook by
Hinglish Bilingual users, which showed the prevalence of
Code Mixed Language on Social Media, and thereby a need
to monitor it. One common approach to the classification of
Hinglish text has been simple translation of the text into the
English language and then use a classifier suitable for English
offensive texts. A breakthrough in this method came with [1]
with the introduction of a Multi-Channel Transfer Learning-
based model that uses Word Embedding of single words and
combinations. It also uses sentimental scoring, 67 dimensions
of LIWC features, and 210 dimensions of profanity vector.
It utilised a hybrid model of CNN and BLSTM to carry out
transfer learning and gives f1 score of 0.895.

The study in [4] compare CNN - 1D, LSTM, and Bi-
directional LSTM, using domain-specific embeddings creating
a 300 Dimension Vector for each word, of which CNN-1D
gives the best results at F1-score of 0.8085. [5] created a
dataset of Hinglish Text classified into two categories and used
a supervised learning approach attaining the highest accuracy
of 71.7% by use of SVM Classifier. A similar supervised
classification and lexical baselining approach was used in [6],
which uses character n-grams, word n-grams, and word skip
grams. They were able to attain an accuracy of 78% by using
three labels, separating hate speech from offensive language.
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The study [7] put forward that hate speech has a presence
in the ’long tail’ of the dataset, and the lack of peculiar and
distinct features make its detection a challenging task. They
have used TF-IDF weighted word 1-gram, 2-gram, and 3-
gram, number of mentions, hashtags, characters and words,
alongside Part-of-Speech (PoS) tag and carried out a removal
of candidates having document frequency under five. CNN+
sCNN has performed better than CNN+GRU in all the tests,
but the difference in F1 scores is only 1-5%.

Taking an example of work on non-English languages other
than Hindi/Hinglish, [8] worked on Greek, presenting the
first Offensive Greek Tweet Dataset (OGTD) containing 4,779
posts, with tweets annotated as Offensive, Not Offensive, and
Spam. Similar to [7], the TF-IDF approach was taken, as well
as part-of-speech (POS), and dependency relation tags and a
300-dimensional vector were used. They also experimented
with some stacked and unstacked deep learning architectures
obtaining the best results from LSTM and GRU with attention
model. Work in [9] was carried out on a Dutch corpus from a
popular question-answer-based social media platform Ask.fm,
while [10] worked on a corpus of Facebook posts from anti-
Islamic groups. [11] has worked on a corpus of hate tweets in
German, targeting refugees.

The approach used in [12] for hate speech detection explore
using Bag of words, N-grams, Character level n-grams, which
might help with spelling problems as well as the frequency
of @ mentions, punctuations, token length, words not found
in English dictionary, variety of characters that are non-alpha-
numeric in tokens. As hate speech is applied to a small chunk
of text, we might face the problem of sparsity with Bag
of Words, and in that case, Word Generalisation comes into
play. It may be done by word clustering or using the Latent
Dirichlet Allocation(LDA) topic distribution technique. Thus,
word embedding emerges as a feature. Sentiment analysis,
lexical analysis, as well as linguistic features like POS and
Dependency Relationships were examined.

Multi-tiered pipeline was created in [13]. The first being
profanity modeling, second being deep graph embeddings,
and the last one, author profiling. Their work uses targeted
hate embeddings combined with social network-based features
on various baselines and two real-world datasets. They have
included an expert-in-the-loop algorithm within the pipeline
framework for debiasing.

III. METHODOLOGY

A. Preprocessing

The data obtained was streamed through a series of pre-
processing steps. Preprocessing is a crucial step as raw text
often contains data that may contain errors and redundant
information that can deter the model’s training.

The first step in the preprocessing was as follows:
1) Converting tweets to lowercase
2) Removing all the @ mentions.
3) Removing hashtags (#) from the tweet. E.g., this is a #

tweet → this is a tweet

Fig. 1. Character-Level Embeddings Generation

4) Removing web links.
5) Removing digits

B. Character-Level Embeddings Generation

After preprocessing, the tweets are converted into character
embeddings through the following process:

1) The average length of a tweet is determined. In this
dataset, it is found that most of the preprocessed tweets
are no longer than 120 characters. Therefore, the maxi-
mum length is taken as 120.

2) The total number of unique characters is determined
in the tweets. We have 53 distinct characters after
preprocessing.

3) The tweets are converted to one-hot vectors. Each tweet
is of shape (MAXIMUM LENGTH, TOTAL CHARS)
= (120,53)

4) These are then passed through a 1D-Convolutional Neu-
ral Network (CNN) layer with 32 kernels and kernel size
being three, to obtain the character embeddings as shown
in Figure 1.

C. Model Building

The output from the embedding layer is passed through
our deep learning models, which predicts the probability of
belonging to each class of this imbalance class classification
scenario.

We have used Convolutional 1D Layers (same as in embed-
ding layer), Batch Normalization Layer for faster convergence
as discussed in [14], and Dense layers. We used ReLU
activation with Convolutional Layers and the Dense Layers,
the exception being the last dense layer. This layer’s activation
function was softmax.

The basic architecture for CNN, Bi-LSTM, and GRU are
described as below:

CNN Model (Figure 2)

EMB OUPUT→CONV1D(16,3)→BATCH-
-NORM() → CONV1D(12,3)→BATCHNORM()
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Fig. 2. Proposed CNN Model

Fig. 3. Proposed Bi-LSTM Model

→CONV1D(8,3) → BATCHNORM() → DROPOUT(0.2)
→ FLATTEN() → DENSE(64) → DENSE(3)

Bidirectional LSTM Model (Figure 3)

EMB OUPUT→BLSTM(128)→DROPOUT(0.25)
→BLSTM(256)→DROPOUT(0.25)→DENSE(64)→
DENSE(3)

GRU Model (Figure 4)

EMB OUPUT → GRU(128) → DROPOUT(0.25) →
GRU(256) → DROPOUT(0.25) → DENSE(64) →
DENSE(3)

Bidirectional GRU Model

Fig. 4. Proposed GRU Model

EMB OUPUT→BGRU(128)→DROPOUT(0.25)→
BGRU(256)→DROPOUT(0.25)→DENSE(64)→
DENSE(3)

We then used the above three basic architectures to make a
combination of different models. We concatenated the output
of the dense(64) layer of individual models and finally added
a final dense output layer. The intent behind this was to
see if combining the two models could give us an added
advantage over the use of these models separately. CNN being
a non-sequential model, whereas, Bi-LSTM and GRU being
sequential models have their own set separate of advantages.
All the different models created are listed below:

• CNN + GRU
• Bi-LSTM + GRU
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Fig. 5. Proposed Bi-LSTM(with Attention) + GRU Model

• CNN + Bi-LSTM
The idea behind stacking the dense layers from the two

models (Bi-LSTM and GRU) is that when we concatenate the
two layers, we are able to use the features extracted from the
two models and add them to improve the overall understanding
of the model.

Further, an attempt was made to enhance the results with the
help of the attention layer [15], as it helps to provide weightage
to output of the previous layer and pass on that weighted
output to the next layer for better learning because some parts
of the data are of greater importance for the prediction as
compared to others. attention layer. We introduced attention
in the following models:

• Bi-LSTM
• GRU
• Bi-GRU
• Bi-LSTM + GRU (with attention layer after Bi-LSTM

layer) (Figure 5)
• Bi-LSTM + GRU (with attention layer after GRU layer)

(Figure 6)

IV. EVALUATION

A. Dataset

The dataset is obtained from [1], and it contains 3189
tweets. This dataset contains tweets written in the Hinglish
text, classified into three categories based on the profanity
in the text. The three categories were namely: Hate Inducing,
Abusive, and Non-Offensive. After preprocessing, some of the
tweets were reduced to length zero. The results of baseline
models like SVM and Random Forest using Character n-
grams, Bag of Words and TF-IDF give an F1-score in the
range of 0.574-0.723. The best performing baseline model is
SVM classifier with TF-IDF feature with F1-score of 0.723.

Fig. 6. Proposed Bi-LSTM + GRU Model(with Attention)

TABLE II
DATASET DESCRIPTION

Label Tweets Count
Non-Offensive 1018

Abusive 1764
Hate-Inducing 303

Total 3085

So, Table II is the final dataset size after preprocessing.
Further, we split the formed dataset with the train-test size

ratio being 80:20. We used sklearn’s train test split with
random state 6. The final division of tweets belonging to
various classes can be seen in Table VI.

B. Training Details

For the creation of model architectures, Keras Library with
Tensorflow backend was used. To train each model, we used
a loss function named Categorical Cross Entropy. We used
Adam optimizer [16] with learning rate = 10−3. All the model
architectures were trained using ten-fold cross-validation. The
batch size was kept as 8, and the model was trained for 50
epochs.

We used L2 regularization [17] with λ = 10−5 in each layer
as a kernel regularizer to prevent the model from overfitting as
our dataset is relatively small, and there is a high probability
of the model being overfitted.

C. Results and Discussion

As stated in the previous section, a train-test split of 80:20
had reserved 20% of the dataset for testing, which was used
for the preparation of our results. A common problem in a
classification scenario is when the ratio of observations in
each class is disproportionate; that is, the distribution is biased
or skewed, as is the case with our dataset, making it an
imbalanced class. Therefore, accuracy is not an apt measure
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TABLE III
RESULTS WITH BASIC PROPOSED MODELS

Model Name Accuracy F1-Score Precision Recall

CNN Model 0.72 0.71 0.70 0.72

Bidirectional LSTM Model 0.85 0.85 0.86 0.85

GRU Model 0.86 0.86 0.86 0.86

Bidirectional GRU Model 0.85 0.85 0.86 0.85

TABLE IV
RESULTS WITH STACKED MODELS

Model Name Accuracy F1-Score Precision Recall

CNN + GRU Model 0.72 0.71 0.71 0.72

Bidirectional LSTM + GRU Model 0.84 0.84 0.84 0.84

CNN + Bidirectional LSTM Model 0.73 0.71 0.70 0.73

TABLE V
RESULTS WITH MODELS CONTAINING ATTENTION LAYER

Model Name Accuracy F1-Score Precision Recall

Bidirectional LSTM with Attention Model 0.85 0.86 0.86 0.85

GRU with Attention Model 0.87 0.87 0.87 0.87

Bidirectional GRU with Attention Model 0.85 0.85 0.85 0.85

Bidirectional LSTM with Attention + GRU Model 0.86 0.86 0.87 0.86

GRU with Attention + Bidirectional LSTM Model 0.84 0.84 0.84 0.84

TABLE VI
DISTRIBUTION AFTER TRAIN-TEST SPLIT

Label Train Test
Non-Offensive 815 203

Abusive 1406 358
Hate-Inducing 247 56

Total 2538 651

for the performance of the models; instead, f1-score was taken
for this purpose. F1-score is the harmonic mean of Precision,
that is the positive predictive value, and Recall, the measure
of sensitivity of the model.

The predictions were generated by passing the 20% data,
previously reserved as test-data, through the models. The
results were then tabulated using classification reports of the
SciKitLearn library of python, which takes predicted and
actual values of classes as function parameters.

The predictions were generated by passing the 20% data,
previously reserved as test-data, through the models. The
results were then tabulated using classification reports of the
SciKitLearn library of python, which takes predicted and
actual values of classes as function parameters.

The focus of this work was on implementing Character
Level Embedding. This was done to avert the demerits of
using word-level embeddings with Hinglish text, such as
flawed grammar and vocabulary, as well as a computational
bottleneck.

An exhaustive trial of various deep learning models and
their layered combinations was carried out. It started with
basic model architectures like CNN, Bi-LSTM and GRU.
Table III shows results for the same. It can be seen, CNN
did not perform well which was expected as CNN is too non
sequential to suit in this case. Whereas, sequential models like
GRU and LSTM performed significantly better. GRU models
perform the best, with F1-Score of 0.86. This depicts that
sequential architecture is able to extract suitable features from
the sentiments and categorize them accordingly.

Even though, the individual performance of CNN model
was below par with an f1-score of 0.71, , we stacked it
with other sequential models with an idea to combine their
advantages, however, it can be seen from Table IV, that stacked
CNN Models did not perform well either, giving similar
accuracy and f1-score.

For further experimentation, we drop the usage of CNN and
introduce Attention Layer to our previously best performing
architectures. Table V depicts the results for the same. The
introduction of Attention layer enhances the performance in
nearly all cases. This was expected as contribution of all
parts is not uniform in building the meaning and sentiments
of the sentence, and attention layer mechanism facilitates by
giving more focus to those tokens which contribute more. The
GRU model with Attention layer is the best performing model,
among the various combinations we have attempted. It has the
highest f1-score, accuracy, precision and recall at 0.87 each.
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This was followed by Bidirectional LSTM with Attention layer
and GRU, with an f1-score, accuracy and recall of 0.86 and
precision at the same level as the previous model at 0.87.

In comparison, these results surpass the related work done
in Hinglish Language like Bohra et al, which uses Random
Forest Classifier and Support Vector Machine to achieve a
maximum accuracy of 0.699 and 0.717 respectively. Kamble
et al also remain limited to a highest f1-score of 0.808 and
0.804 with the use of CNN and Bi-LSTM respectively.

Our approach also significantly outperforms other works on
Code-Mixed languages. Tulkens et al’s detection of racism in
Dutch social media using a dictionary based approach has a
maximum f1-score of 0.50 and a highest AUC of 0.63 only.

V. CONCLUSION AND FUTURE WORK

We experimented with 12 model architectures to train our
model on Character Level Embedding for multiclass label-
ing of Hinglish tweets into three categories(non-offensive,
abusive, hate-inducing tweets). Among them, three models
have performed considerably better than the rest and are
recommended for use in this work: Only GRU, Only GRU
with Attention, Bidirectional LSTM + GRU: with Attention
after LSTM Layer. Our approach is robust and capable of
learning complex dependencies known today or which may
arrive in the near future.

The use of Character-Level Embedding instead of word
embeddings has made our model resilient to the common
defect in most Hinglish Code Mixed projects, which is the use
of distorted vocabulary and a multitude of spelling mistakes.
A possible enhancement to our work can be done if a larger
corpus of tweets in Hinglish is available for the training of
models. Another possibility is using an architecture that com-
bines word-level embeddings and character-level embeddings
while still averting the computational bottleneck caused by
word-level embeddings and resolving the shortcomings of the
character level approach. The use of transformer models has
been proposed by various authors [18], [19], [20] and it may
also enhance the working of our model.
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Abstract
In this paper, a new fundamental cell in positive feedback source coupled logic is presented, which is an improvement over

the existing fundamental cell employed in digital circuit design in various high resolution mixed-signal integrated circuits.

The operation of the existing fundamental cell relies on using large sized transistor in its centre branch, resulting in

significantly larger implementation area. The proposed fundamental cell incorporates multi-threshold transistor in the

center branch thereby allowing designer to use reduce its dimension and hence the area. The impact of the proposed

modification is examined by configuring the cell as two input exclusive OR (XOR2) gate. The behaviour is analysed in

terms of static and propagation delay parameters which are modelled and a design procedure is also elaborated. The

theoretical prepositions are verified by designing and simulating for various operating conditions using model parameters

of 180 nm CMOS technology node. A maximum error of 27% is observed between the simulated and predicted parameters.

The process variation study through Monte Carlo analysis and PVT variations identifies the proposed fundamental cell

based circuit as less prone to variations in comparison to existing fundamental cell based counterparts. A full adder, as an

application of the proposed fundamental cell, shows a significant (66%) area reduction while delay, power and PDP are

within 4% of their corresponding values for the existing one.

Keywords Mixed-signal � Digital circuit � SCL � PFSCL � Fundamental cell

1 Introduction

The advancement in integrated circuit technology has

influenced the level of integration and facilitated mixed

signal designs wherein analog and digital functions are

encapsulated on the same substrate. The CMOS logic style

is long established in designing digital functions due to

negligible static power consumption and design ease [1]. It,

however, generates large switching noise which may lead

to malfunctioning of analog circuit housed on the same

substrate. Source coupled logic (SCL) is suggested as an

alternative for mixed signal environment due to its inherent

features such as frequency independent power consump-

tion, high speed and low noise [2–4]. Two variants of SCL

exist in literature—differential SCL popularly called MOS

Current Mode Logic (MCML) and single ended SCL. The

logic functions are implemented though series gating

approach in differential SCL, while with single ended SCL,

NOR/OR based implementation is used [5].

Positive feedback source coupled logic (PFSCL) [6] is

an improved form of single ended SCL that provides lower

delay and smaller area compared to traditional counterpart.

The PFSCL based complex logic implementation translates

into cascading of multiple gates because of NOR/OR based

implementation scheme. A Fundamental Cell (FC), based

on triple tail concept, is introduced in [7] to mitigate this

issue. It reduces the number of gates required for logic

implementation and leads to improved performance in
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terms of speed and power consumption in comparison to

PFSCL NOR/OR based implementation scheme. The

concept of fundamental cell is generalized in [8] which

defines a configurable logic block (CLB) that results as an

efficient circuit realisation technique and based on this,

complex circuits such as comparators, adders, multipliers,

test pattern generators etc. [9–13] have been implemented.

Thus, the scheme is attractive, it however, requires bigger

size transistors for proper operation of fundamental cell [7].

With the increasing focus on the design with smaller area, a

modified fundamental cell is proposed in this paper, where

multiple threshold voltage transistors are introduced so as

to reduce transistor dimensions and hence, a reduction in

the area.

In Sect. 2, a brief discussion on the existing funda-

mental cell is presented. The proposed fundamental cell is

presented in Sect. 3. Its behaviour is elaborated and is

modelled in terms of the static and delay parameters. The

impact of the threshold voltage reduction factor on the

delay and area is studied and a comparative discussion on

area reduction is included. The proposed fundamental cell

and the existing fundamental cell based XOR gates are

designed and simulated for performance comparison. To

study the behaviour of the proposed fundamental cell

under process variations, Monte Carlo analysis and sim-

ulations under process-supply voltage-temperature are

performed In Sect. 4, a full adder based on the proposed

fundamental cell has been designed and its performance

has been evaluated through simulations. The paper is

concluded in Sect. 5.

2 Fundamental cell

A fundamental cell is a circuit element which is being used

in PFSCL style for efficient function realizations. The cell

is similar to a conventional PFSCL gate i.e. it comprises of

a pull down network (PDN), load and current source. The

PDN of the cell realizes the functionality by employing two

triple-tail cells biased by separate current sources of ISS/2

value so that the total current drawn in the cell and con-

ventional PFSCL gate remains the same. Depending on the

inputs, the bias current gets steered in the triple-tail cell and

an appropriate output is obtained through the current to

voltage conversion across the load transistors. The funda-

mental cell configured as a two input AND (AND2) gate is

shown in Fig. 1a. The PDN consists of two triple-tail cells-

TT-1: (Md1, Mc1, Md2) and TT-2: (Md3, Mc2, Md4). The

centre transistor (Mc1/Mc2) in each triple-tail cell is con-

nected between the power supply and the respective

source-coupled node. The transistors Ms1 and Ms2 operate

in saturation in order to maintain a constant bias current of

ISS/2 value. The four PMOS transistors (Mr1, Mr2, Mr3

and Mr4) work as load. At any given time, either of the two

cells (TT-1/TT-2) gets activated and determines the output

of the gate. An activated cell has its centre transistor OFF

such that the bias current gets steered through its outer

transistors. In the AND2 gate, for the case when B is

asserted high, TT-1 is activated while TT-2 gets deacti-

vated. The bias current ISS/2 then flows through the tran-

sistor pair (Md1-Md2) and the output is generated

accordingly. The other TT-2 does not contribute to the

output since whole of the bias current ISS/2 flows through

Mc2.

The concept of fundamental cell is generalized by

defining a configurable logic block (CLB) [8] and is being

configured for realizing various other two input logic

functions as well as 2:1 multiplexer. Its usage has also been

extended to efficiently realise complex circuits such as

comparators, adders, multipliers, test pattern generators

etc. [9–13].

The use of fundamental cell offers high performance

circuits but there exists a limitation in terms of area

requirement. The proper operation of fundamental cell

requires that the complete bias current ISS/2 should flow

through the centre transistor in a deactivated triple tail cell.

But in practice it is difficult to achieve since the bias

current ISS/2 divides between the centre and one of the two

outer transistors as both of them are driven by high inputs.

To address this limitation and facilitate proper activation/

deactivation, the aspect ratio of centre transistors is made N

times of the outer transistors [7]. However, it is obvious

that while realizing complex function this approach leads

to significant area overhead due to larger aspect ratio of

centre transistors. Thus, in the next section, an alternate

mechanism for the activation/deactivation of the funda-

mental cell is proposed and its behaviour is analysed in

terms of static parameters and delay.

3 Proposed fundamental cell

The proposed fundamental cell achieves activation/deacti-

vation in triple-tail cells by lowering the threshold voltage

of the centre transistor by a factor a in comparison to the

outer transistors. The schematic of a generic proposed

fundamental cell is shown in Fig. 2a. The PDN has two

modified triple-tail cells MTT-1 and MTT-2 each biased by

ISS/2 with the inputs A, B and M. In the schematic, the low

threshold voltage center transistors are made bold to dif-

ferentiate from others having typical threshold voltage. The

transistors Mr1-Mr4 act as loads and the output voltage is

generated by combining any one of the two output nodes of

modified triple-tail cells i.e. (MTT-1: either Q1 or Q2;

MTT-2 either Q3 or Q4).
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The study on proposed fundamental cell is performed by

configuring it as a two input XOR (XOR2) gate. The

schematic of the proposed fundamental cell based XOR2

gate is shown in Fig. 2b. The input B and its complement

drives the low threshold voltage centre transistor Mc1 in

MTT-1 and Mc2 in MTT-2 respectively whereas input A is

connected to the outer transistors of the MTTs. The output

node Q is obtained by connecting Q1 and Q4 from MTT-1

and MTT-2 respectively. For low value of input B, MTT-2

is activated while MTT-1 is deactivated; therefore the input

A is available at the output. Analogously, for high values of

input B, complement of A is available at the output as

MTT-1 is activated and MTT-2 is deactivated. Thus, the

functionality of the gate can be modelled as:

Q ¼ A ifB ¼ 0

A ifB ¼ 1

�
ð1Þ

Simulations have been carried out to verify the beha-

viour of the proposed fundamental cell based XOR2 gate

and the results are shown in Fig. 3 by considering power

supply and voltage swing of 1.1 V and 0.4 V respectively.

It can be observed that for the cases when input B is at low

logic level, the output is same as input A while it is

complement of input A otherwise. Thus, the waveforms

confirm the correct behaviour. This behaviour of the pro-

posed fundamental cell is modelled in terms of static and

delay parameters.

After this, it is necessary to provide an insight to the

currents in MTTs of the proposed fundamental cell based

XOR2 gate. In a deactivated MTT, it is clear that one of the

outer transistors and the centre transistor are ON. There-

fore, in such a situation, based on our design assumption

that the threshold voltage of the center transistor is lower

Fig. 1 Conventional fundamental cell as (a) AND2 gate [7] (b) configurable logic block (CLB) [8]

Fig. 2 a Proposed fundamental cell b Proposed fundamental cell based XOR2 gate
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than the outer by a factor, the currents through the ith

centre transistor (ICi) and the jth ON outer transistor (IDj)

where i [ (1,2) and j [ (1,4), can be expressed as:

ICi ¼
leffnCox

2

WN

N
ðVGS �

VTN

a
Þ
2

ð2Þ

IDj ¼
leffnCox

2

WN

LN

ðVGS � VTNÞ2 ð3Þ

Fig. 3 Proposed fundamental

cell based XOR2 input output

Fig. 4 Predicted and Simulated results with error versus Bias Current for static parameters with VSWING of a 0.4 V and b 0.5 V
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leffn, VGS and VTN are the effective electron mobility,

the gate source voltage and the threshold voltage of NMOS

transistor respectively. As each MTT-1 and MTT-2 are

biased by the current source with bias current ISS/2, the two

currents can be related as:

ICi þ IDj ¼
ISS

2
ð4Þ

Using (2)–(4), ICi and IDj are derived as:

Fig. 5 Linear half circuit

Fig. 6 Predicted and Simulated results with error versus Bias Current for a VSWING = 0.4 V b VSWING = 0.5 V

Fig. 7 Area vs IC2/ID3 vs a for proposed fundamental cell based

XOR2 gate

Analog Integrated Circuits and Signal Processing

123



ICi ¼
Iss

2
� 1
2

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
leffnCox

2
WN

LN
VTN

2ða�1
a Þ2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Iss � leffnCoxWN

2LN
VTN

2ða�1
a Þ2

� �r

ISS

ð5Þ

IDj ¼
Iss

2

(1-
1

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
leffnCox

2
WN

LN
VTN

2ða�1
a Þ2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Iss � leffnCoxWN

2LN
VTN

2ða�1
a Þ2

� �r

ISS
Þ

ð6Þ

Substituting

p ¼ 1

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
leffnCox

2
WN

LN
VTN

2ða�1
a Þ2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Iss � leffnCoxWN

2LN
VTN

2ða�1
a Þ2

� �r

ISS
;

the current Eqs. (5) and (6) are simplified as:

ICi ¼
Iss

2
.p ð7Þ

IDj ¼
Iss

2
(1-p) ð8Þ

Based on the derived current expression, the output

voltage for different input combinations fed to the pro-

posed fundamental cell based XOR2 gate (Fig. 2b) is

obtained and used to derive the VSWING defined as the

difference between high output voltage (VOH) and low

output voltage (VOL) subsequently.

Case 1. Both inputs (A and B) are at high logic level: In

this condition, the transistors Md1, Md3 and Mc2 are ON

and transistors Mc1, Md2, Md4 are OFF. The current

through the transistors Md1, Md3 and Mc2 is written as:

ID1¼
ISS

2
; IC2¼

ISS

2
� p ID3¼

ISS

2
ð1� p) ð9Þ

This input condition produces a low output voltage VOL

computed as:

Fig. 8 Monte Carlo results for VSWING and Delay for a proposed and b existing fundamental cell based XOR2 gate
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VOL ¼ VDD � RPISS

2
ð10Þ

Case 2. Both inputs (A and B) are at low logic level: The

transistors Md2, Mc1 and Md4 are ON and transistors

Md1, Mc2, Md3 are OFF in this case. Therefore, the cur-

rent through the transistors Md2, Mc1 and Md4 is found as:

ID2 ¼
ISS

2
1-pð Þ; IC1 ¼

ISS

2
:p; ID4 ¼

ISS

2
ð11Þ

This input condition corresponds to low output voltage

VOL given as:

VOL ¼ VDD � RPISS

2
ð12Þ

Case 3. Input A is high and input B is low logic levels:

Under this condition, the transistors Md1, Mc1, Md3 are

ON and transistors Md2, Mc2, Md4 are OFF. The current

through the ON transistors Md1, Mc1, Md3 is computed as:

ID1 ¼
ISS
2

1� pð Þ; IC1 ¼
ISS
2

� pF; ID3 ¼
ISS

2
ð13Þ

Consequently, the expression for the high output voltage

VOH is evaluated as:

VOH ¼ VDD � RPISS(1-p)

2
ð14Þ

Case 4. Input A is low and Input B is high: Here, the

transistors Md2, Mc2 and Md4 are ON and the transistors

Md1, Mc1, Md3 are OFF. The current through the ON

transistors Md2, Mc2 and Md4 are expressed as:

ID2 ¼
ISS
2
; IC2 ¼

ISS
2

� p; ID4 ¼
ISS
2

1� pð Þ ð15Þ

Consequently, the expression for the high output voltage

VOH is evaluated as:

VOH ¼ VDD � RPISS(1-p)

2
ð16Þ

Using the above Eqs. (9)–(16), the VSWING is expressed

as:

VSWING ¼ VOH � VOL ¼ pRPISS

2
ð17Þ

The small signal voltage gain Av and the noise margin

NM, for the proposed fundamental cell based XOR2 gate,

is calculated as per [6] and is given in (18)–(19).

Av ¼
gmnRp

�
2

1� gmnRp
�
2

ð18Þ

where gmn is the transconductance of the modified triple

tail cell. The expression for gmnRP/2 is derived as in

Appendix where its dependence on the dimensions of Md1-

Md4 is shown.

NM ¼ VSWING

2
1� 1

Av

� �
ð19Þ

Fig. 9 PVT analysis results for

Delay versus a VDD

b Temperature for proposed and

existing fundamental cell based

XOR2 gate
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For a given VSWING, Av and NM, the Eqs. (17)–(19) are

used in the design of the proposed fundamental cell and the

design procedure for the cell is described in Appendix.

3.1 Validation of static model

The static model is verified by designing the proposed

fundamental cell based XOR2 gate by considering design

procedure outlined in Appendix for VDD, Av, a of 1.1 V,

19 and 1.3 respectively, wide range of ISS (10 lA to 200

lA) and VSWING (0.4 V and 0.5 V). The simulated results

for variation of AV, NM and VSWING with respect to bias

currents are recorded and are placed in Fig. 4a, b for

VSWING of 0.4 V and 0.5 V respectively. The predicted

VSWING, AV and NM values using (17)–(19) are plotted

along with corresponding simulated values in Fig. 4. In all

plots of Fig. 4, percentage error in static parameters is also

plotted and maximum error of 17.4% is observed.

3.2 Propagation delay modelling

The propagation delay depends on the contribution of

parasitic MOS capacitances at the output node and the load

capacitance. The parasitic capacitance for the proposed

fundamental cell based XOR2 gate is calculated by con-

sidering input B as low such that MTT-2 is activated and

MTT-1 is deactivated. Now, for a low-to-high transition on

input A, total capacitance at the output node is depicted in

Fig. 5 and can be expressed as:

Cout ¼ Cdb1 þ Cgd1 þ Cdbr1 þ Cgdr1 þ Cgd2+0.5*Cgs2

þ Cdb4 þ Cgd4 þ Cdbr4 þ Cgdr4 þ CL

ð20Þ

where Cdbj, Cgdj and Cgsj correspond to capacitance con-

tributions of drain-bulk junction, gate-drain overlap and

gate-source overlap capacitance of transistor Mdj. The

capacitance 0.5*Cgs2 is the Miller contribution of the gate–

source capacitance Md2. The capacitances Cdbrj and Cgdrj

represent contribution from drain-bulk junction and gate-

Fig. 10 Gate level schematic of a Sum and b Carry; Proposed fundamental cell based c AND2 gate and d OR2 gate
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drain overlap of PMOS load transistor Mrj, and CL is the

load capacitance.

The propagation delay sPD can now be expressed as:

sPD ¼ RPCout ð21Þ

¼ RPðCdb1 þ Cgd1 þ Cdbr1 þ Cgdr1 þ Cgd2 þ 0:5 � Cgs2

þ Cdb4 þ Cgd4 þ Cdbr4 þ Cgdr4 þ CLÞ
ð22Þ

Since the outer transistors (Md1-Md4) in the PDN are

identical and the load transistors (Mr1-Mr4) are also

identical, (22) can further be reduced as:

sPD ¼ RPð2Cdb1 þ 3Cgd1 þ 2Cdbr1 þ 2Cgdr1 þ 0:5 � Cgs2

þ CLÞ
ð23Þ

where the capacitances as per [14] can be expressed in

terms of transistor dimensions as follows:

Cdb1 ¼ WN LdnCjKeqn þ 2CjswKeqsw

	 

þ 2LdnCjswKeqsw

ð24Þ
Cgd1 ¼ Cgd0WN ð25Þ

Fig. 11 Simulated input and output waveforms for the proposed fundamental cell based the full adder

Table 1 Performance summary

of the full adder
Circuit Scheme Delay (ns) Power (lW) PDP (fJ) Area (lm2)

Sum Proposed 0.871 220 191.6 2.088

Existing 0.870 220 191.4 6.148

Carry Proposed 2.07 550 1138.5 5.22

Existing 2.147 550 1180.85 15.37
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Cdbr1 ¼ WP LdpCjKeqp þ 2CjswKeqsw

	 

þ 2LdpCjswKeqsw

ð26Þ

Cgdr1 ¼ WP Cgd0 þ
3

4
AbulkmaxLPCox

� �
ð27Þ

Cgs2 ¼
2

3
WNLNCox ð28Þ

where Cj is the junction capacitance, Cjsw is the sidewall

capacitance, Keq is the voltage equivalence factor for the

substrate junction, Keqsw is the voltage equivalence factor

for the sidewall junction, Ld is the length of the source/

drain junction, Cgd0 is the gate drain capacitance per unit

area, Abulkmax is the maximum value of the parameter Abulk

used to take into account the bulk charge effect and Cox is

the oxide capacitance. For the given design constraints, the

appropriate values of the transistor dimensions can be

evaluated by following the design procedure explained in

Appendix.

Assuming ILOW and IHIGH as the minimum and the

maximum bias current, which are set by the minimum

dimensions of outer transistors (Md1-Md4) and the load

transistors (Mr1-Mr4) respectively, the propagation delay

for bias current ISS in range of ILOW\ ISS\ IHIGH can be

expressed as:

sPD ¼ RP A V2
SWINGISS þ B

VSWING

ISS
þ Cþ CLð Þ

� �

ð29Þ

where A ¼ LNmin

2lnCox
gmnRP=2

� �2

VGS�VTN=a

� �4

0
B@

1
CA

2LdnCjKeqn þ 4CjswKeqsw þ 3Cgd0 þ LNCox

	 


B ¼ 1

p
3AbulkmaxCoxleffpWPmin VDD � jVTPjð Þ
	 


C ¼ 4LdnCjswKeqsw þ 4LdpCjswKeqsw

þ 2WPmin LdpCjKeqp þ 2CjswpKeqswp

	 

þ 4LdpCjswpKeqswp

þ2WPminCgd0p

� 3

2
AbulkmaxC

2
oxleffp VDD � jVTPjð ÞRDSW10�6

By using RP ¼ 2 VSWING

pISS
, we get

sPD ¼ VSWING

2

p
(A)V2

SWING þ Bð Þ 2VSWING

pI2SS
þ 2

p

� �
Cþ CLð Þ 1

ISS

� �

ð30Þ

This can be further rewritten as:

sPD ¼ VSWING að ÞV2
SWING þ bð ÞVSWING

I2SS
þ cð Þ 1

ISS

� �
ð31Þ

where a ¼ 2
p Að Þ; b ¼ 2

p Bð Þ and c ¼ 2
p Cþ CLð Þ.

3.3 Validation of delay expression

The derived delay expression in (31) is validated by

designing and performing simulations for VDD, Av, a of

1.1 V, 19 and 1.3 respectively. The delay is measured

for bias current ISS ranging from 10lA to 200 lA with

VSWING of 0.4 V and 0.5 V. The simulated delay and

predicted delay values obtained by using the expression

(31) for load capacitance value of 50fF, 500fF and 1 pF

is plotted in Fig. 6 for VSWING of 0.4 V and 0.5 V. It is

observed that the propagation delay increases with

increasing load capacitance. For a given load capaci-

tance, the delay decreases with increasing ISS, due to the

availability of higher current for charging/discharging of

load capacitance. Further, a maximum error of 27% can

be observed from the error plot between the predicted

and simulated values in Fig. 6.

3.4 Comparison between existing and proposed
fundamental cells

In the previous subsections, the behaviour of the pro-

posed fundamental cell as XOR2 gate is analysed. In this

section, the performance of the proposed fundamental

cell based XOR2 gate is compared with the existing

fundamental cell based XOR2 gate. For this, an optimum

value of a, the threshold voltage reduction factor, is

determined. The proposed fundamental cell based XOR2

gate is simulated for a ranging from 1.1 to 1.9, for a

bias current ISS of 100lA. For the particular case when

input A and input B are high and MTT-2 is deactivated,

the ratio of currents through Mc2 and Md3 i.e. IC2/ID3
was measured. The area and current ratio against a is

plotted in Fig. 7. It is observed that the area reduces

with the lowering threshold voltage of centre transistor.

An optimum value of a = 1.7 (IC2/ID3 = 6) is chosen as

it provides good activation/deactivation.

To compare the performance of the proposed funda-

mental cell with its existing counterpart, simulations are

performed for measuring the propagation delay of XOR2

gate by keeping same current ratio (IC2/ID3 = 6) in both the

implementations. The delay of XOR2 is observed to be 405

ps in proposed cell based gate while it is 407 ps in existing

counterpart. The corresponding area for the proposed fun-

damental cell based XOR2 gate is 1.048lm2 while for the

existing fundamental cell based XOR2 counterpart is 1.656

lm2. Thus, the proposed fundamental cell based XOR2

gate shows an area advantage of 36.7% with no negative

impact on the propagation delay.
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Further, the effect of parameter variations on voltage

swing and delay of proposed and existing fundamental cell

based XOR2 gate was studied by performing Monte Carlo

analysis for 500 simulation runs. The corresponding vari-

ation in voltage swing and delay for both the gates are

plotted in Fig. 8a, b, respectively. It is seen that voltage

swing variations for the proposed and existing fundamental

cell based XOR2 gate are 37.8% and 38.6% respectively

and are of the same order. However, the delay shows lesser

variation for the proposed fundamental cell based XOR2

(29.2%) as compared to the existing fundamental cell based

XOR2 (34.7%).

The PVT analysis on delay for both proposed and

existing fundamental cell based XOR2 gates is plotted in

Fig. 9. In Fig. 9a, the delay is plotted for power supply

voltage varied in the range of ± 10% of nominal VDD-

= 1.1 V and different process corners at 27 �C tempera-

ture. It can be observed that for a given process corner, the

delay decreases as the VDD increases. Also, for a given

VDD, the SS process corner gives the highest delay while

the FF process corner leads to the lowest delay values. In

Fig. 9b, the delay is plotted for VDD = 1.1 V and different

process corners at different temperatures. In terms of the

temperature variation, the delay values increase with tem-

perature across the all the corners.

4 Application

To showcase the advantage of the employing proposed

fundamental cell in PFSCL circuit design, a full adder was

designed and simulated using both the existing and pro-

posed fundamental cell for ISS = 100 lA with Av = 19 and

VSWING = 0.4 V, with the same ICi/IDj = 6. The gate level

schematic for the sum and carry circuit is shown in

Fig. 10a,b. The proposed fundamental cell based realiza-

tion of the two input AND (AND2) and OR (OR2) are

drawn in Fig. 10c, d, respectively. The simulation wave-

forms for the full adder using proposed fundamental cell is

shown in Fig. 11 and the performance summary is tabu-

lated in Table 1. It is seen that the proposed fundamental

cell based design provides an area advantage of 66% while

maintaining the same power and delay performance.

5 Conclusion

This paper presents a new fundamental cell that employs

multiple threshold voltage transistors with the aim to

reduce overall implementation area. The behaviour of the

proposed fundamental cell is examined by configuring it as

a two input exclusive XOR gate. Detailed analysis for

static and delay models is put forward and a procedure to

design the cell for given constraint is derived. The pro-

posed fundamental cell is designed for various design

conditions namely bias currents and voltage swing and

simulations are performed for validation using 180 nm

CMOS technology parameters. The impact of process

variations is also studied for the proposed cell. A full adder

is designed as an application to compare the performance

of the proposed and existing fundamental cells designs. It is

found that full adder based on proposed scheme shows

significant area saving (66%) while delay, power and PDP

are within 4% of their corresponding values in existing

counterpart.

Appendix: Design of proposed fundamental
cell XOR2 gate

The design of the proposed fundamental cell XOR2 gate

involves the method to determine the dimensions of vari-

ous transistors for the given value of NM, Av and ISS. To

begin, two bias currents namely, IHIGH and ILOW corre-

sponding to bias current for minimum PMOS dimensions

for a given VSWING and the bias current corresponding to

minimum NMOS dimensions are defined respectively.

For a given NM and Av values and using the static

model expressions, the required value of VSWING, RP is

calculated as:

VSWING ¼ 2NM

1� 1

Av

ð32Þ

RP ¼ 2VSWING

p.ISS
ð33Þ

Thus, the expression for IHIGH can be written as:

IHIGH ¼ 2VSWING

pRPmin

ð34Þ

where RPmin represents the resistance of minimum sized

PMOS load transistor (Mr1-Mr4).

The calculated IHIGH is compared with the required bias

current ISS value. For values of ISS[ IHIGH, RP will be less

than RPmin and to calculate its value, LP is set to minimum

LPmin and WP is calculated using (33) and [14].

WP ¼ pISS
2VSWING

LPmin

leffpCox VDD � VTPj jð Þ 1� RDSW10
�6leffpCox VDD � jVTPjð Þ

	 

ð35Þ

Similarly, for values of ISS\ IHIGH, RP will be greater

than RPmin and to calculate its value, WP is set to WPmin

and LP is calculated as per following expression, derived

using (33) and [14] and mathematical simplification.
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LP ¼ leffpCoxWPmin VDD � jVTPjð Þ[ 2VSWING

pISS

� RDSW10�6

WPmin

] ð36Þ

After this, the dimensions of transistors in the PDN is

derived by substituting

gmnRP

2
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2lnCox

WN

LN

1

Iss

r
*
VSWING

p

in the derived equation of Av in Sect. 3 for ISS[ ILOW.

The width WN of the PDN transistors is calculated as:

WN ¼ p2
Av

1� Av

� �2
LNminISS

2lnCoxV
2
SWING

ð37Þ

where LNmin is the minimum length of the NMOS tran-

sistor, and all other variables are as previously defined. For

the case having ISS\ ILOW, the WN for all the PDN tran-

sistors is kept at their minimum value, WNmin.
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Abstract
The aim of the present article is to fabricate pentagonal micro-cavities and describe the influence of current on the machining 
performances. Machining of EN-24 alloy steel samples was performed in die-sinking electrical discharge machining (EDM) 
machine with varying values of current using polygon cycle approach. The machined pentagonal cavities were examined 
under optical microscope and scanning electron microscope (SEM) to evaluate machining performances in terms of cor-
ner error, white layer formation, surface crack distribution, and globule formation. It is found that as the value of current 
increases, there is more formation of white layer with non-uniform distribution of cracks and the thickness of white layer 
increased from 6.21 to 8.20 µm with increase in current. On the other hands, surface finish deteriorates when the current 
value rises. In addition to this, there is an enhancement in tool wear rate with increasing current. At the higher values of 
current, the spark energy increases which leads to greater melting and evaporation and production of smoke and bubbles on 
the dielectric surface. This study revealed that die-sinking EDM coupled with short electronic pulses and precise electrode 
movement is capable of producing microstructures under appropriate operating conditions.

Keywords  EDM · micro-cavities · MRR · TWR​ · White layer · Surface characterization · Globules

1  Introduction

With a rapid growing demand for difficult-to-cut materi-
als having high precision and tolerances in medical, elec-
tronic, aerospace, and advanced industrial applications, 
there becomes a great challenge for manufacturers to explore 
manufacturing protocols which can generate components 
at macro as well as micro-level with improved character-
istics and reasonable cost. Such areas are very promising 
for the development of miniaturized devices and structures. 
EDM has proved to be the most successful and prominent 

machining tool as compared to other advanced machining 
technologies such as ultrasonic machining (USM), electro-
chemical machining (ECM), and laser machining due to its 
inherent behaviour of contactless machining irrespective of 
hardness. In EDM, the material gets washed away by the 
thermal energy of the quick and regular spark generated 
between the electrodes. EDM has been categorised into vari-
ants such as wire-cut, die-sinking, dry EDM, powder mixed, 
and micro-EDM which enable generation of components and 
devices on macro as well as micro-scale.

In most of the studies, researchers have discussed the 
influence of different parameters when machining different 
work materials, use of different tool materials, tool shape 
and size, and use of different dielectrics. It has been reported 
by several researchers that the rate of material removal and 
tool wear shows an enhancement with the rise in current 
value. Also, the distance between the globules increases, 
surface finish deteriorates as well as the average globule 
diameter and formation of globules, micro-cracks and voids 
increase with the increasing values of current [1, 2]. The 
influence of operating parameters on the performance meas-
ures during the machining of different work materials has 
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also been investigated. In this context, the surface character-
istics of machined Fe–Mn-Al alloy were analyzed by Guu 
et al. [3] by utilizing atomic force microscopy technology 
and reported that the pulse-on time contributes more in 
defining surface texture as compared to pulse current. On 
similar grounds, Si3N4-TiN ceramic composite was 
machined using EDM by employing various pulse shapes. 
It was concluded that the material removal mechanisms and 
ceramic properties vary for different pulse shapes leading to 
a significant variation in surface texture [4]. Optimization of 
process parameters during machining of AlSiTi ceramic 
composite was performed by Patel et al. [5] to predict sur-
face roughness model using response surface methodology 
and reported that surface finish gets decreased as the dis-
charge current increases, and however, it is affected domi-
nantly by pulse-on duration. Similarly, the grain size of 
materials also influences the surface morphology of 
machined surfaces. In this direction, EDM machining of 
ultra-fine-grained aluminium was performed by Mahdeih 
et al. [6] so as to examine process performance. It was con-
cluded that lower value of machining parameters must be 
selected for better results of surface quality and also reported 
that the white layer thickness, density of cracks, and heat-
affected zones are more prominent in ultra-fine-grained alu-
minium as compared to coarse-grain aluminium. Phan et al. 
[7] carried out multi-attribute optimization in vibration-
aided EDM of high carbon silicon tool steel and reported 
that the quality factors got improved using low frequency 
vibration-added machining and Taguchi–TOPSIS computa-
tional approach Similar works have been reported by 
researchers over vibration-assisted machining of silicon-
based steel and utilization of multi-criteria decision making 
approaches like Taguchi-data envelopment analysis-based 
ranking and Taguchi–grey analysis [8, 9]. Another interest-
ing work in this area has been carried out by several aca-
demic groups by employing different dielectric fluids. For 
instance, Amorim et al. [10] studied effects of varying sizes 
of molybdenum powder particles mixed with dielectric fluid 
during EDM machining of AISI H13 tool steel. It was 
reported that the surface properties of steel got modified due 
to the presence of MoxC, Fe-Mo, and Mo crystalline phases 
leading to increase in hardness. On same grounds, micro-
powders were added to the oil as dielectric and their effects 
were examined for dimensional accuracy, wear on tool, rate 
of metal removal, and quality of surface. The addition of 
micro-powders improves the surface finish and stability of 
the profile machined [11]. Similarly, in the direction towards 
green electrical discharge machining, tap water was used as 
dielectric and optimization of parameters was done using the 
combination of Taguchi method and grey relational analysis 
by Tang et al. [12]. It was concluded that there is an improve-
ment in MRR, decrease in the rate of electrode wear, and 
increase in surface finish. To improve the process 

performance, several researchers have also worked on utili-
zation of different designs, shapes as well as materials of 
tool electrodes. In this perspective, Khan et al. [13] exam-
ined the role of round, triangular, square, and diamond elec-
trodes on the machining performance at varying values of 
discharge current. It was revealed that highest MRR and 
least wear and best surface finish are obtained by utilizing 
electrodes which were round. The square, triangular, and 
diamond-shaped electrodes followed the round ones. In the 
same direction, EDM machining of particle reinforced metal 
matrix composites using hexagonal electrode having through 
hole was performed by Lin et al. [14] and reported that the 
performance improves due to larger discharge debris gap. 
The machining performance is greatly affected by current 
and followed by flushing pressure, spindle rotation speed and 
duty cycle. Similarly, Nair et al. [15] machined Ti6Al4V 
using negative polarity and brass as electrode material and 
analysed the role of input factors on performance measures 
and reported that there is thickening effect in recast layer and 
an increment in material removal and roughness of surface 
while enhancing the values of current and time of discharge. 
On same ground, Khan et al. [16] reported that there is 
greater occurrence of wear at the tool electrode cross-section 
as compared to at the length side of electrode. They also 
concluded that the copper electrode wears lesser than the 
brass electrode due to higher thermal conductivity and elec-
trodes wear less during machining of aluminium as com-
pared to steel. Machining of Ti6Al4V using bundled elec-
trode having multihole inner flushing technique and 
investigation of machining performance of die-sinking EDM 
were carried out by Gu et al. [17]. They reported that this 
technique enables rough machining at larger areas with 
lower wear of electrodes and an improved MRR. Also, Singh 
et al. [18] reported that wear rate of electrode and roughness 
of machined surface are lower in case of electrical discharge 
machining assisted with argon gas perforated tool as com-
pared to air assisted and solid rotary tool. Yilmaz et al. [19] 
conducted machining of Inconel 718 and Ti–6Al–4  V 
employing brass and copper single-channel as well as multi-
channel tool electrodes. They reported that the use of single-
channel electrodes produces higher MRR as compared to 
multi-channel electrodes. There is lower occurrence of wear 
in copper electrodes than brass electrodes in case of both 
single as well as multi-channel electrodes. They also con-
cluded that the surface quality becomes better in case of 
machining through multi-channel electrodes, while the hard-
ness is lower. Towards the approach of machining polygonal 
shapes, Reuleaux triangle tool path strategy was adopted to 
fabricate polygons by Ziada et al. [20] Rotating curvilinear 
tool electrodes were utilized to machine polygons in die- 
sinking EDM. It was concluded that there is improvement in 
the flushing between the discharge gap by the combined 
effect of tool rotation and translation which leads to 
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maximum utilization of the front side of the tool electrode. 
In order to exploit the micro-level variant of EDM named as 
micro-EDM, several researchers utilized micro-EDM as well 
as micro-EDM milling to fabricate micro-holes, channels as 
well as cavities of different shapes to evaluate the physical 
behaviour involved in the machining and the machining per-
formance. For instance, mist deionized water jet was utilized 
by Li et al. [21] in micro- EDM drilling which resulted in 
the machining of deep micro-holes with high accuracy and 
machining speed as well as improvement in the exhaust of 
debris. On the same background, Singh et al. [22] employed 
process parameters as capacitance, voltage, and feed rate to 
investigate the machining performance as MRR, overcut, 
and machining time. It was concluded that straight micro-
holes having fine edges can be efficiently achieved by micro-
EDM. In case of overcut and MRR, capacitance plays a 
major role, while feed rate becomes a vital factor in deter-
mination of machining time. Karthikeyan et al. [23] investi-
gated the shape, form, and surface quality of the channels 
produced by micro-EDM milling. It was reported that the 
amount of redeposition is influenced by the rotational 
motion of tool and there is no redeposition on the tool sur-
face due to the centrifugal force. Vidya et al. [24] fabricated 
micro-holes, channels, cross-channels, triangular, and square 
geometries in micro-EDM milling and analyzed the machin-
ing performance in terms of shape error, surface integrity, 
and characterization. It was concluded that circular holes are 
the best in terms of dimensional accuracy, while triangular 
cavities have the best surface finish. It was also reported that 
there is significant effect of tool rotation on the surface char-
acteristics such as globule formation, recast layer formation, 
and the flow of eroded particles. While no studies have 
reported the die-sinking EDM machining of pentagonal 
shapes using cylindrical tool electrode utilizing polygon 
cycle strategy and influence of parameters on the machining 
performance during machining of pentagonal geometries.

In this paper, authors investigate the process performance 
of die- sinking EDM machining of pentagonal micro-cavities 
by employing polygon cycle approach. All these geometries 
are machined using cylindrical electrode at varying current 
values, and effects of current are presented based on the 
analysis of corner error, material removal rate, tool wear, 
white layer formation, globule formation, surface crack dis-
tribution, and surface roughness.

2 � Experimental details

The experiments were performed over a XPERT-1 Elec-
trical Discharge Machine of Electronica Machine Tools 
which contains e-pulse 50 CNC power supply unit ena-
bling the fabrication of multifaceted tool path trajectories 
as well as micromachining. 400 µm cylindrical copper 

electrode of length 50 mm was selected as tool material, 
and EN-24 alloy steel of 100 × 100 × 15 mm was chosen 
as work material. The weight percentage composition of 
EN-24 alloy steel is: carbon 0.402, silicon 0.340, man-
ganese 0.770, nickel 1.551, chromium 0.900, molybde-
num 0.276 and iron 95.61[25]. Figure 1 portrays the setup 
utilized for machining. EDM oil – IPOL SEO 450 has 
been used as a dielectric which is continuously circulated 
and under which both tool and workpiece are submerged. 
Similar to conventional machining process, the cylindri-
cal tool electrode is mounted onto the spindle that travels 
along Z-axis constantly to impart the machining depth 
and the workpiece is mounted over the X–Y positioning 
table. The predefined polygon cycle tool path strategy 
(Fig. 2) ensured by CNC controller is provided to the tool 
to machine pentagonal cavities of depth of 2000 micron 

Fig. 1   EDM machining setup

Fig. 2   Tool path strategy adopted
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and keeping tool electrode diameter as reference dimen-
sion. The machining was carried out at the varying current 
values, while other parameters were kept constant as listed 
in Table 1. There were three experiments performed at 
each value of current, and the average value of machining 
performance was recorded for analysis.

The pentagonal cavities machined and their geometries 
were examined under an optical microscope. These cavi-
ties were analysed under SEM and characterized criti-
cally to examine the white layer formation, surface crack 
distribution, and globule formation. Cavities were also 
examined to ensure profile accuracy in terms of surface 
roughness measurement.

3 � Results and discussion

Figure 3 shows the microscopic images of pentagonal 
geometries machined at varying current levels. These 
samples were critically examined to assess the machining 
performance of EDM on different parameters such as error 
in shape, formation of recast layer, distribution of cracks, 
formation of globules, and surface roughness.

3.1 � Geometry errors

As mentioned in Sect. 2, the tool electrode is fed in a prede-
fined strategy in which it travels parallel with respect to the 
inner periphery to machine the entire polygonal cavity in a 
number of steps. Hence, the location and direction of dis-
charge vary according to the geometry to be machined. Dur-
ing the machining of cavities, the secondary discharge also 
comes into effect in addition to the primary discharge which 
acts as a key player in material removal, electrode wear, 
spark jumping, short circuiting, and unstable spark gap. 
Due to these effects, the pentagonal cavities produced by 
cylindrical electrode in EDM do not have sharp corners, i.e. 
the corners get rounded which creates the need of second-
ary machining and finishing operations. Apart from this, the 
cavities contain the presence of burrs and distortions at the 
edges as well as recast layer formation also takes place. As 
the value of current increases, the discharge energy increases 
considerably in micromachining through EDM leading to 
greater chances of occurrence of melting as compared to 
vapourization of the workpiece as well as tool material. Due 
to this, the geometry starts losing its shape, and chances of 
distortion and overcut increase. From Fig. 3, it is evident that 
the pentagonal cavity machined at 1 A is the most accurate 
in shape and size while that machined at 2 A is the least 
accurate in shape and has more overcut.

3.2 � Current vs. MRR and TWR​

Equations 1 and 2 were employed to calculate the values of 
MRR and TWR, respectively.

(1)MRR =
Average depth × Average width × length

Time of machining

(2)

TWR =
� × (tool electrode diameter)2 × length of eroded tool

4 × Time of machining

Table 1   Parameters selected for machining

Parameters Values

Current 1 A, 1.25 A, 1.50 
A, 1.75 A and 
2 A

Pulse-on time 5 µs
Pulse-off time 16 µs
Gap voltage 75 V
Feed rate 27 mm / min
Polarity Tool (+ ve)

Fig. 3   Shape errors representing corner effect, the presence of burrs, overcut, and deviation in shape
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Figure 4 portrays the changes in MRR and TWR with 
increasing value of current. It is clear from the figure that 
the value of both MRR and TWR shows an enhancement 
with the rise in current and it follows a linear trend which 
suggests that MRR is a function of current where current 
is variable and on time, off time and gap voltage are kept 
constant. It happens because of the fact that there is the pres-
ence of more thermal energy in the spark at higher values 
of current leads to more removal of materials from tool as 
well as workpiece. On the basis of experimental results, it 
is confirmed that the rate of tool wear and material removal 
is lower at lower values of current. This is due to the occur-
rence of less vaporization and melting between the elec-
trodes. It is also clear from Table 2 that MRR values are sig-
nificantly higher than TWR values which show a good and 

capable machining performance of EDM in machining of 
polygonal cavities. Similar kind of work has been reported 
by many researchers over various alloys [1, 26and27].

3.3 � Current vs. surface roughness

In the present article, the influence of current on the surface 
finish of the pentagonal cavities produced has also been a 
focus. In this direction, Table 3 presents the values of sur-
face roughness of machined cavities obtained through Zeiss 
surface roughness measuring machine, SURFCOM FLEX 
50A. Figure 5 shows the graphical representation as to how 
the surface roughness changes with current. It is clear from 
the figure that with the increment in current, there is more 
energy in the spark leading to more removal of materials 
and rougher surfaces. So, with the increment in current, the 
surface finish of the machined cavities deteriorates. It can 
be attributed to the fact that there is higher impingement of 
sparks at the higher values of current leading to greater peak 
height. Based on the observations from SEM micrographs 
at higher magnifications, these variations in surface finish 
and profile errors can be attributed to secondary discharges, 
inappropriate removal of debris, flushing environment, and 
recast layer [24]. In the region, when the current increases 
from 1.25 to 1.5 A, we observed a steeper roughness curve 
due to rapid increase in surface damage and micro-cracks. 
However, beyond 1.5 A, there is a less steeper slope due to 
the fact there is a formation of patterned textured surface 
over the surface of the material because of the spreading out 
of redeposited materials [28, 29].

3.4 � Surface characterization

The pentagonal cavities machined at different values of cur-
rent were examined under optical microscope and scanning 
electron microscope. It is evident from Fig. 3 that cavities 
machined at all values of current have burrs at their cav-
ity edges which lead to the requirements of secondary 
operations.

Due to intense heat, local melting, evaporation, and 
improper removal of molten particles in EDM, white layer 
(Recast layer) formation takes place as these left-over molten 
materials cool and solidify. During the course of cooling 

Fig. 4   MRR and TWR as a function of Current

Table 2   MRR and TWR as a function of current

Sl. No Current (A) MRR × 104 (µm3/s) TWR × 104 
(µm3/s)

1 1 28.50 6.77
2 1.25 35.30 9.15
3 1.5 44.80 11.30
4 1.75 54.60 15.90
5 2 68.17 18.16

Table 3   Measured values of 
surface roughness

Sl. No Current (A) Average surface roughness (µm) Standard 
deviation

Exp. 1 Exp. 2 Exp. 3 Mean

1 1 3.323 3.654 3.256 3.411 0.17
2 1.25 3.436 3.627 4.223 3.762 0.34
3 1.5 4.423 5.138 4.980 4.847 0.31
4 1.75 4.736 5.724 4.789 5.083 0.45
5 2 5.162 4.842 5.866 5.29 0.43
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of molten particles, gases evolve which creates pockmarks, 
voids, and globule formation on the surface of machined 
cavities [30, 31].

The thickness of formed recast layer was measured at four 
different locations as portrayed in Fig. 6 with SEM micro-
graphs, and average value was calculated for each value of 
current. In this direction, Fig. 7 shows that the thickness of 
the white layer had an increasing trend with an increase in 
the current. The average thickness of the recast layer at 1 
A, 1.5 A, and 2 A was found to be 6.21 µm, 7.46 µm, and 
8.20 µm, respectively. The magnitude of the average thick-
ness of white layer is dependent on the pulse energy which 
is a function of pulse current and pulse duration. Since, the 
pulse duration has been kept constant throughout the study, 
the white layer thickness is a function of current which 
serves as the pivotal factor for pulse energy [32]. Due to the 

recast layer, residual stresses buildup and formation of voids 
and micro-cracks take place. Hence, formation of micro-
cracks and voids cannot be avoided in EDM.

In addition to the formation of recast layer and micro-
cracks, there is the presence of globules over the machined 
surface which plays a major role in determining the sur-
face finish. From SEM micrographs, it is clearly visible 
that there is even distribution of globules at lower values 
of current, while there is uneven dispersion of globules 
along with irregular shapes at higher values of current as 
portrayed in Fig. 8. On the surface of cavities machined 
at 1 A, there is uniform distribution of micro-cracks and 
voids, less formation of recast layer, and regular formation 
of small globules. In case of cavities machined at 1.5 A, 
recast layer formation along with micro- cracks and voids 
is more, globules are bigger as compared to that machined 
at 1 A and the continuous surface crack distributed all 
over the surface is clearly visible and seems well adhered 
to the parent metal. While at the current value of 2 A, the 

Fig. 5   Current vs. surface roughness

Fig. 6   Average white layer thickness at (a) 1 A (b) 1.5 A and (c) 2 A

Fig. 7   Current vs. average white layer thickness (AWLT)
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globules are bigger and distorted in shape, more recast 
layer, and discontinuous distribution of cracks and voids 
over the surface.

As the value of current increases, the size of plasma 
channel increases, and the magnitude of surface tension 
increases between the liquid and solid metal part. Due 
to this, more resistive forces come into picture between 
the two phases, and the formation of globules and recast 
layer occurs at the greater extent. In a nutshell, it can be 
attributed that the magnitude of formation of globules and 
AWLT is a function of the surface tension [32]

4 � Conclusions

The fabrication of pentagonal micro-cavities over EN-24 
alloy steel by utilizing polygon cycle approach in die-sink-
ing EDM machining was examined for its performance. 
The influence of current was analyzed on the machin-
ing performance in terms of shape error, surface charac-
teristics, MRR, and TWR. It is found that the removal 
rate of material and wear rate of tool increased when the 
machining current values were gradually increased. The 

Fig. 8   Surface morphology at (a) 1 A (b) 1.5 A and (c) 2 A current
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calculated values of MRR increased from 28.50 (at 1 A) 
to 68.17 × 104 µm3/s (at 2 A), while the TWR increased 
from 6.77 to 18.16 × 104 µm3/s, respectively. The extent 
of formation of white layer seems to increase when the 
current was gradually increased. Thorough examination 
of machined surface characteristics depicted the existence 
of globules, cracks, and voids which generally increases, 
while there is a progressive growth in the current. When 
micromachined at a value of 2 A, discontinuous cracks and 
surface damage were also noted which can be attributed to 
the fact that at higher current, there is a significant rise in 
the spark energy which ultimately leads to greater melting 
and evaporation and production of smoke and bubbles on 
the dielectric surface. As a consequence, cavitation and 
sudden cooling may occur at the surface which could pos-
sibly build up the formation of thicker recast layer and 
rougher surfaces which results in building up of residual 
stresses and micro-cracks.

In an attempt to present promising research, authors 
intend to investigate further to establish process ability to 
fabricate micro-geometries of different shapes on different 
work materials in order to be able to facilitate in the devel-
opment of micro- and nano-scale functional devices, which 
are of greater interest in the modern era of miniaturization.
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Abstract—In today's world, the number of internet services 

and users is increasing rapidly. This leads to a significant rise in 

the internet traffic. Thus, the task of classifying IP traffic is 

essential for internet service providers or ISP, as well as various 

government and private organizations in order to have better 
network management and security. IP traffic classification 

involves identification of user activity using network traffic 

flowing through the system. This will also help in enhancing the 

performance of the network. The use of traditional IP traffic 
classification mechanisms which are based on inspection of 

packet payload and port numbers has decreased drastically 

because there are many internet applications nowadays which 

use port numbers which are dynamic in nature rather than well -

known port numbers. Also, there are several encryption 
techniques nowadays due to which the inspection of packet 

payload is hindered. Presently, various machine learning 

techniques are generally used for classifying IP traffic. However, 

not much research has been conducted for the classification of IP 

traffic for a 4G network. During this research, we developed a 
new dataset by capturing packets of real-time internet traffic 

data of a 4G network using a tool named Wireshark. After that, 

we extracted the inferred features of the captured packets by 

using a python script. Then we applied five machine learning 

models, i.e., Decision Tree, Support Vector Machines, K Nearest 
Neighbours, Random Forest, and Naive Bayes for classifying IP 

traffic. It was observed that Random Forest gave the best 

accuracy of approximately 87%.  

Keywords—IP Traffic Classification; Port Number; Deep 

Packet Inspection; Packet Capturing; Feature Extraction; Machine 

Learning 

I. INTRODUCTION

The significant rise in the number of internet users around 

the world due to lower internet prices and easier access to 
mobile phones and other devices and services has led to an 

exponential increase in the amount of IP traffic that is being 
transmitted globally.  This increase in IP traffic can be 

attributed to the usage of various applications by internet users 

in their everyday lives like Email, World Wide Web, text 
messaging, audio or video calls, and various other internet 

applications. Thus, classifying IP traffic is very essential for the 

internet service providers (ISPs) as well as various government 
and private organizations. IP traffic classification can assist in 

several network management activities like analyzing the 
Quality of Service (QoS) for internet service, diagnosis of any 

fault in the network, etc. It can also help in several network 
security activities like intrusion detection [1]. 

There are several techniques that have been proposed for 

achieving the task of IP traffic classification [2]–[4]. 
Traditional IP traffic classification mechanisms are based on 

port number and inspection of the packet payload [2]. 
However, the use of these techniques has reduced drastically 

nowadays. In port number-based technique, the task of IP 
traffic classification is achieved using well known port 

numbers. The reason for the ineffectiveness of port number-
based technique is that nowadays, there are many internet 

applications (like P2P) which use port numbers which are 

dynamic in nature rather than well-known port numbers. In 
payload-based technique, the packet payload contents are 

analyzed for the task of IP traffic classification. The reason for 
the ineffectiveness of payload-based technique is the use of 

various encryption techniques nowadays for encrypting the 
packet payload, due to which the direct inspection of the packet 

payload is hindered. 

Presently, several machine learning techniques are 
generally used for classifying IP traffic [4]–[17]. However, not 

much research work has been conducted for the classification 
of IP traffic for a 4G network. Thus, in this research work, we 

have employed machine learning based approach to classify IP 
traffic for a 4G network. In machine learning based approach, 

various statistical features, which are independent of the packet 

payload, are utilized in training several machine learning 
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models and then the task of classification of IP traffic is 

achieved by using these trained machine learning models. 

During our research, we developed a new dataset by 

capturing real time internet traffic of a 4G network using a 
packet capturing tool called Wireshark [18]. After this, we 

extracted various statistical features from the captured packets 
using a python script [19]. Then we applied five machine 

learning models, i.e., Support Vector Machine, Decision Tree, 

K Nearest Neighbours, Random Forest, and Naive Bayes to 
classify Email, Instant Messaging, P2P, VOIP, Web Media, 

and WWW applications. It was observed in our research work 
that Random Forest gave the best accuracy of approximately 

87%. The final code and the dataset for our research work is 
available at [20]. 

II. RELATED WORKS

Numerous research works have been carried out for the task 

of classifying IP traffic, considering different types of internet 
applications. Many researchers have proposed various 

classification techniques in this field to classify IP traffic. The 

following subsections describe some of these research works: 

A. Port Number Based Classification

In this technique, first, the ports of the internet applications

are registered in the Internet Assigned Number Authority or 

IANA. Then, the IP traffic is classified using the IANA’s list of 
registered port numbers  [21]. As an example, the port numbers 

for some of the internet applications as registered in IANA are 
given in Table I.  

TABLE I.  IANA ASSIGNED PORT NUMBERS FOR SOME INTERNET 

APPLICATIONS 

Application Port Number 

FTP 21 

Telnet  23 

SMTP 25 

DNS 53 

HTTP 80 

IRC 194 

As discussed in Section I, this technique is ineffective 

nowadays because there are many internet applications (like 
P2P applications) which employ port numbers which are 

dynamic in nature rather than well-known port numbers. 

B. Payload Based Classification

This approach is also known as the Deep Packet Inspection
(DPI) technique. In this approach, the internet traffic packet 

payload contents are analyzed, and the exact signature of the 
known applications is searched. This was the first alternative to 

the approach that was based on port number. This technique 

was developed specifically for P2P applications [22]. But this 
classification technique has many disadvantages, due to which 

it is not widely accepted. Firstly, this approach is not able 

classify the internet traffic for which the signatures are not 

available. Thus, this method involves the continuous updating 
of the signature pattern of new applications. Very costly 

hardware is also required in this approach to search for patterns 
in a packet payload. Since the entire packet payload needs to be 

analyzed in this approach, a very high storage capacity and 
computing power is required. Moreover, nowadays the packet 

payload is encrypted by using different cryptographic 

techniques, due to which the inspection of packet payload is 
inhibited and thus this technique becomes ineffective. 

C. Machine Learning Based Classification

As discussed in Section I, this technique is based on

training a machine learning model using various statistical 
features which are independent of the packet payload and then 

using this trained model to classify IP traffic. A major benefit 
that this approach provides is that the inspection of packet port 

number or packet payload is not required. Presently, several 
machine learning techniques are generally used for achieving 

the task of IP traffic classification [4]–[17]. 

In [10], two datasets named HIT and NIMS were combined 
into a single dataset. They considered the traffic for seven 

different types of internet applications: WWW, DNS, P2P, 
FTP, IM, TELNET and MAIL. Then, SVM, ANN and C4.5 

decision tree were applied for the task of classification of 
network traffic. For this research, the maximum accuracy was 

given by C4.5 decision tree. 

In [5], network traffic classification technique was 

discussed step by step. Moreover, in this research work, a live 

internet traffic dataset was developed by considering DNS, 
WWW, P2P, FTP and Telnet applications. Also, they applied 

Naive Bayes and Bayes Net, C4.5 decision tree and SVM, to 
classify network traffic. For this research, C4.5 Decision Tree 

gave the highest accuracy of 78.91%. However, this research 
work only considered 23 features for the classification process. 

In [11] & [12], a live internet traffic dataset was developed 

with a duration of two seconds and two minutes respectively 
for packet capturing from each application. This research work 

considered eight different internet applications: Web media, 
WWW, instant messaging, FTP data, E-mail, Software 

Updates, P2P & VOIP. New datasets were also developed by 
feature reduction done by feature selection using consistency & 

correlation-based algorithms. Finally, 5 machine learning 

models were applied for classifying IP traffic in these datasets: 
C4.5, RBF, MLP, Naïve Bayes and Bayes Net. It was 

concluded that for these research works Bayes Net had the best 
performance for accuracy & training times in all the 3 datasets. 

In [13],   a flow based traffic classification is done. E-mail, 
WWW, CHAT, FTP, Instant Messaging, VOIP and P2P 

applications were considered for developing an internet traffic 
dataset. They created two different types of datasets one with 

all the features and other with reduced features.  Further, for 

IP-traffic classification they used C4.5, K-Nearest Neighbor, 
Naive Bayes, RBF and Bayes Net machine learning models. 

Bayes Net & C4.5 were the most accurate ML algorithms for 
the task of classifying IP traffic as proposed by this paper. 
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However, none of the previous research works have used a 

dataset generated on 4G network. Moreover, most of these 
research works are focused on only the classification, thus 

lacking practical applications. The analysis on most prominent 
features can have various practical applications in areas such as 

network management and security. 

III. PROPOSED APPROACH AND EXPERIMENTAL DESIGN

The steps followed for the implementation of our research 
work are shown is Fig. 1. All these steps and the performance 

measures used are discussed in the following subsections. 

Fig. 1. Steps followed for implementation 

A. Internet Traffic Data Collection

For the purpose of our research work, we developed a new

dataset by capturing real time internet traffic data of a 4G 

network using a popular packet capturing tool called 
Wireshark. The source and destination ports have to be IPv6 

addresses in order to determine if the obtained network is 4G. 
Some other popular packet capturing and analyzing tools 

available are tcpdump [23] and tshark [24].  

We captured internet traffic data for a duration of 30 

seconds for six types of applications: Email, Instant Messaging, 

P2P, VOIP, Web Media and WWW applications by connecting 
to a 4G network using hotspot from mobile data. In Table II, 

we have given all the applications that we considered for 
capturing packets for all the traffic classes mentioned before. 

The internet packets captured during this step were saved in 
.pcap format. 

TABLE II.  APPLICATIONS CONSIDERED FOR EACH TRAFFIC CLASS 

Traffic Class Application 

Email Gmail, Hotmail and Yahoo Mail 

Instant Messaging 
Whatsapp, Facebook Messenger, 

Microsoft Teams, Discord, Skype 

P2P UTorrent  

VOIP 
Google Meet, Zoom, Microsoft 

Teams, Discord, Skype 

Web Media Youtube, Coursera, Udemy, etc 

WWW 

Various websites visited using 

Google Chrome and Mozilla 
Firefox 

B. Feature Extraction

After the packets were captured in a PCAP file format

using Wireshark, the packets were categorized into their 
respective flows. A flow is a series of packets exchange for a 

single application which can be identified by packets having 

the same Destination & Source IP address & ports and 
protocols. Flows are bidirectional in nature and the forward 

direction is identified by the first packet in the flow. This was 
done to group packets  that were of the same type so that flow 

features could be extracted which could be used to train the 
model. The features for each flow were extracted using a 

python script [19] by using the inherent information present in 

the captured PCAP file. For example, a feature named flow 
duration for a particular flow was calculated by measuring the 

time difference between the first and the last packet for that 
flow. Similarly, a total of 65 features were extracted for each 

flow. Some of these features are given in Table III. Features 
which are labelled to be bidirectional in the table mean that 

they are obtained for each direction in the communication. 

Otherwise, only one feature is extracted for each sender and 
receiver communication. 

TABLE III.  SOME OF THE EXTRACTED FLOW FEATURES 

Feature  Bidirectional  

Flow Duration Yes 

Inter-Arrival time for packet  No 

Average Packet Size Yes 

Forward Packets per flow No 

Backward packets per flow No 

Download-Upload Ratio Yes 

Max Forward inter-arrival time No 

Total Number of packets per flow Yes 

Max Backward inter-arrival time No 

C. Data Preprocessing

After the extraction of flow features from the PCAP file,
static features like Source and Destination IP addresses and 

ports were removed before training the model. Also flows 
containing only a single packet were removed as features like 

inter-arrival time require at least 2 packets in a particular flow 

for their calculation. Thus, features were calculated for 1899 
flows. After this, the dataset was scaled using Standard Scaler 

to standardize the data so that no feature might dominate over 
other features while classification of the packets. A train-test 

split ratio of 3:1 was done for training and testing the model. 

D. Model Training

The preprocessed data was now used to train the various
machine learning algorithms present in the scikit-learn library 

[25]. The models used for the purposes of this research are 
Support Vector Machines, Decision Tree, K Nearest 

Neighbours, Random Forest and Naive Bayes algorithms. The 
trained models were now used to classify the packets into their 
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respective labels to identify the user activity. The final code 

and the dataset for our research work is available at [20]. 

E. Performance Measures

The evaluation of the various models were done on the

following measures: Accuracy, Precision, Recall, F1-Score and 

Training Time. A brief description of these performance 

measures is given below [26], [27]: 

1) Accuracy: Accuracy tells us about how much our
prediction is right.



2) Precision: It is basically the total positive predictions

upon total values predicted which are there in the
positive class. It gives us the measure of how correct

the classifier is.



3) Recall: It gives us the measure of completeness of a

classifier. It is calculated as follows:



4) F1-score: It is given by the following formula:



It basically gives us a balance between precision and 
recall. 

5) Training Time: It is the time required for training the
algorithm.

IV. RESULTS & OBSERVATIONS 

The accuracy and training time of all the algorithms are 

shown in Table IV and are represented graphically is Fig. 2 and 
Fig. 3 respectively. 

Fig. 2. Accuracy of all algorithms 

Fig. 3. Training T ime of all algorithms 

TABLE IV.  ACCURACY AND TRAINING TIME OF ALL ALGORITHMS  

Algorithm Accuracy (%) Training Time (s) 

Naive Bayes 47.57 0.0099 

Random Forest  87.15 0.17424 

Decision Tree 83.00 0.2725 

KNN 69.00 0.0005 

SVM 69.00 0.08633 

From Table IV and Fig. 2, it is clear that the accuracy of 
Random Forest is highest (i.e. 87.15%) among all the used 

algorithms. We can see from Table IV and Fig. 3 that the 
training time of random forest is highest and the training time 

of KNN is lowest among all the algorithms. Fig. 4, 5 and 6 

show the precision, recall and f1-score values respectively that 
we calculated for different internet applications for the three 

most accurate algorithms i.e. Random Forest, Decision Tree 
and SVM. From Fig. 4, 5 and 6 it is evident that Random 

Forest algorithm gives best precision, recall and f1-score values 
for most of the internet applications as compared to other 

algorithms. 

The features that were given the most importance were 
Maximum backward inter-arrival time, Max forward inter-

arrival time and Download-Upload ratio for the classification 
according to the Random Forest classifier.  

Fig. 4. Precision for three most accurate algorithms for different internet 

applications 
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Fig. 5. Recall for three most accurate algorithms for different internet 
applications 

Fig. 6. F1-score for three most accurate algorithms for different internet 
applications 

V. CONCLUSION AND FUTURE EXPANSION

During this research, a new dataset was created from 

packets captured using Wireshark from various sites on a 4G 
network. From the captured packets, 65 implicit features were 

extracted by using a python script by dividing the packets into 
various flows. After this, the dataset was preprocessed, and this 

dataset was used to train 5 different ML classifiers. Then these 
models were used to classify packets for their corresponding 

user activity.  

By comparing all the performance measures, it was 
observed that the Random forest classifier was the best choice 

for the task of IP traffic classification among all the classifiers 
used in this project. Also, the most relevant features used for 

classifying the IP traffic i.e., maximum forward and backward 
inter-arrival times and Download-upload ratio, were identified 

by using the Feature Importance method in Random Forest. 

These features can have practical applications for future 
research works related to areas such as network management 

and security. 

During this research, the dataset was generated by 

capturing packets on only 2 devices. For creating a more 
relevant dataset, the capturing process can be done at different 

environments like offices, college campus, residential facilit ies 
etc. This research can also be extended to other user activities 

other than the ones used in this research. Also more 

sophisticated algorithms like Neural Networks may provide 
better results for this classification. 
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ABSTRACT 

Human biofield refers to the Electromagnetic (EM) field emitted by the human body. This radiation is a very 

faint one. This paper studies the various instruments used for its detection, i.e., Dipole Antenna, Lecher 

Antenna and Frequency Wave Detector (FWD). After establishing FWD as better method of EM radiation 

measurement, the best configuration of measurement using a FWD is studied.  The study is concluded by 

reviewing EM distribution throughout the human body and previous studies in the Biofield domain is carried 

out. Reviewing all these factors highlight the capabilities of using human biofield as a complementary and 

alternative medicine (CAM). 
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INTRODUCTION  

 

Human body involves physiological and biological interactions within itself and with its 

surroundings. This leads to exchange in energies amidst environment and humans. This 

biochemical exchange of energies is termed as 'biofield' [1][2][3]. Further analysis shows the 

presence of Electromagnetic (EM) field. This radiation is also called aura [4]. These EM 

radiations are present in different characteristic frequencies and independent intensities [5][6]. 

Such EM radiations show the presence of electric currents in our bodies. There is a huge scope of 

use cases for biofield in various medical fields which have been studied in the subsequent 

sections. It enables us to perceive humans' spiritual, mental and physical states in a more visual 

manner [7]. 

ELECTROMAGNETIC ASPECT OF BIOFIELD 

The generation of EM fields by the human body requires detailed study of the EM field. There 

are two categories of EM fields, the first one is high frequency oscillating and coherent EM field 

and the other one has two aspects: the Frolich field, and the Popp photon field. The Frolich field 

is a microwave to MHz to a lower frequency range coherence. The second one is visible/near 

ultra-violet/infrared diffuse fields. The Frolich field has been observed but at lesser frequencies 

than predicted. The pop field is supported by observations of the statistical coherence of 

biophotons. Our current examination of biofields proves the need to go beyond classical physics 

and biology. EMFs or quantum and quantum-like processes [8] and other coherent states may be 

the carriers of biofields. 

INSTRUMENTS USED FOR MEASURING BIOFEILD 

The EM field consists of two components, namely the electrical and magnetic parts. It is 

accompanied by a self-propagating wave. The wave is periodic in fashion and thus has its own 
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characteristic frequency, amplitude and wavelength. For the purposes of this study, we need to 

measure most importantly the frequency of EM wave. The three most common devices used for 

measuring EM frequencies of biofield radiation are, Dipole Antenna, Lecher Antenna and 

Frequency Wave Detector. 

 

Dipole Antenna 

A dipole antenna is the most widely used antenna class. They can be used on their own, and as a 

part of some other antenna class as well. They can be used in broadcasting, radio communication 

and in many similar fields. 

In ultra-high field MRI, dipole antenna has many advantages over conventional designs. The 

fractionated dipole antenna is now being used; it is a new device that is used for body imaging at 

7 Tesla. In this antenna, the legs of the dipole are split into segments, interconnected by inductors 

or capacitors [9]. 

A study has been done on the length of dipole antenna using numerical simulations. In this study, 

an optimal design has been developed and compared with the previous design, the single side 

adapted dipole (SSAD). 

 

Lecher Antenna 

The lecher antenna is an advanced electronic instrument used for manual measurements in the 

biofield domain. It allows the use of the biological sensitivity of a man to measure even the most 

subtle electromagnetic biofields. 

During the last forty years, the antenna enabled to discover both the presence of biologically 

interesting natural electromagnetic fields and the specific vital frequencies nourishing and spread 

by each human organ [10]. A skilled operator with the antenna can measure accurately their 

intensity on each polarity separately, obtaining in this way the best information about the 

biological effects of electromagnetism on the vital processes. With this instrument, 

electromagnetic field surrounding the human body could be detected. 

 

Frequency Wave Detector 

The frequency wave detector is commonly used for the purposes of EM radiation detection of 

human aura. The human body releases EM radiation which can be easily picked up by the 

detector [5]. It is a hand-held device which is equipped with a specially tuned antenna and is used 

as a frequency meter [11]. 

The tuning is done such that an accurate reading as well as a real-time reading of the aura 

frequencies at the testing points. Due to the weak nature of aura signals, the frequency wave 

detector is retrofitted with a highly sensitive synchronous detector and a filter module which is 

able to block out random noise [11]. It operates in the Gigahertz and Megahertz frequency range. 

Several studies were conducted using the above-mentioned instrument where the study was 

conducted in the Gigahertz range for the purposes of frequency measurement [12]. 

One of the first studies that is reviewed was conducted by Kadir, R. S. S. A., et al. It involved a 

total of 115 patients who were a part of the National Stroke Association of Malaysia (NASAM) 

[13]. A total of 16 measurements is taken from the left and right side of the body. The second 

study reviewed which uses a frequency wave detector involved 41 participants. Out of the forty-

one participants, there were a total of thirty-one patients ailing from kidney diseases and the rest 

were non-kidney disease patients. For the patients with kidney diseases, the measurements were 

taken twice, before and after the hemo-dialysis. For maintaining accuracy, three readings were 

taken at each point [14]. The third study which was reviewed, involved taking measurements on 
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16 points around the human body. There are eight points of measurement, each on the left-side 

and right-side. Data is also collected from the seven points of the chakra system [15]. 

Configuration of frequency wave detector 

To obtain the proper configuration for measurement of biofield frequencies from an 

electromagnetic detector, A. Jalil et Al. conducted a study [12]. 10 healthy participants (5 male 

and 5 female volunteers) in the age group of 26-38 years took part in this study. The participants 

were placed in an air-conditioned room where they were made to stand in a comfortable spot. To 

avoid any discrepancies, background frequencies in ambient conditions were noted both after and 

before the measurements [16] and all the measurements taken from the participants were done at 

the same place. Measurements were taken from all the seven chakras. 

The frequencies were noted at distances ranging from a centimeter to 10 centimeters at each point 

of measurement. Lengths of the antenna were adjusted from the first to the seventh segment. This 

selection was shortened to the length of the antenna being in the third, fifth and seventh segment, 

and a distance of 1 cm, 5 cm and 10 cm was chosen as they signify the lower, center and upper 

position of the setup. Boxplot analysis was done for the measurements satisfying these 

parameters. 

From the measurements taken, males and females yielded 37 and 22 outliers respectively. Most 

of them were from distance of 10 cm and the antenna adjusted for the third and fifth segment. 

Though readings at 1 cm and 5 cm and antenna segments 5 and 7 provide more stable and 

reliable frequency reading. The lowest frequency standard deviation occurs at 1 cm and the 

highest occurs at 10 cm. In conclusion, measurements are best performed at distances of 1 cm 

and 5 cm with the antenna adjusted for the fifth and seventh segment. Thus, making body 

radiation wave detector a suitable option for detecting human biofield frequencies. 

FREQUENCY DISTRIBUTION OF BIOFIELD IN HUMAN BODY 

Based on a study conducted by A. Jalil et Al., where a total of 33 participants (17 male and 16 

female participants) in the age group of 19-26 years took part. The measurements were taken at 

the seven chakra points sixteen other points on both the left and right side of the body. The 

experimental setup involved an anechoic chamber which was temperature-controlled chamber at 

23 ± 2°C where the floor had a stationary ferrite stand. Movement of subject was limited. 

Background frequencies were measured prior to and after [16] the experiments were conducted 

for the purposes of generating usable data. All this was done for the purposes of reducing the 

effect of environmental frequencies. 

 
Fig. 1 Chakra positions 
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The chakra positions of the human body are represented using Fig. 1. The first part of the study 

[11] involved analyzing human radiation frequency at the seven Chakra points and the 

abovementioned sixteen points. Boxplot analysis was made use of for this study. Fig. 2,3 and 4 

displays distributions of biofield frequencies. Individual analysis of the data shows the frequency 

distribution of radiation at chakra, left and right side of the bodies of females and males differ. 

Males have higher frequency ranges than females in the left and right-side boxplot distributions. 

The maximum difference frequency distribution was observed at R6 and L6 for males and 

females with a difference of 33.58 MHz and 31.41 MHz respectively. The left side generates a 

48% mean frequency distinction while the left side generated 52%. 

 
Fig. 2 Chakr a 

 
Fig. 3 Left side 

 
Fig. 4 Right side 
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Furthermore, a scatterplot analysis was used to analyze the relationship of frequency distribution 

between females and males. Fig. 5,6 and 7 shows the non-overlapping data for all points of 

measurement between males and females. For almost all groups on the left and right side has 

moderate positive correlation, but the CG chakra group displays a curvilinear relationship. Fig. 8 

and 9 displays for chakra groups its individual scatterplots for both males and females, this is 

done to establish the strength of relationship between the variables. Males as whole participant 

has moderate relationship, meanwhile for females it was a blob-type arrangement (weak linear 

relationship). The relationship between the chakra groups was found using the Pearson product 

moment correlation coefficient, which establishes linear correlation. An example of this in this 

study is the correlation factor between CD and CC for males and females which was r = 0.63 and 

ϼ=0.007, and r = 0.15 and ϼ=0.58 respectively. 

 

Fig. 5 Chakra 

 

 
Fig. 6 Left side 

 
Fig. 7 Right side 
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Fig. 8 Male 

 
Fig. 9 Female 

 

Thus, males are seen having higher frequencies ranges of biofield than females and, males and 

females have a difference relationship of frequency emission. 

 

TABLE 1: prior studies on biofeild 

References Number of Applicants Medical Studies 

Alexandrova et 

al. (2003a) 

[17] 

247 out of the 303 total participants were 

observed to suffer from bronchial asthma, the 

remaining 56 patients were healthy. 

Bronchial 

asthma patients participated 

in experimental analysis. 

Gimbut et al. 

(2004) [18] 

The number of applicants in this analysis was 

20. 

Experimental analysis was 

done on factors responsible 

for 

uterus imbalance. 

Alexandrova et 

al. (2003c) 

[19] 

The number of applicants in this analysis was 

43. 23 out of 43 were seen to be having 

allergic reactions and the remaining 20 were 

healthy. 

Allergic 

reaction risk was calculated 

using experimental analysis. 
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References Number of Applicants Medical Studies 

Gedevanishvili 

et al. (2004) 

[20] 

The number of applicants in this analysis was 

57. 

22 out of the 57 were suffering from lung 

cancer and the remaining 35 are suffering 

from breast cancer. 

 

Patients suffering from 

breast and lung cancer 

undergoing radiotherapy 

treatment participated in 

experimental analysis for 

their optimal assessment. 

Alexandrova et 

al. (2003b) 

[21] 

The number of applicants in this analysis was 

87. 30 out of the 87 were suffering from 

chronic viral hepatitis while 25 out of 87 were 

ailing from chole-lithiasis and the remaining 

32 out of 87 are ailing with primary 

Biliary dyskinesia. 

Patients suffering from 

Chronic 

viral hepatitis undergoes 

experimental analysis. 

Gagua et al. 

(2004) [22] 

The number of applicants in this analysis was 

347. 249 out of 347 were cancer patients and 

rest were in the control group. 

The state of a cancer patient 

is determined using 

experimental analysis. 

Krashenuk et 

al. (2006) [23] 

The number of applicants in this analysis was 

21. 

Experimental analysis of 

monitoring the 

therapeutic effect. 

Gagua et al. 

(2004) [22] 

The number of applicants in this analysis was 

347. 109 out of the 347 were suffering from 

lung cancer while 140 out of 347 were ailing 

from breast cancer and the remaining 98 were 

in the control group. 

Statistical analysis is done 

on patients suffering from 

breast and lung cancer and 

healthy people by analyzing 

their biofield. 

 

Table I lists the various studies that have been carried out in the domain of biofield analysis. 

 

METHODS FOR BIOFEILD ANALYSIS 

Based on the research efforts that have already been conducted in the Biofield domain, there are 

multiple methods to measure and analyze the biofield of a human or any living object for that 

matter: 

 BiopulsarReflexograph. 

 Aura color space visualizer algorithm. 

 Quantum resonance magnetic (QRM) analyzer. 

 

BiopulsarReflexograph 

It is one of the most accurate ways of identifying problems with bodily functions and organs 

using aura/biofield as the method of measurement. Its main function is that of energy 

measurement of the human body which is done by generating results in the form of activities of 

chakras and various graphs of the organs. It also generates the aura image of the entire body. 

Different organs of our body, consciousness, subtle energy centers, and meridians have a 

connection to the different reflex-zones (certain parts of hands). The Biopulsarreflexograph 

method makes use of this concept and then takes energy readings from each reflex zone. The 
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frequencies of the energy readings are then represented using various color codes. This helps in 

visualizing the human biofield/aura. 

The instruments involved in this method are useful for giving an overall preview of a human’s 

health on the basis of its built-in software. These readings provide the energy readings of the 

chakras along with a list of organs that are associated with each chakra. Graphical representation 

of every organ’s energy level is provided by the built-in software functionality. These are then 

compared to threshold values already mentioned in the software. If the result is lower than the 

threshold value, it is an indication of present or is a future prediction of illness that might occur 

within that region (organ). 

Comparing these results to already available traditional medical reports one can observe high 

accuracy of about 85% [24]. 

 

Aura color space visualizer algorithm 

The electromagnetic radiation emitted from the human aura lies outside the visible range, hence 

to observe such results we need to method to represent aura in a human interpretable form which 

will help in analyzing results and also to observe patterns [25]. 

One way of doing this is by using the aura color space visualizer algorithm which is an image-

processing method used for the purposes of human bio-field detection. 

Since aura isn’t visible to the naked eye, we have to define a new color model. To satisfy this 

requirement, this algorithm maps the dominating pixel values with visible RGB values which 

makes it visible. This method is formally known as the pixel manipulation method. 

The measurement setup to execute the given method is relatively cheaper as its major 

components of expenditure are only the camera, software, and a light source. The accuracy of this 

method has been calculated as a percentage of the number of correct results to total records. After 

studies carried out by [24]they received 63% accuracy based on their study carried out in static 

laboratory environments. 

Barring the advantages of using this method, we have a few disadvantages too, one is a limitation 

of being incapable of providing precise results and the lack of a standard scale of measurement 

[24]. 

The future scope of improvements lies in applying several image processing techniques such as 

image enhancement and transformation techniques for obtaining better results. 

 

Quantum Resonance Magnetic Analyzer 

The health condition of a person can be also determined through the emission of the EM waves of 

the human body using a QRM analyzer. 

QRM analyzer analyses the health condition of a human body by measuring the EM radiations 

from the human body. It both measures and analyses the radiations. These radiations are emitted 

during cell regeneration. 

The QRM analyzer used by Chhabra et al. in their studies [24], analyses 36 parameters in 60 

seconds. It also has amplification techniques that are built-in along with a microprocessor that 

calculates input signals to a standard quantum spectrum. The microprocessor makes use of the 

Fourier series and can thus identify over 30 different functionalities of the human body such as 

liver, kidney, brain, etc. 

The level of condition is represented by a color scale where; red - very low, yellow – low, blue – 

tolerated and green – well. 
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CONCLUSION 

This paper has successfully studied the various methods of biofield detection, and also 

established the best configuration for human biofield using FWD based on previous studies. 

These involved boxplot analyses based on several sets of measurements. Future studies can be 

done in the field of biofield making use machine learning, such that greater datasets can be 

analysed at ease and more conclusive studies can be done such that we can use biofield as a 

complementary and alternative medicine. 
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A B S T R A C T   

This contribution proposes a technique for leakage power reduction in Dual Mode Logic (DML) circuits by 
incorporating Gated Leakage Transistor (GLT). The resulting circuits are named as GALEOR with Dual Mode 
Logic (GDML). Further, GDML design is extended by including a footed diode transistor, the design so obtained is 
referred to as GALEOR with Dual Mode Logic with footed diode (GDMLD). The analysis is done using footed type 
A and type B DML gates, resulting in GDML and GDMLD variants referred to as GDML-TA, GDML-TB, GDMLD-TA 
and GDMLD-TB. Two input NAND and NOR gates along with a full adder and a 2-bit multiplier circuit are used to 
investigate the proposed techniques at 90 nm and 45 nm technology nodes in both static and dynamic mode 
using SymicaDE tool. Analysis of leakage power reveals that its value increases with technology scaling. Average 
leakage power saving is 44.69%-74.11% for GDML and 67.18%-90.76% for GDMLD in static mode. Similarly, in 
pre-charge phase of dynamic mode, this value varies from 5.47%-28.22% for GDML and 14.55%-77.51% for 
GDMLD. For evaluation phase, average leakage power saving of 44.69%-74.11% for GDML and 67.18%-90.76% 
for GDMLD is achieved. Analysis of delay reveals that both the techniques increase delay of the design while 
providing significant leakage power saving.   

1. Introduction 

Aggressive technology scaling in recent years has led to the devel
opment of high-performance devices. However, this comes at the cost of 
increased power in the designs [1]. Power can be divided mainly into 
two types- Static and Dynamic power [2]. In CMOS designs, different 
types of leakage constitute static power and dynamic power consists of 
switching, short circuit and glitching power [1]. To minimize power 
consumption, efforts are made to propose various techniques [3-30]. 
These power reduction techniques can be broadly categorized into two 
categories based on two major principles. The first category is based on 
the principle of controlling the power supply of the design [3-18] and 
the second category of techniques employ logical effort approach 
[19-23]. The adiabatic logic [3-9] falls under first category and uses 
power clocks in place of constant DC source. It minimizes energy dissi
pation by slowing down the charging and discharging of a node. It has an 
additional property of energy recycling from the circuit to the 
power-supply by using specially designed power-clock generator [3-9]. 
Multiple supply voltage design [10-13] and subthreshold region oper
ation [14-16] are also representatives of first category which work on 
employing dual power supply and reduced power supply respectively. 

Dual supply voltage or dual VDD [10] technique assigns different supply 
voltages to different paths in the design depending on the criticality of 
the path. Low supply voltage is assigned to non-critical paths and high 
supply voltage to critical paths using algorithms so that the performance 
is not compromised. Subthreshold transistor operation [14-16] is 
another technique that involves MOSFET operation in subthreshold re
gion where the supply voltage is reduced to a value less than threshold 
voltage. Power gating [17-18] is yet another technique of first category 
wherein the connection to power supply ceases to exist in sleep mode. 
This technique uses additional transistor(s) and sleep signals for proper 
operation. The second classification involves optimizing the size of 
transistors in a design using a mathematical model at circuit level, 
referred to as logical effort [19-23], which greatly reduces power. Till 
90 nm technology node, dynamic power dominates the total power 
consumption but with the advent of technology scaling, there is an in
crease in leakage power due to smaller feature size and threshold voltage 
reduction [2].So, it necessitates the development of leakage control 
techniques to address the issue of leakage power. Substantial research 
has already been done to devise such techniques for different logic 
families [24-30]. 

Apart from this, there is an urgent need for alternative logic styles 
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which can satisfy both energy and performance requirements of the 
design. DML family is one such design alternative which allows two 
operational modes-static and dynamic in a design [31]. The logic can be 
implemented using two topologies- type A and type B-both of which can 
operate in static and dynamic mode. Low power consumption is ach
ieved in static mode and the dynamic mode exhibits high performance 
[32]. Its structure includes a static CMOS gate with an additional PMOS 
transistor for type A and NMOS transistor for type B. 

Limited study has been conducted to reduce leakage power [33-37] 
in the context of DML circuits. Two leakage control techniques are 
mainly used to control total power consumption in DML. First technique 

is power gating approaches- sleep, sleepy stack and dual sleep- which 
have been studied, mainly for basic DML gates- NOT, NAND and NOR 
and sequential designs in both type A and type B topology [33-36]. 
Second approach employs multi-threshold concept where the effect of 
variation of threshold voltage of additional transistor on leakage is 
investigated in type A NOR and type B NAND gate [37]. In power gating 
technique, sleep transistor incurs additional overhead of control signals 
and appropriate timing to generate sleep signal [33]. The 
multi-threshold concept requires identification of transistors whose 
threshold is to be modified. To alleviate these drawbacks, this paper 
introduces GALEOR (GAted LEakage TransistOR) technique to combat 

Fig. 1. Dual Mode Logic topologies: (a) Type A [40] (b) Type B [40] (c) Footed Type A [40] (d) Footed Type B [40]  

Fig. 2. DML unfooted (a)type A NAND gate (b) type B NAND gate (c) timing waveform of 2-input type A(TA) and type B(TB) NAND gates in static mode (d) timing 
waveform of 2-input type A(TA) and type B(TB) NAND gates in dynamic mode at 27 ◦C 
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leakage in footed DML circuits [38]. GALEOR is a self-controlled tech
nique which employs GLTs to reduce leakage and it avoids any addi
tional circuitry to control GLTs [30]. 

The organisation of the paper is as follows: section 2 gives an over
view of DML architecture, types of DML designs and the associated 
leakage mechanism. In section 3, the proposed GALEOR based DML 
logic and GALEOR with footed diode [39] approach along with associ
ated leakage equations is explained. Section 4 states the simulation re
sults for 2-input GALEOR with DML type A and type B NAND and NOR 
gate (GDML-TA-NAND2, GDML-TA-NOR2, GDML-TB-NAND2, 
GDML-TB-NOR2). This section further includes delay analysis of pro
posed approaches, simulation results for 2-input GALEOR with footed 
diode transistor for type A and type B NAND and NOR gates 
(GDMLD-TA-NAND2, GDMLD-TA-NOR2, GDMLD-TB-NAND2, 
GDMLD-TB-NOR2), effect of load capacitance, full adder and 2-bit 
multiplier design and subsequently, the conclusion of the paper is 
placed in section 5. 

2. Overview of DML architecture 

Dual mode logic family, proposed in [32], allows two modes of 
operation with the help of a mode signal-Static and Dynamic mode. The 
static mode provides the benefit of energy saving and dynamic mode 
assures high performance. A conventional DML gate is obtained by 
attaching a pre-charge (Mpre) / pre-discharge (Meval) transistor to a static 
CMOS gate. This logic family has two variants-unfooted and footed 
structure, as shown in Fig. 1. 

2.1. Unfooted DML design 

The unfooted DML design consists of PUN and PDN with an extra pre- 
charge/pre-discharge transistor. It can be implemented via two topol
ogies- Type A and Type B as shown in Fig. 1(a-b). An additional pre- 
charge transistor (Mpre) and pre-discharge (Meval) transistor is added 
at the output of a conventional CMOS gate for type A and type B to
pology respectively. DML based unfooted type A NAND and type B 
NAND gates are shown in Fig. 2 (a-b). The working of unfooted type A 
NAND and type B NAND is illustrated through timing waveforms 

Fig. 3. DML footed (a)type A NAND gate (b) type B NAND gate (c) timing waveform of 2-input type A (TA) and type B (TB) NAND gates in static mode (d) timing 
waveform of 2-input type A(TA) and type B(TB) NAND gates in dynamic mode at 27 ◦C 
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obtained in SYMICA DE using PTM BSIM 90 nm technology parameters. 
The output in static mode is depicted in Fig. 2 (c) where the mode signal 
is kept at logic HIGH (LOW) for type A (type B). It may be observed that 
the output matches with the functionality of NAND gate. For dynamic 
mode, a clock signal is used as MODE signal which permits two phases of 
operation -pre-charge (pre-discharge) and evaluation for type A (type 
B). The output node is charged to VDD (discharged to ground) using 
Mpre (Meval) transistor in type A (type B) topology in pre-charge (pre- 
discharge) phase. In evaluation phase of dynamic mode, the applied 
inputs decide the state of output in both type A and type B designs. The 
output in dynamic mode is placed in Fig. 2 (d) where a clock signal is 
applied so that evaluation in both type A and type B designs is performed 
simultaneously. It may be noted that the outputs for both the circuits are 
same in evaluation phase and conform with NAND functionality. Thus, 
DML, as its name suggests, has the capability of operating in two modes 

by varying the MODE signal in two different topologies [31]. 

2.2. Footed DML design 

Footed DML gates are implemented by using footer transistor in type 
A and header transistor in type B along with the pre-charge and pre- 
discharge transistor as shown in Fig. 1(c-d). The footed design for type 
A consists of an additional NMOS transistor (Mnfoot), placed between 
Pull Down Network (PDN) and ground. Similarly, for type B, this 
structure includes an additional PMOS transistor (Mpfoot) between Pull 
Up Network (PUN) and supply voltage [40]. DML based unfooted type A 
NAND and type B NAND gates are shown in Fig. 3 (a-b). The working of 
footed type A NAND and type B NAND is illustrated through timing 
waveforms obtained in SYMICA DE using PTM BSIM 90 nm technology 
parameters. The output in static mode is depicted in Fig. 3(c) where the 

Fig. 4. GDML footed (a)type A NAND gate (b) type B NAND gate (c) timing diagram of proposed approach in 2-input NAND gate at 27 ◦C  
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mode signal is kept at logic HIGH (LOW) for type A (type B). The 
additional footer(header) transistor is turned on in type A (type B) in 
static mode. It may be observed that the output matches with the 
functionality of NAND gate. For dynamic mode, a clock signal is used as 
MODE signal which permits two phases of operation -pre-charge (pre-
discharge) and evaluation for type A (type B). The output node is 
charged to VDD (discharged to ground) using Mpre (Meval) transistor in 
type A (type B) topology in pre-charge (pre-discharge) phase. In evalu
ation phase of dynamic mode, the applied inputs decide the state of 
output in both type A and type B designs. The output in dynamic mode is 
placed in Fig. 3 (d) where a clock signal is applied so that evaluation in 
both type A and type B designs is performed simultaneously. It may be 
noted that the outputs for both the circuits are same in evaluation phase 
and conform with NAND functionality. Thus, DML, as its name suggests, 
has the capability of operating in two modes by varying the MODE signal 

in two different topologies [31]. 

2.3. DML leakage current analysis 

This section investigates the presence of leakage current in footed 
DML designs by considering DML type A and type B NAND gate as shown 
in Fig. 3(a-b). In footed type A NAND gate, the pre-charge transistor 
(M1) is in off for static mode. Depending on the inputs applied, some 
amount of leakage current exists in the off transistors and also in the off 
pre-charge transistor(M1). This creates a path for a current to flow from 
supply to ground. Similarly, in pre-charge phase of dynamic mode, 
transistor M1 is used to charge the output to VDD irrespective of the 
inputs applied. Ideally there should not be any current flowing in PDN as 
transistor M2 is off but due to leakage in off transistors, leakage current 
flows from supply to ground. During evaluation phase, the leakage 

Fig. 5. GDMLD footed (a)type A NAND gate (b) type B NAND gate (c) timing diagram of proposed approach in 2-input NAND gate at 27 ◦C  
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current exists in off transistors and is dependent on the inputs applied. 
Similar analysis can be done for footed type-B NAND gate in static and 
dynamic mode. The only difference is that in static and dynamic mode, 
additional leakage exists because of the pre-discharge transistor (M1). 

3. Proposed approach 

In this section, leakage reduction GALEOR technique is proposed for 
designing DML footed circuits, termed as GDML. Further a diode footed 
transistor is incorporated in GDML design and is referred to as GDMLD. 

3.1. GALEOR based DML Logic 

The proposed GDML based footed type A NAND gate is illustrated in 
Fig. 4(a), here two gated leakage transistors (GLTs)- GLT1 and GLT2 are 
inserted between PUN and PDN. The drain and gate terminals of each 
GLT are connected. The output is obtained from the connected source 
terminals of the two GLTs, and a pre-charge transistor (M1) is attached at 
the output node. These two transistors reduce leakage by introducing 
stacking effect in the design. When the MODE signal is HIGH (static 
mode), transistor M1 is off and M2 is on. The switching of GLT1 and 
GLT2 is dependent on the voltages at node N1 and N2. To elucidate the 
operation, the timing waveforms are shown in Fig. 4(c). When all inputs 
are HIGH, all PMOS transistors (TP1 -TPk) are turned off, resulting in low 
potential at node N1 (VN1). This makes transistors GLT1 off which leads 
to an increase in the resistance in the path from supply to ground and 
eventually, leakage current reduces. If all the inputs are LOW, all the 
NMOS transistors except M2 are turned off. Now the voltage at node N2 
(VN2) is closer to supply voltage which makes transistor GLT2 off and 
decreases leakage current. 

Further, the leakage currents for DML and GDML are also shown in 
Fig. 4(c). The leakage current is observed as 0.37nA (5.06 nA) and 0.53 
nA (11.72 nA) for all inputs low (high) for GDML and DML gates which 
confirms the proposition. The leakage current is dependent on the inputs 
applied. In pre-charge phase of dynamic mode (MODE=LOW), the 
output node is charged to HIGH level. The applied inputs don’t affect the 
output but the leakage current is dependent on the inputs applied. When 
the MODE signal goes HIGH or during evaluation phase, the output node 
will be charged or discharged depending on the applied inputs. Consider 
when all inputs are LOW, the output node will be charged. One of the 
GLT (GLT2) would be in off state which would increase the resistance of 
supply to ground path. Similarly, for inputs HIGH case, the low voltage 
potential at node N1 makes GLT1 off, as a result the number of OFF 
transistors from supply to ground is increased therefore more leakage 
reduction is achieved. The proposed GDML based type B NAND is shown 
in Fig. 4(b) and the leakage mechanism is same as that of GDML type-A 
NAND gate. 

3.2. GALEOR based DML Logic with footed diode 

GDMLD circuits are obtained by placing a footed diode transistor 
above the ground terminal in both type A and type B topology designs. 
The GDML circuit of Fig. 4(a-b) is modified by adding an NMOS diode 
transistor(D1), with its gate and drain terminals connected above the 
ground terminal. The resulting type A and type B GDMLD circuits are 
shown in Fig. 5. This configuration results in further leakage reduction 
by introducing stacking effect [30]. Here the mechanism behind leakage 
reduction is same as in the case of GDML circuits of type A and type B 
topology, both in static and dynamic mode. Further, the leakage cur
rents for DML and GDMLD are also shown in Fig. 5(c). 

3.3. Equations for leakage power 

Leakage power is prominently due to subthreshold current [2]. 
Leakage power, Pleakage due to subthreshold current is given by equation 
1 [2]. 

Pleakage = Isubthreshold ∗ VDD (1)  

where VDD is power supply and Isubthreshold is leakage current given by 
equation 2 [2] 

I = I0exp
( (

Vgs − Vt
) /

αVth
)

(2)  

where Vt and Vth correspond to the device threshold voltage and thermal 
voltage (Vth = 25.9mV at room temperature); and I0 is the current when 
Vgs = Vt. The parameter α is a constant depending on the device fabri
cation process, ranging from 1.0 to 2.5. 

It can be observed from equation 2 that frequency and load capaci
tance do not affect the leakage current. Static power depends on leakage 
current [41]. Also, static power is independent of frequency [41]. 
Therefore, it can be inferred that leakage power is independent of 
frequency. 

4. Simulation results 

The circuits are simulated in a footed DML, proposed GDML and 
GDMLD circuits are simulated for 2-input NAND and NOR circuits using 
45 nm and 90 nm PTM models for CMOS technology. Both type A and 
type B designs are compared in static and dynamic mode using Symi
caDE tool at 1.2 V power supply and load capacitance of 5fF. High 
threshold voltage transistors are used as GLTs for both GDML and 
GDMLD circuits. SymSpice is the SPICE simulator to document the 
function of the proposed circuits. For power analysis, SymProbe tool is 
used. The (W/L) of all NMOS and PMOS except GLTs and footed diode 
transistor are kept at (120nm/90nm) and (120nm/45nm) for 90 nm and 
45 nm technology nodes respectively. The width of the footed diode 
transistor is taken as 240nm. 

To examine the effect of GLTs on voltage headroom in the proposed 
topologies, simulations are carried out by varying aspect ratios of GLT. It 
is observed that voltage headroom improves while the delay deteriorates 
therefore the aspect ratio of GLTs is taken as four times of their 
respective type. The proposed circuits are analysed for leakage power 
dissipation at 90 nm and 45nm.The total leakage power over all inputs 
for 2-input NAND and NOR gate in both topologies is considered. The 
average percentage power saving of proposed circuits is calculated by 
taking footed DML circuit as reference.  This section consists of five 
subsections namely impact on delay, four subsections for comprehend
ing average leakage power saving in static and dynamic mode of pro
posed DML designs, adder and multiplier implementation. 

4.1. Impact on delay 

To investigate the impact of proposed techniques on delay, the 
analysis is done for 2-input GDML and GDMLD NAND and NOR gates in 
static mode. The simulated delay values are enlisted in table 1 for 90 nm 
and 45nm. It may be observed that GDMLD variant has largest delay 
while GDML variants show a maximum increase of 25% in delay with 
respect to corresponding DML variants. However, there is improvement 
in delay if the width of footed diode transistor is increased. Similar re
sults are obtained from simulations at 45 nm technology node. Further, 
the variation in delay is also observed by varying load capacitor at 90 nm 
and 45 nm as depicted in Fig. 6. It is found that the effect is more severe 

Table 1 
Delay values for 2-input NAND and NOR gates at 90 nm and 45 nm at 27 ◦C  

Delay (ns), 90 NM Delay (ns), 45 NM  
DML GDML GDMLD DML GDML GDMLD 

TA-NAND-2 0.07 0.09 0.64 0.05 0.07 0.6 
TA-NOR-2 0.09 0.12 0.67 0.07 0.09 0.61 
TB-NAND-2 0.09 0.11 0.63 0.07 0.08 0.59 
TB-NOR-2 0.11 0.14 0.67 0.08 0.1 0.61  
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in case of GDMLD as compared to GDML technique. 

4.2. Static mode leakage power and leakage energy analysis 

The total leakage power of the existing and proposed NAND and NOR 
DML circuits in static mode for 90 nm and 45 nm technology nodes at 
27◦C is given in Fig. 7(a-b), it can be observed that the proposed GDML 
and GDMLD approach effectively reduces the total leakage power of 
standard footed DML circuits. Average leakage power variation with 
fan-in is also examined at 90 nm and 45 nm and observations for TA- 
NAND2 at 90 nm are summarized in Fig. 7(c). Further, the average 
leakage power is also examined for fan-in of 2,3,4 for NAND and NOR 
gates at 90 nm and 45 nm technology nodes and the trend is found to be 

Fig. 6. Variation of delay with load capacitance for 2-input NAND type A gate (a) 90 nm (b) 45 nm at 27 ◦C  

Fig. 7. (a)Total leakage power comparison for type A and type B NAND gate using DML, GDML and GDMLD technique in static mode at 90 nm and 45 nm at 27◦C (b) 
Total leakage power comparison for type A and type B NOR gate using DML, GDML and GDMLD technique in static mode at 90 nm and 45 nm at 27◦C (c) Average 
leakage power comparison for NAND type A in static mode for different fan in at 90 nm at 27 ◦C 

Table 2 
Average percentage leakage power saving for two input GDML and GDMLD 
NAND and NOR type A and type B topology in static mode at 45 nm and 90 nm at 
27 ◦C  

Average Percentage leakage power saving, Static Mode  
GDML-TA- 
NAND2 

GDML-TA- 
NOR2 

GDML-TB- 
NAND2 

GDML-TB- 
NOR2 

90nm 51.97 49.56 44.69 50.1 
45nm 74.11 70.67 64.29 72.24  

GDMLD-TA- 
NAND2 

GDMLD-TA- 
NOR2 

GDMLD-TB- 
NAND2 

GDMLD-TB- 
NOR2 

90nm 73.38 67.15 77.97 76.59 
45nm 89.69 86.46 90.76 90.08  
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similar to those observed for Fig. 7(c). Also, there is an increase in 
leakage power as technology is scaled i.e., from 90 nm to 45nm. Average 
percentage leakage power saving achieved by the proposed circuit 
techniques is enlisted in table 2. Maximum average power saving of 51.9 
% is observed in TA-NAND2 circuit in GDML and 77.9% in TB-NAND2 in 
GDMLD at 90nm. At 45nm, this value is 74.1% for GDML-TA-NAND2 
and 90.8% for GDMLD-TB-NAND2 circuit. It can be inferred that pro
posed GDMLD approach is more efficient than proposed GDML coun
terpart for leakage reduction. Further, the impact of footed diode 
transistor width on leakage power is also examined and it is observed 
that the leakage power saving reduces with increasing width. 

Further the leakage power-delay-product (PDP) i.e., the leakage 
energy, is evaluated for 2-input NAND and NOR gates at 90 nm and 45 
nm and is placed in the table 3. It is observed that there is significant 
decrease in leakage energy using proposed GDML approach; however, in 
proposed GDMLD approach, the value of leakage energy increases as 
compared to DML. 

Further, the impact of footed diode transistor width on the leakage 
energy is examined and the observations are shown in Fig. 8. It is found 
that leakage energy reduces initially but becomes nearly constant after 
840 nm. 

4.3. Dynamic mode leakage power analysis 

In dynamic mode, the leakage power of the proposed and existing 
DML technique in pre-charge and evaluation phase is observed by taking 
MODE signal frequency as 100 MHz and the results are depicted in 
Fig. 9-10 respectively. It shows that the total leakage power is reduced 

Table 3 
Leakage energy values for 2-input NAND and NOR gates at 90 nm and 45 nm at 
27 ◦C  

Leakage Energy(aJ), 90 nm Leakage Energy(aJ), 45 nm  
DML GDML GDMLD DML GDML GDMLD 

TA-NAND-2 0.45 0.28 1.09 1.67 0.61 2.07 
TA-NOR-2 0.77 0.52 1.9 3.59 1.65 2.89 
TB-NAND-2 0.89 0.6 1.37 3.24 1.03 3.69 
TB-NOR-2 0.73 0.46 1.04 2.72 1 2.06  

Fig. 8. Variation of leakage energy in GDMLD with footed diode transistor 
width variation at 27 ◦C. 

Fig. 9. (a)Total leakage power comparison for type A and type B NAND gate using DML, GDML and GDMLD technique in pre-charge phase at 90 nm and 45 nm at 
27◦C (b) Total leakage power comparison for type A and type B NOR gate using DML, GDML and GDMLD technique in pre-charge phase at 90 nm and 45 nm at 27◦C 
(c) Average leakage power comparison for NAND type A in pre-charge phase for different fanin at 90 nm at 27 ◦C 
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with the incorporation of the proposed designs, both in pre-charge and 
evaluation phase. Total leakage power variation for NAND and NOR 
gates for pre-charge and evaluation phase is depicted in Fig. 9(a-b) and 
Fig. 10(a-b) respectively. Average leakage power variation with fan-in is 
also examined for pre-charge phase and evaluation phase at 90 nm and 
45 nm and observations for TA-NAND2 in pre-charge and evaluation 
phase at 90 nm is summarized in Fig. 9(c) and Fig. 10(c) respectively. 

Further, the average leakage power is also examined for fan-in of for 

2,3,4 for NAND and NOR gates at 90 nm and 45 nm technology nodes for 
both pre-charge and evaluation phase and the trend is found to be 
similar to those observed for Fig. 9(c) and Fig. 10(c) respectively. 
Table 4 enlists the average percentage leakage power saving offered by 
the GDML and GDMLD designs in dynamic mode. In both pre-charge and 
evaluation phase, an upward trend is observed in leakage power from 
90 nm to 45nm.In pre-charge, the GDML approach offers a maximum 
average percentage saving of 22.2% in TA-NOR2 for 90 nm and 28.2% in 
TA-NOR2 for 45nm. Similar observations for GDMLD are 66% in TA- 
NOR2 for 90 nm and 77.5% in TA-NOR2 for 45nm. In evaluation 
phase, a comparison of average leakage power saving reveals that GDML 
and GDMLD offers maximum leakage power saving of 51.9% in TA- 
NAND2 and 77.9% in TB-NAND2 respectively at 90nm. At 45nm, this 
value increases to 74.1% in TA-NAND2 for GDML and 90.8 % in TB- 
NAND2 for GDMLD. It is analysed that the GDMLD approach is more 
adept at leakage power saving than GDML in dynamic mode. 

Also, DML, GDML and GDMLD designs are simulated at different 
mode (clock) frequency of 1MHz, 10 MHz and 100 MHz for 2-input 
NAND-TA at 90 nm and the observations are enlisted in table 5. It can 
be observed that there is negligible change in delay value. 

Fig. 10. (a)Total leakage power comparison for type A and type B NAND gate using DML, GDML and GDMLD technique in evaluation phase at 90 nm and 45 nm at 
27◦C (b) Total leakage power comparison for type A and type B NOR gate using DML, GDML and GDMLD technique in evaluation phase at 90 nm and 45 nm at 27◦C 
(c) Average leakage power comparison for NAND type A in evaluation phase for different fanin at 90 nm at 27 ◦C 

Table 4 
Average percentage leakage power saving for two input GDML and GDMLD 
NAND and NOR type A and type B topology in dynamic mode at 45and 90 nm at 
27 ◦C  

Average Percentage leakage Power Saving, Pre-charge  
GDML-TA- 
NAND2 

GDML-TA- 
NOR2 

GDML-TB- 
NAND2 

GDML-TB- 
NOR2 

90nm 16.38 22.23 10.46 5.47 
45nm 20.61 28.22 12.7 5.67  

GDMLD-TA- 
NAND2 

GDMLD-TA- 
NOR2 

GDMLD-TB- 
NAND2 

GDMLD-TB- 
NOR2 

90nm 58.4 66.02 23.06 14.55 
45nm 69.84 77.51 34.22 20.74 
Average Percentage leakage Power Saving, Evaluation  

GDML-TA- 
NAND2 

GDML-TA- 
NOR2 

GDML-TB- 
NAND2 

GDML-TB- 
NOR2 

90nm 51.96 49.6 44.69 50.1 
45nm 74.11 70.67 64.28 72.24  

GDMLD-TA- 
NAND2 

GDMLD-TA- 
NOR2 

GDMLD-TB- 
NAND2 

GDMLD-TB- 
NOR2 

90nm 73.38 67.18 77.97 76.59 
45nm 89.69 86.46 90.76 90.08  

Table 5 
Delay values for 2-input NAND type A gate at 90 nm in dynamic mode at 27 ◦C   

Delay(nsec)   
Frequency (MHz) DML GDML GDMLD 

1 0.03 0.07 0.65 
10 0.03 0.07 0.67 
100 0.03 0.07 0.67  
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4.4. Effect of load capacitance 

The simulations are carried out to observe leakage and average 
power for different load capacitance(5fF-100fF) for a 2-input NAND 
type A gate in static mode at 90 nm and the findings are enlisted in table 
6. It may be observed that with increase in load capacitance value 
average power increases while leakage power remains constant. Further, 
there is significant reduction in both leakage and average power in 
proposed GDML and GDMLD designs as compared to DML design. 

Also, the leakage PDP and average PDP for proposed designs and 
DML design at load capacitance of 100fF is enlisted in table 7. Though 
the PDP is more for GDMLD design, the leakage minimization is prime 
concern in battery operated devices as it drains battery when the device 
is in idle state [42]. The proposed GDMLD design significantly reduces 
leakage power. 

4.5. Full adder design 

A full adder circuit is also implemented using the schematic of the 
Fig. 11 [43]. This schematic is realized using DML and proposed GDML 
and GDMLD approaches. The sum block is implemented using type B 
topology and the carry block is implemented using type A topology. The 
simulated timing waveforms for sum, carry and inputs are shown in 
Fig. 12, which match with the theoretical results of full adder circuit. 
The average leakage power for DML, GDML and GDMLD are enlisted in 
table 8. As observed, the proposed approaches-GDML and GDMLD 
provides a maximum power saving of 26.91% and 44.59%. 

4.6. 2-bit multiplier design 

A 2-bit multiplier circuit with 2-bit inputs A and B and 4-bit output 
(O3, O2, O1, O0) is realized using DML and proposed GDML and GDMLD 
approaches. The simulated timing waveforms for 2-bit inputs at 90 nm 
are shown in Fig. 13 which match with the theoretical results of 2-bit 
multiplier circuit. The average leakage power values for DML, GDML 
and GDMLD are enlisted in table 9. As observed, the proposed 
approaches-GDML and GDMLD provides a maximum power saving of 
62.3% and 65.33%. 

A summary of observations based on the data enlisted in tables 1-9 is 
as follows:  

• There is a surge in the leakage power of the existing and proposed 
design with technology scaling i.e. from 90 nm to 45nm. 

• The proposed GDML and GDMLD techniques show better perfor
mance in terms of power saving at lower technology node i.e., the 
percentage power saving is enhanced at 45 nm as compared with that 
of 90nm.  

• The GDMLD approach proves to be more efficient at power saving in 
all circuits i.e. type A and type B NAND and NOR gates than the 
GDML approach.  

• The reason behind better GDMLD performance in terms of power 
saving is mainly due to the presence of footed diode transistor which 
provides more stacking effect.  

• Delay of the DML designs increase due to incorporation of GLTs in 
the proposed designs. The increase is more for GDMLD approach as 
compared to the GDML approach. Further, delay also increases as we 
increase the load capacitor value. The effect is more severe in case of 
GDMLD as compared to GDML technique.  

• Leakage energy i.e., the product of delay and leakage power for 2- 
input DML, GDML and GDMLD gates (TA-NAND-2, TA-NOR-2, TB- 
NAND-2 and TB-NOR-2) is computed. It is observed that there is 
significant improvement in leakage energy using proposed GDML 
approach; however, in proposed GDMLD approach, the leakage en
ergy deteriorates as compared to DML. However, the leakage energy 
in GDMLD improves with increasing footed diode transistor width.  

• For a full adder and a 2-bit multiplier design, significant leakage 
power saving is witnessed using the proposed approaches. Similar to 
the smaller designs, the proposed GDMLD technique is more effective 
in combating leakage power as compared to GDML technique. 

5. Conclusion 

This paper has presented a novel GALEOR based leakage power 
reduction technique for footed DML circuits. The proposed designs use 
GLTs with and without a footed diode transistor, which efficiently re
duces the leakage power in footed DML designs. The simulative in
vestigations for type A and type B NAND and NOR circuits along with a 
full adder circuit at 90 nm and 45 nm shows that the leakage power 
increases at lower technology node, hence the efficiency of the proposed 
techniques also improves. The proposed novel GALEOR techniques 
exhibit impressive results for both type A and type B topology. In static 
mode, using GDML approach, the maximum average power saving of 
74.1% and 70.7% is observed for type A and type B topology respec
tively. Corresponding values using GDMLD approach are (89.7%, 
90.8%) for (type A, type B) topology. Similarly, in pre-charge phase, 
GDML achieves a maximum power saving of 28.2% and 12.7% for type 
A and type B respectively. Similar observations for GDMLD are 
(77.5%,34.2%) for (type A, type B) topology. In evaluation phase, 
maximum average power saving of (74.1%,70.7%) for (type A, type B) 
using GDML and (89.7%, 90.8%) for (type A, type B) topology using 
GDMLD approach. The proposed techniques prove to be effective in 
combating leakage power in a full adder and a 2-bit multiplier circuit 
also, with GDMLD technique providing more leakage power reduction 
than GDML technique. For proposed GDML approach, the leakage power 

Table 6 
Leakage power and average power values for 2-input type A NAND in static 
mode for different load capacitance at 90 nm at 27 ◦C  

Leakage Power(nW) 

Capacitance (fF) 5 20 40 60 80 100 
DML 6.40 6.40 6.40 6.40 6.40 6.40 
GDML 3.07 3.07 3.07 3.07 3.07 3.07 
GDMLD 1.70 1.70 1.70 1.70 1.70 1.70 
Average Power(uW) 
Capacitance (fF) 5 20 40 60 80 100 
DML 6.96 9.66 13.24 16.56 19.21 21.09 
GDML 4.2 5.31 6.35 6.97 7.26 7.29 
GDMLD 1.59 1.94 2.95 3.57 4.31 4.51  

Table 7 
Leakage PDP and average PDP values for 2-input type A NAND in static mode for 
load capacitance of 100fF at 90 nm at 27 ◦C   

Leakage PDP (aJ) Average PDP (fJ) 

DML 7.04 23.2 
GDML 3.04 7.22 
GDMLD 22.52 59.62  

Fig. 11. Schematic of a full-adder design [43]  
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and leakage energy decrease significantly at the cost of deteriorated 
output voltage swing and delay. Proposed GDMLD approach offers sig
nificant leakage power reduction with increased leakage energy and 

delay values and decreased output voltage swing. So, there is a trade-off 
between leakage power, leakage energy, output voltage swing and 
delay. 

Fig. 12. Full Adder (a) timing waveform in static mode (b) timing waveform in dynamic mode  

Table 8 
Average leakage power for full adder circuit at 90 nm at 27 ◦C  

Average Leakage Power(90nm)  
DML GDML GDMLD 

Static 35.5 25.94 19.67 
Pre-charge 7.44 5.76 5.18 
Evaluation 35.5 25.94 19.67  

Fig. 13. 2-bit Multiplier (a) timing waveform in static mode (b) timing waveform in dynamic mode  

Table 9 
Average leakage power for 2-bit multiplier circuit at 27 ◦C  

Average Leakage Power (nW) (90nm)  
DML GDML GDMLD 

Static 215.47 81.23 74.71 
Pre-charge 36.43 34.18 24.62 
Evaluation 215.47 81.23 74.71  
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Abstract— User-generated content is an exploration area of 

interest with regards to web 2.0. The development of social 

networks and community-based websites have changed the 

manner in which individuals utilize the Internet. It makes 

individuals no longer restricted to pursuing the data given by 
professional channels, but to making individual profiles, 

producing personalized content, or sharing photographs, 

recordings, blogs, and so forth. This sort of data comprises the 

current online user-generated content. With the continuous 

development of the travel industry, the quantity of online travel 
review websites has also increased. Indian Tourism is popular for 

its rich culture and diversity and hence Government of India has 

increased the number of new tourist destinations to expand their 

popularity and presence. Researchers have proposed various 
studies to increase tourism network using Big Data. Techniques 

of Sentiment Analysis along with Topic Modelling have been 

used to unearth patterns and observations from online reviews. 

This paper aims to mine reviews of 10 popular travel destinations 

in India. Using sentiment analysis technique, the proposed 
research work has explored the polarity of various reviews 

extracted from TripAdvisor. Data collection was done by using 

the web framework Scrapy to acquire more than 10,000 reviews 

for these destinations. This paper also analyzes the result of 

doing Topic Modeling on reviews for individual destinations. 
Results conclude that Joy is the most common emotion in all the 

visitor’s experiences. Indian tourism decision quality can be 

improved by the help of the results from this study.  

Keywords—Sentiment Analysis, Topic Modeling, Indian Tourist 

Destinations, Unsupervised Learning, AFINN lexicon. 

I. INTRODUCTION

Online users at this point do not just investigate content from 

an online site, they additionally contribute to the online data 

without any geological limitations. Online user-generated 

content has become an information sharing tool for people 

who like to interact with others (Duan et al., 2013) ⁠ . Th is 

helps information to accumulate on the internet. The most 

popular example is TripAdvisor, which is one of the largest 

travel websites helping travelers across the globe to plan an 

outing and offer their insight. According to TripAdvisor, they 

as of now, have around 70 million enlisted users with 630 

million reviews and opinions posted on the site. There are a 

total of around 7.5 million hotels, restaurants and attractions 

listed on their website across around 136,000 destinations 

around the globe. 

The proposed research work deals with TripAdvisor since it  is 

considered as a superior approximat ion of public sentiment  

rather than regular web art icles and web sites. The reaction on  

TripAdvisor is more brief and broader. The first technique 

utilized to mine the contents of TripAdvisor is Sentiment  

Analysis. Sentiment analysis turned into a mainstream 

research issue in 2001, this is because of rapid development 

and advancement of the Internet and the increasing popularity 

of the rev iew-based sites (Pang & Lee, 2008) ⁠ . The major 

technology for sentiment analysis is classification and the 

process includes two errands – training and classifying. The 

training process is to train datasets and identify model 

parameters and the classifying process is used to examine 

documents, whether positive or negative. The cycle of 

sentiment analysis incorporates analyzing, handling, summing  

up, and constructing text with emotional terms.  

The unsupervised learning-based sentiment analysis is utilized  

to consider traveler opin ions expressed in online surveys on 

TripAdvisor. A Lexicon-based approach is used to summarize 

the polarities of single words or phrases based on a sentiment  

dictionary (Devika et al., 2016) ⁠ . The init ial step focuses on 

finding whether a word has a positive or negative sentimental 

value. This step primarily relies upon the sentiment dictionary. 

Also, Topic Modeling is utilized as a method for performing  

text analysis in order to group all the related keywords  

together. Online reviews can help the international or local 
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traveler to make a decision about choosing a right travel 

destination (Gao  et al., 2015) ⁠ . We want to know what  

tourists think about their travelling experience in India as this 

informat ion would  be quite beneficial to the Indian touris m 

industry. 

II. RELATED WORKS 

NLP Techniques have been used to determine sentiments by 

using a Sentiment Analyzer that extracts sentiments 

automatically (Joshi & Tekchandani, 2016)⁠ . Sentiment  

Analysis have been done on platforms such as Twitter using 

various unsupervised learning approaches (Pandarachalil et  

al., 2015)⁠ . Researchers have also done Sentiment Analysis 

using some deep learning architectures owing to their high  

performance and increased speed (Yadav et al., 2020). 

Numerous approaches like lexicon-based, SVM, Naïve Bayes 

classifier have been used (Agarwal et al., 2015) ⁠ . Movie 

reviews have been analyzed by doing sentiment analysis using 

machine-learning algorithms like regression tree and support 

vector regression (Hur et al., 2016) ⁠ . Hybrid techniques have 

also been used with  performance similar to machine-learning  

techniques while being enough reliab le as the lexicon-based 

methods (Mudinas et al., 2012) ⁠ . Researchers have also 

studied the associated rule min ing methods to extract the 

features in order to compare various negative or positive 

reviews (Zhang et al., 2010) ⁠ . Some researchers have also 

presented some methods to increase the accuracy of sentiment  

score based on applying aspect-based sentiment analysis to 

TripAdvisor (Farhadloo & Rolland, 2013) ⁠ . 

III. LITERATURE REVIEW

This section will examine some basic sentiment analysis and 

topic modeling approaches and general issues while using 

sentiment analysis with social sites, fo r example, TripAdvisor, 

Twitter, and so forth. The main goal of sentiment analysis is to 

find out a sentiment running throughout the text as per the 

characteristics of the language. (García et al., 2012) ⁠ . So, for 

what reason is sentiment analysis essential to analyzing online 

social media? Social media is the most widely  recognized tool 

that individuals use every day, in addition to being a data 

source as well which may give insights into marketing  

strategy and consumer service. We can benefit from this data 

by utilizing the correct sentiment analysis approach. First, we 

will briefly exp lain Sentiment Analysis and then its three 

methodologies – the lexicon-based methodology, machine 

learning approach, and rule -based methodology. Then, we will 

move to Topic Modeling and its popular approaches. 

A. Sentiment Analysis

Sentiment analysis means technology utilization such as 

natural language processing or machine learning to directly  
analyze subjective perspectives, feelings, and sentiments. This 

paper utilizes sentiment analysis based on lexicons with a 
dictionary approach.  

a. Lexicon-based Sentiment Analysis

Sentiment analysis based on lexicon approach comes from text  

analysis dependent on grammar ru les (Amiri et al., 2015) ⁠ . 
The strategy is moderately basic, and it principally relies upon 

what sentiment dictionary utilized. In the study of sentiment 

analysis, the content should be pre-processed, such as 
eliminating stop words. The purpose is to decrease the feature 

selection dimension, decrease the number of calculations, and 
improve the efficiency of the results. The stop words normally  

incorporate articles, prepositions, numerals, interjections, and 
so on, these words are commonly used in the English language 

and excluding them won’t impact the result of the analysis. For 

instance, "a/an", "the" and "of/off" are the normal stop words 
utilized in English content which can be ignored. 

Using this approach, it's harder to detect negative sentiment  
compared to positive sentiment because negative sentiments 

are often expressed using sarcasm. Also, results obtained can 
depend on the lexicon data used. The disadvantage of using a 

dictionary-based lexicon is that it is generic and it doesn’t 

account for the specifics of any domain (Feldman, 2013) ⁠ . If a  
new word  shows up on the Internet and this word is absent 

from the lexicon data, it can’t be measured by this method. 
Also, it is based on simple text classification and does not have 

enough emotional words (Collomb et al., 2013) ⁠ . 

b. Machine Learning Sentiment Analysis

This method is more accurate compared to the lexicon-based 
methodology, since dictionary matching could cause bigger 

blunders if the sentiment of the word is too high and hence 
cannot be captured by the dictionary. It doesn't have to dive 

into the terms, sentences and language structure like the 
lexicon-based methodology, as the machine learning approach 

simply  calculates the emotional words in the content and gets 

their scores of emotional tendencies. The machine learning 
technique chooses a piece of the text to express positive and 

negative sentiments, individually and afterward, trains the 
content to get an emotion classifier. The last classification is to 

give the content a category of 0 or 1 i.e., probability value. For 
instance, we could say that “the positive probability of this 

content is 90%, and the negative probability is 10%”. 

One short-coming of the present sentiment classifiers is that 
they can’t recognize what reviewers like or dislike about the 

item if they only judge the review on a positive or negative 
polarity. A reviewer may like the majority of the item but 

dislike a few of deformit ies. To overcome this, object 
recognition techniques need to be applied to identify the parts 

that a reviewer likes or dislikes.     

c. Rule-based Sentiment Analysis
Rule-based sentiment analysis is an unsupervised machine
learning technique. This method utilizes rule learn ing to extract

features. Utilizing rule-based sentiment analysis can extract
item features from a particular product review (Yang & Shih,

2012)⁠ . Furthermore, it is announced that product features are
basically characteristics of a product or service and this can

help in attracting possible purchasers, and furthermore it can be

used to build up a product marketing strategy. Generally,
Researchers combine both machine learning and rule-based

ways to come up with an algorithm which has a better
efficiency of computational results.
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B. Topic Modeling

Topic Modeling is the process of extract ion of the central idea 

that is expressed in a document. In this machine learning  

technique, analysis of data is done to identify the cluster of 

words which basically represent the central idea of the whole 

text. It is considered as an unsupervised machine learning  

technique because there is no requirement of a predefined list 

of topics and there is no training requirement as well, 

therefore it is an easy way to analyze the data. Topic Models 

are helpfu l for clustering of documents, putting together 

blocks of data.  

a. Probabilistic Topic Modeling

This type of Topic Modeling  is considered as a statistical

technique for processing text documents. Here, the complete

document is viewed as a combination of small number of

topics. This approach views the documents as a sum of a few

of topics. The document gets a probability score based on the 

constituting topics of that document. A popular example of

this kind of approach is Latent Dirichlet Allocation (LDA).

Latent Dirichlet Allocation 

Each document comprises of different words and each word 

additionally has different topics that it belongs to. Latent 

Dirich let Allocation works on the principle of dis covering the 

different topics that the document belongs to, using the 

constituting words in the document. 

LDA forms its basis on the Bag of Words model. It has the 

assumption that words are exchangeable and thus does not 

take into account sentence structure. Also the number of topics 

need to be determined beforehand.     

b. Matrix Factorization Topic Modeling

This approach applies processes from algebra to deconstruct a 

bigger matrix into some s maller matrices. A popular example

is Non-negative Matrix Factorization (NMF).

Non-Negative Matrix Factorization  

It consists of methods in which the conversion of a matrix V 

to two matrices W and H happens, with the property that none 

of the matrix have components in negation. Given a collection  

of documents, NMF identifies topics and simultaneously 

classifies the document among these diff erent topics. NMF is 

a NP hard problem in general thus heuristics have to be used 

which provide solutions only in special cases . 

IV. RESEARCH METHODOLOGY

     Th is research uses a quantitative explorat ion technique. 

Here, we changed review information  scratched from 

TripAdvisor into a usable format  for Sentiment Analysis and 

Topic modeling. We should specify that TripAdvisor will 

have an alternate number of reviews dependent on various 

domains. For instance, similar review surveys on TripAdvisor 

India and TripAdvisor Australia will have different quantities 

of online reviews. For this research, the survey information we 

utilized is gathered from TripAdvisor India 

(https://www.tripadvisor.in/). The strategy that was applied to 

this study was lexicon-based sentiment analysis. We utilize 

this sentiment analysis technique to quantify the sentiment in  

the review information. For topic modeling, we will be using 

Non-Negative Matrix Factorization Technique (NMF). 

A. Sentiment Analysis

Sentiment analysis is the most popular application of NLP. 

There are a lot of instructional courses and exercises available 

that are related to analyzing datasets on a wide range of topics 

such as movie reviews. The trivial part of sentiment analysis is 

to break down an assemblage of text for understanding the 

emotion derived from it. Commonly, we evaluate this 

assessment with a positive or negative worth, called polarity. 

The general sentiment is construed as +ve, neutral, or -ve from 

the indication of the polarity score. 

    We utilize a lexicon-based sentiment analysis strategy in 

this study. The lexicon that we have used is AFINN Lexicon. 

This lexicon basically  represents a bag of words with a value 

assigned to each word and a score given between -5 and 5. A  

score of +5 indicates an extremely positive word. The lexicon  

that we have used has one of the least complexities and is very  

popular lexicon. The latest rendition is AFINN-en-165.txt . It  

has 3000+ words with assigned polarities to each word. It is 

created and maintained by Finn Årup Nielsen.  

We selected the 10 most popular attractions in India (based on 

the number of reviews on TripAdvisor). These were: 

1. Bandra-Worli Sea Link, Mumbai

2. Taj Mahal, Agra

3. Gurudwara Bangla Sahib, New Delhi

4. Agra Fort, Agra

5. The Golden Temple, Amritsar

6. Siddhivinayak Temple, Mumbai

7. Qutub Minar, New Delhi

8. Swaminarayan Akshardham, New Delhi

9. Amber Fort, Jaipur

10. Mehrangarh Fort, Jodhpur

The following steps summarizes the dataset creation process. 

1. We created a Python program using the web crawling

framework Scrapy and Selenium for scraping the

reviews available on TripAdvisor for these 

attractions.

2. TripAdvisor’s website heavily uses JavaScript. At

most 5 reviews are displayed on the page at a time. A

user can page through these reviews using the 

pagination widget given at the end of the webpage.

The ‘Read more’ link needs to be clicked in order to

display the full review.

3. Since both the pagination widget and “Read more”

link are JavaScript based we used the Selenium

WebDriver to simulate user clicks. Selen ium

WebDriver accepts commands from the Selen ium

Client API (we used the Client API for Python).
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4. After a page loads, first we click (we simulate the

click using Selenium WebDriver) the “Read more”

link. Then we extract the review and the stars the 

reviewer gave from each of the 5 rev iews present on

the page. To extract these reviews, we use Scrapy

Selectors. Selectors are Scrapy’s own mechanism for

extracting data from HTML webpages. Scrapy

Selectors were used instead of Beautifu lSoup because 

they are faster.

5. After we have extracted the data we need, we click

(simulated using Selenium WebDriver) the ‘Next’

button present at the bottom of the page to load the 

next 5 reviews. We repeat steps 4, 5, and 6 t ill the

time the ‘Next’ button is disabled i.e., we run out of

reviews to scrape.

6. We scraped all the English language reviews

available on TripAdvisor (for the above-mentioned

tourist attractions). We got a total of 104,109

individual reviews.

7. The greatest number of reviews were available for

Taj Mahal because it is one of the Seven Wonders of

the World.

In our study, Sentiment analysis is performed using python. 

The required packages which were imported are pandas, 

matplotlib, nltk, afinn. After the dataset is imported, the next  

step was to clean the text reviews of the dataset. The cleaning 

process has steps like: 

 Converting the text into all lower case

 Removing punctuation

 Removing double spacing

 Removing numbers from text reviews

      After the dataset is cleaned, the word reviews are 

tokenized. Since, we don't have the comfort  of a named 

training dataset, Henceforth, we utilized unsupervised 

strategies for predicting the sentiment by ut ilizing in formation  

bases, ontologies, information bases, and vocabularies that 

have point by point data, curated and arranged only for 

sentiment analysis. Hence, we used a lexicon. Lexicon is 

basically a vocabulary, these vocabularies have a list of 

positive and negative polar words with some score related to  

them and using different procedures like encompassing words, 

context, grammat ical features, phrases, scores were allocated 

to each review for which we need to compute the sentiment. 

Two labels are given to each review 

 sentiment score

 sentiment category

      The AFINN object has a method called score(), which gets 

a sentence as informat ion and returns a score as y ield. The 

score might be either neutral, negative, or positive. We figure 

the score of a review, basically by adding all the scores of all 

the words of the review. Since the score of afinn shifts from - 

5 to  5, it appoints a score to each review from - 5 to  5 where - 

5 suggests a very negative sentiment and +5 in fers an 

amazingly positive sentiment. The workflow of the process is 

given below 

Fig 1: Workflow of sentiment analysis using AFINN lexicon  

B. Topic Modeling

Topic Modeling is performed using the Non-Negative Matrix 

Factorization Technique (NMF). The first step in analyzing  

the unstructured documents is Tokenization which is splitting  

text  into s mall tokens. The list of all the reviews is kept in  a 

Document. Each document is represented as a term-vector. 

Each entry in the term vector represents the number of times 

that word appears in the review. The illustration is shown 

below: 

Review: A great place to visit in summers, great views. 

The corresponding term vector will be: 

Fig 2: The term vector generated from the given review 

Then each of these vectors are stacked and the stacking of 

vectors creates a document-term matrix (A). Further text  

processing is done which includes steps of min imum and  

maximum frequency filtering which removes the minimum 

and maximum frequency words, Stop-word filtering which  

removes the words that do not contribute to the final topic, etc. 

The NMF methods takes the input of the Document-term 

Matrix (A) and the number of topics (k) and produces two 

matrices W and  H. The H matrix represents the relation  of 

words and the individual topics. The relation is depicted in the 

form of rows and columns where a row indicates a topic and 
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all the words in the dict ionary are p resented in the form of 

columns. The W matrix represents the document relation with  

all the topics in the d ictionary. Here, the row represents all the 

documents and the column represents the topics. 

Fig. 3. Illustration of NMF 

The next  step is parameter select ion, Topic Modeling is done 

by choosing a k (Number of topics) value. A common 

approach is to find the topic coherence of the results derived 

by taking different values of k and select the k with the highest 

coherence value. So, NMF is applied for a range of k=[k_min  

, k_max] and the mean coherence is calculated for all the 

different values of k. The k for which the mean coherence has 

the highest value is selected as the best_k. The further list of 

all the topics is extracted from the H matrix and it is stored in 

the kth (best_k) row of the matrix. This final result contains 

k(best_k) topics and all the terms that are present in those 

topics. 

V. RESULT AND FINDINGS 

A. Sentiment Analysis

 Classification on the basis of Star-rating

We will initially introduce our outcomes fo r the 

positive/negative classifications based on star ratings given by 

users alongside the content review. These outcomes go about 

as the initial step of our classification approach. 

Fig. 4. Detailed relation between star rating and sentiment score 

The above table indicates the sentimental score analysis of 

reviews d ifferentiated on the basis of star rating. For example, 

if we consider the last row of the above table i.e., star rat ing is 

5, we will see that the total count of the reviews with rating 5 

are 75787. The mean  sentiment score of these ratings is 

4.277884. Similarly, the Minimum score is -19. 

A more visualized and compact view of the above data is 

presented below which conveys the same informat ion except  

all the metadata like min, max, mean. 

As can be concluded from the below graph that the star rating 

5 was the most assigned rating for all the attractions in the 

dataset 

. 

Fig. 5. Strip plot of star rating v/s sentiment score 

The above shown graph is a result of the strip plot feature of 

matplotlib, the box plot of the same data is shown below. 

Fig. 6. Box plot of star rating v/s sentiment score 

The above graphs show the classificat ion of all the stars given 

by the user and plot the relat ionship of the star ratings and the 

sentiment score calculated by afinn lexicon. 
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Another plot which shows the relationship of the count of 

reviews and the star rating is shown below:

Fig. 7. Bar graph of star rating v/s count of reviews 

 Classification on the basis of location

The next  classificat ion of the rev iews is on the basis of the 

Location of the hotspot which is referred to as the column 

name “address” in the dataset. 

Fig. 8. Detailed relation between location of the hotspot and sentiment score 

The above table indicates the analysis of sentimental score 

differentiated on the basis of address of location. For example, 

if we consider the first row of the above table i.e. hotspot is 

Agra Fort, we will see that the total count of the reviews with 

address “Agra Fort” are 8814. The mean sentiment score of 

these reviews is 3.833220. Similarly, the Minimum score is -

17. 

The highest number of reviews are g iven to the location “Taj 

Mahal” which  depicts that it is the most visited location by 

tourists. 

 Finding the extreme reviews by the users

By creating a positive index for the positive review for a 

particular location and doing the same for the negative review, 

we can find the ext reme positive rev iew for that location, for 

example, if the location that we are considering is Agra Fort  

then the most positive and the most negative review is shown 

by the following piece of code: 

print ('Most Negative Review for Agra Fort:' , 

yelp.iloc[neg_idx][['review']][0]) 

print () 

print ('Most Positive Review for Agra Fort:', 

yelp.iloc[pos_idx][['review']][0]) 

Most Negative Review for Agra Fort : Though the Agra Fort is 

a fabulous monument, the public are being cheated in the 

sound and light show, inasmuch as, there is neither sound nor 

light. Extremely boring and the dialogues can barely be 

heard. When we wished to complain, we were told that there is 

no one there to take responsibility, we have to contact 

Lucknow Tourism. The public was leaving the show within 15 

minutes of the start of the show. The staff on premises  

admitted that the public was being cheated, but said that when 

they tried to pass on the complaints of the public to their 

higher-ups, they were asked to shut up as this is a major 

money-making machine. Please pass on this information so 

that people are not cheated of their precious time and money. 

Most Positive Review for Agra Fort : A real day to remember 

visiting this part of India. Stunning buildings in a great setting 

with great views. A must see… 

B. Topic Modeling

 Taj Mahal, Agra

Fig. 9. Taj Mahal, Agra Topic 

As can be seen from Fig. 8, the topics obtained are majorly  

revolving around the beauty of Taj Mahal. The initial most 

topic suggests the monument to be as beautiful as a dream. 

The second topic highlights the history of the monument and 

how Shah Jahan and Mumtaz are related to the history of Taj 

Mahal. The subsequent topics suggest that overall Taj Mahal 

is an amazing piece of architecture with a lot of positive 

topics. 

 Amber Fort, Jaipur

Fig. 10. Amber Fort Topic 

Based on the Fig. 9, the first topic suggests that the Amber 

Fort is famous of elephant rides and city views. The second 

topic consists of the historical relevance of the Amber Fort. 

The third  and fourth topics are related to the beauty of the 
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monument and the things to do like light and sound show, 

palace visit, etc. 

 The Golden Temple, Amritsar

Fig. 11. Golden Temple Topic 

In Fig. 10, the topics are main ly related to the serenity, 

calmness and tranquil vibe of Golden Temple. The topics 

suggest that Golden Temple is the one of the most visited 

places in India and is one of the holy places that offer great 

religious significance and bring a divine feeling to their 

visitors. The first, second and third topics reveal the same. The 

fourth topic highlights the free food which is known as langar 

which is enjoyed equally by the rich and the poor. The 

subsequent topics reveal the neat and well-maintained  

architecture and the management and hospitality which is 

famous world-wide. 

 Qutub Minar, New Delhi

Fig. 12. Qutub Minar Topic 

Based on the Fig. 11, the major topics related to the 

monument Qutub Minar are related to the historical relevance 

of the beautiful piece of architecture and a great place for 

family p icnics. The in itial topics suggest that the monument  

has solid great historical background and is a complex 

architectural p iece with rustic charm. The subsequent topics 

reveal that Qutub Minar is used as a picnic spot by many 

families in the city as it has good food around along with a 

rich history. 

 Gurudwara Bangla Sahib, New Delhi 

Fig. 13. Gurudwara Bangla Sahib Topic 

From the Fig. 12, the results are related to the relig ious, calm 

and holy atmosphere at Gurudwara Bangla Sah ib. The topics 

suggest that Bangla Sah ib is the one of the most visited p laces 

in India and is known for the peace obtained in visiting the 

holy place. The fifth topic highlights the free food which is 

known as langar which is enjoyed equally by the rich and the 

poor. ther topics reveal the neat and well-maintained  

architecture and the management and hospitality which is 

famous world-wide. 

VI. PERFORMANCE EVALUATION

This performance is evaluated for the AFINN lexicon. The 

performance evaluation consists of taking the data set for the 

polarity classification task, then performing the classification  

task by applying lexicon. The original dataset extracted from 

tripadvisor contains columns like “rev iews”, “star_ratings”, 

“location”. In order to calculate the accuracy of the lexicon, 

there should be a review sentiment available fo r each review 

to compare with the sentiment ext racted from the lexicon, 

hence this base sentiment is calcu lated by the “star_ratings” 

given by the user. If the rating is greater than or equal to 

3(>=3) then the sentiment is “positive” otherwise “negative”. 

This list of sentiments is further compared with the sentiments 

extracted from AFINN and hence the accuracy is calculated.  

A. Evaluation Criterion

We have used the following measures for evaluation of

classification parameters: 

Where, TP = the number of positive values classified 

properly, 

     TN = the number of values negatively 

classified properly, 

 FP = the number of positive values classified 

incorrectly, 

     FN = the number of negative values 

classified incorrectly, 

This kind of accuracy can be obtained by scikit -learn  

which will take both the calculated sentiments as well as the 

predicted sentiments from the AFINN lexicon. The function 

used for calculating the accuracy is “accuracy_score”. A small 

implementation is given below: 

accuracy = accuracy_score( actual_sentiments, 

predicted_sentiments) 

VII. CONCLUSION

     The motive of Sentiment Analysis is to unravel emotions 
portrayed by travelers by means of text relating to their 

encounters and experiences. We have focused on a few central 

points of interest in sentiment analysis, including the 

categorization of emotional information, and the retrieval of 

sentiment data.  A  portion of the reviews are posted by 

acclaimed  bloggers or experienced experts, who are notable 

and have a high standing in the industry. When these people 

post an online review about a specific place, it is recognized as 

a genuine review by other people. Th is makes people more 

willing  to go to places which have more positive reviews. The 

investigation shows that if an online review contains positive 

data as well as the commentator's identity, it can help increase 

sales. 
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    To summarize, the study of text sentiment analysis has 

produces various kinds of emotions. ‘Joy’ emotion is an 

indicator of tourist satisfaction. While on the other hand, some 

reviews also consisted of ‘Surprised’ and ‘Sadness’ emotions. 

These emotions conclude that the services provided at some 

destinations needs to be improved. For the emotion of 

"surprise”, some tourists claim that they were qu ite surprised 

by the amount of entry passes that was required for the 

destinations. For the sad emotions, touris ts felt disappointed 

by the garbage that was carelessly thrown and was 

dimin ishing the beauty of those destinations. These results can 

be utilized  to improve the beauty of the destination and the 

quality of service.  
    Topic modeling successfully categorized popular topics in all 

the locations taken in this study. The outcomes are diverse for 

each destination. The most discussed points are the views of 

the location, services provided, and activities. The topics 

obtained with respect to the destinations can be utilized as data 

to assess the tourist locations and furthermore discover what 

points are intriguing. 

VIII. LIMITATIONS AND FUTURE WORKS 

This study just uses TripAdvisor as a survey asset to research 

how travelers express their feelings through reviews. This study 
could likewise gather information from other famous travel sites, 

such as Booking (www.booking.com), Expedia 
(www.expedia.co.in), Goibibo (www.goibibo.com) and so forth.  

Secondly, when we manage sentiment analysis, we ought to 

likewise know about various implications of sarcasm words, and 
a sentence describing realities however with no sentiment words. 

Furthermore, computers, in contrast to people, experience a 
difficulty in dealing with sarcastic words or sentences, and it will 

diminish the accuracy of sentiment analysis results. It could be 
that some positive words have been identified in the review; 

however, the genuine review is negative. 

Thirdly, this study could utilize diverse sentiment analysis 
strategies (such as through questionnaires or analysis of 

numerical scores) to explore sentiment expression in 
TripAdvisor. 
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Modeling and Analysis of High-Performance Triple
Hole Block Layer Organic LED Based Light Sensor

for Detection of Ovarian Cancer
Shubham Negi, Member, IEEE, Poornima Mittal , Member, IEEE, and Brijesh Kumar, Member, IEEE

Abstract— In this paper a novel triple hole block layer (HBL)
structure of the OLED is proposed that depicts an enhanced
luminescence of 25285 cd/m2 with an improvement of 47% over
multilayered OLED architecture. It also owes 74% improvement
in luminous power efficiency. An in-depth numerical analysis
based on Poisson and drift diffusion equation is undertaken
and validated against the internal device analysis. The analysis
results highlight an enhanced recombination rate within the pro-
posed device. High electron injection and efficient hole blocking
contributes to improved recombination rate. Triple HBL OLED
is therefore used for diagnosis of ovarian cancer. The device
illustrated good response towards varying wavelengths generating
a maximum photo current value of 93 mA. A healthy person can
be differentiated from an oncological cancer patient based on
fluorescence produced by their urine. The fluorescence values for
healthy person and oncological cancer patient are in the range of
420 and 440 nm, correspondingly. The cathode current produced
by OLED corresponding to these two wavelengths are 5 and 1 mA
respectively. Hence, the proposed device can successfully diagnose
the ovarian cancer patient. Further, the methodology proposed
for diagnosis of ovarian cancer can help in developing a portable,
flexible low cost biomedical sensor.

Index Terms— Biomedical sensor, hole block layer (HBL),
Langevin’s recombination rate, organic light emitting diode
(OLED), organic semiconductors (OSC), ovarian cancer.

I. INTRODUCTION

ORGANIC light emitting diode (OLED) is a highly
developed device technology in the field of display

applications. In the previous decade these devices have shown
a significant performance improvement and as a result present
day displays are dominated by OLED. Organic LED based
displays are preferred due to their superior color quality
owing to a wide color variation in a limited spectrum [1].
Furthermore, contrast is highly improved as ambient lighting
is not required [2]. These devices are cost effective due to low
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temperature fabrication processes [3]: inkjet printing [4], [5],
spin coating [6], screen printing [7], etc. Additionally, these
processes facilitate fabrication over unconventional substrate
(plastic, paper, etc.) resulting in flexible devices [2], [3].
However, OLED has multiple utilization and these devices
are actively used for applications such as sensors [8], [9],
imaging [10], and visual light communication (VLC)
[11]– [13] as well.

Yet these fields have not illustrated a growth similar to
OLED display. Hence, application specific OLEDs need to
be developed. This is possible through device architectural
changes [14] and material development. Therefore, the article
presents a novel triple hole block layer (HBL) architecture for
the OLED and its utilization as a light detector for diagnosis of
ovarian cancer. The novel architecture results in an improved
device performance owing to higher charge carrier injec-
tion and an enhanced recombination. Consequently, an ame-
liorated luminescence, current density, and efficiency are
observed.

The article is divided in seven sections that include this
introduction as a part of section I. Section II discusses
the experimental setup and the models utilized. Thereafter,
in section III, triple HBL architecture is discussed along
with its analysis results. Its internal analysis utilizing the
cutline analysis are undertaken in section IV followed by
analytical analysis using Poisson’s and drift diffusion equation
in section V. Section VI highlights the role of novel OLED
architecture in diagnosis of ovarian cancer, depicting its uti-
lization as light detector. Finally, Section VII concludes the
paper with discussion of important results.

II. EXPERIMENTAL SETUP

The analysis of the novel OLED architecture is conducted
using ATLAS 2-dimensional device simulator. It incorporates
inbuilt models and numerical equations for depth examination
of the internal physics of the device [15]. Even new materials
can be used by defining their properties. The complete device
dimensions are defined and the individual regions are identified
by specifying their properties: energy levels, work-function,
carrier concentration, etc. Depending upon the biasing con-
ditions different parameters can be obtained: current density,
electric field, electron and hole concentration, recombination
rate, etc. The model applied for the examining the organic
device are discussed briefly next.

1549-8328 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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Fig. 1. Structure of multilayered OLED, Device A.

A. Poole Frenkel Mobility Model

Organic semiconductor (OSC) exhibits the hopping carrier
transport [12], [13]. As a result, mobility and electric field are
modeled through Poole Frenkel mobility model illustrated as:

μ (E) = μ0ex p

[
− �

K T
+

(
β

K T
− α

) √
E

]
(1)

The various parameters in (1) are: μ(E) is field related
mobility; μ0 is zero biased field mobility; � the activation
energy for zero bias; α- parameter for curve fitting; constants
K represents the Boltzmann constant in J/K; whereas T is
temperature in K; E is external electric potential applied at
OLED and β stands for the Poole Frenkel factor. Further, β is
calculated as (where all parameters have standard meaning):

β = q
√

q/πεrε0 (2)

B. Langevin’s Recombination Model

Langevin’s recombination model is best suited for inves-
tigation of recombination process related to OSC owing to
their lower mobility [12], [13]. Langevin’s model is specifi-
cally developed to govern the recombination process in these
semiconductors and is defined as

RL (n, p) = rl (x, y, t)
(

np − n2
i

)
(3)

Referring to (3), rl is coefficient for recombination rate in
Langevin’s form; and ni is carrier concentration (intrinsic).
The electron and hole concentration are correspondingly, rep-
resented by p and n. Further, recombination rate in Langevin’s
form is obtained from following:

rl (x, y, t) = qμ(E)

εrε0
(4)

These models are validated against the reported fabrication
results for the multilayered OLED by Yang et al. [16] and
the results are tabulated in Table I. Its structure is depicted
in Fig. 1.

Table I illustrates that the maximum value of both the
parameters for reported experimental and simulated device are
close to each other with a relatively low error percentage. The
calculated error percentage for current density is 3.05% and
that for luminescence is 1.6%. The multilayered OLED taken
here is named Device A.

TABLE I

COMPARATIVE RESULTS FOR REPORTED EXPERIMENTAL [16]
DATA AGAINST SIMULATED DEVICE RESULTS

TABLE II

COMPARISON OF MULTILAYERED, SINGLE AND DOUBLE HBL OLED [14]

III. NOVEL TRIPLE HOLE BLOCK LAYER OLED

The architecture of the OLED is very simple as compared
to other organic devices. Each layer is utilized for a specific
purpose: charge injection, transport, emission, etc. In case of
organic materials, hole mobility is higher as compared to elec-
tron mobility for materials discovered so far. Therefore, these
charge carriers have a major influence over the device char-
acteristics. In the conventional architecture of organic LED,
hole injection was a major issue. To solve this problem hole
injection and transport layers were introduced [17]. Further,
with the advancements in fabrication processes such as screen
printing [7] and inkjet printing [5], these devices depicted
enhanced performance. However, still there are a few short-
comings that can be improved. According to the drawbacks of
the particular architecture new layers: charge generation layer
(CGL) [18], charge transport and carrier layer (CTCL) [19],
mixed interlayer (MI) [20], charge block layer [14], [16],
etc., are included. Charge block layers are incorporated in
the device architecture to restrict the movement of particular
charge carrier. This improves the recombination rate. However,
their judicious selection also enhances injection of other type
of charge carriers [14]. Consequently, a high charge balance is
achieved that enhances the recombination rate. Until now sin-
gle and double HBL architecture have been analyzed resulting
in an augmented device luminescence. Their performance [14]
is compared with the multilayered OLED in Table II.

Both these devices have the same architecture as
multi-layered OLED with the addition of HBLs; BAlq for
single HBL and BAlq + BPhen for double HBL OLED
architectures. Table depicts that luminescence performance is
highest for double HBL architecture with a reported value
of 23,722 cd/m2. This is followed by single HBL and multilay-
ered OLED with values: 19444 and 17190 cd/m2, respectively.
However, the current density shows a slightly opposite trend.
Its highest value is 445.79 mA/cm2 for multilayered device,
followed by 354.01 and 299.77 mA/cm2 for double and single
HBL devices, correspondingly.
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Fig. 2. Schematic view of triple hole block layer OLED.

TABLE III

DIMENSIONS OF DIFFERENT LAYERS USED IN DEVICE B AND C

A low current density for OLED with HBL(s) is justified as
movement of holes is restricted within the device. Moreover,
double HBL illustrates higher current density compared to
single HBL device. It is result of judicious hole block layer
selection in the device. These layers possess LUMO levels
close to that of adjacent electron transport and injection
layer facilitating their injection. Further, double HBL blocks
a higher number of holes and as a result their accumulation
increases the positive bias within the device that further attracts
more electrons [14].

These results illustrate the effectiveness of HBLs to
improve the device performance. Therefore, the present
article proposes a novel OLED architecture consisting of
three HBLs and its analysis. Two OLED devices with
third HBL as TPBi 2,2′,2′′-(1,3,5-Benzinetriyl)-tris(1-phenyl-
1-H-benzimidazole) and CBP: 4,4′ -Bis(N-carbazolyl)-1,1′ -
biphenyl, are analysed and named Device B and Device C,
respectively. The third HBL is selected such that this can
work in tandem with the other HBLs of the OLED. The
structure of the organic LED with triple HBL device is shown
in Fig. 2 and the dimension of each layer discussed is enlisted
in Table III. Similar to double HBL device, on using three
HBLs, the dimension of each hole block layer is further
reduced to 6 nm, that increased the device dimensions by 2 nm
only [14].

The HOMO and LUMO levels are prime consideration
while selecting the third HBL. The concept is explained
utilizing the energy band diagram in the following sub-section.

A. Energy Level Diagram of OLED

The energy levels; HOMO and LUMO, of the different
incorporating layer in the architecture of organic light emitting
diode directly impact its performance parameters. This can
be explained based on the energy level diagrams of different
OLED devices as depicted in Fig. 3. Fig. 3 (a) illustrates the
band diagram for the multilayered OLED, Device A. It is
observed that the holes are injected from ITO anode into the
m-MTDATA layer. One by one holes traverse NPB, Alq3,
QAD, ALq3 layers and finally reaches the cathode Al: LiF.
Similarly, the electrons enter from the cathode and traverse
the same path in the reverse direction.

It is observed that the holes do not encounter any barrier
while passing from the emission layer QAD until it reaches
the cathode. Since, the hole mobility is higher as compared
to that of electron mobility, therefore, these charge carriers
reach cathode much before electrons reach the emission layer.
As a consequence, phenomenon of carrier quenching take
place [14]. Resultantly, the recombination rate decreases and
so does the device luminescence. Enhanced device lumines-
cence can be achieved by improving the recombination rate
within the emission layer. Therefore, the holes need to be
restricted within the emission layer. Hole block layers are
utilized for this purpose.

Fig. 3 (b) represents the energy band diagram of double hole
block layer OLED. It is observed that with the inclusion of
double HBLs: BALq and BPhen, the HOMO levels increase
substantially. This creates a barrier for the movement of holes
and as a result most of these charge carriers are restricted
within the emission layer. On the contrary, the barrier force
for the electrons is not substantial to prevent their movement
within the EML. Moreover, the holes that are restricted
within the emission layer increase the positive bias thereby
attracting more electrons. Consequently, electron injection also
increases. As a result, the overall charge carrier concentration
within the emission layer increases, thereby, improving the
luminescence.

The process of blocking the holes is further improved with
the inclusion of the third HBL: TPBi as illustrated in Fig. 3 (c).
The third HBL is selected such that its HOMO level acts as
an effective energy barrier for restricting the movement of
holes. On the contrary, the LUMO level is almost similar to
adjacent layers, thereby, facilitating the electron injection. Uti-
lizing the present architecture, the charge carrier concentration
within the emission layer improves, consequently resulting
in higher recombination rate and an enhanced luminescence
performance. Results pertaining to impact of triple hole block
layer are discussed in the succeeding sections.

B. Triple HBL OLED: Results

Results pertaining to the luminescence and current density
of triple hole block layers is discussed in the present section.
Fig. 4 shows the narrow recombination region in structure
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Fig. 3. Energy band diagram of (a) Multilayered OLED, (b) Double HBL
OLED and (c) Triple HBL OLED.

of triple HBL OLED as observed from ATLAS at 123 nm.
This narrow recombination region is not visible in Device A.
Further, the zoomed version in the inset depicts that the
emission region covers both sides of the QAD (at 123.1 nm).
Thus, these two figures illustrate a good charge balance that
exists within the device. This is achieved due to both efficient
hole blocking and a well-organized electron injection.

The luminescence and current density result for these two
devices are shown in Fig. 5. The result illustrates a significant
improvement in the luminescence for Device B and C as com-
pared to Device A. Their luminescence values are 25285 and
24204 cd/m2 respectively, at an anode potential of 18V.
These values are correspondingly 47% and 40% improvement
over the multilayered OLED. Even compared to double HBL
device the luminescence enhancement is 6.58% and 2.03%

Fig. 4. Langevin’s recombination rate as observed in triple HBL OLED.

TABLE IV

COMPARATIVE ANALYSIS OF PARAMETERS FOR DEVICE A, B, AND C

for Device B and C, in same order. Moreover, current density
values of 376.34 and 360.30 mA/cm2 for Device B and C,
respectively are much closer to Device A as compared to
previous devices incorporating HBLs. Luminescence power
efficiency [14] is also calculated for these devices based on (5)

ηP = Lπ

J V
(5)

where L is the luminescence, J : the current density, and
V is operating voltage. Based on (5), power efficiency values
for Device A, B, and C are 6.73, 11.73, and 11.73 lm/W.
The values for Device B and C also show an improvement
of 74.29% over multilayered OLED, Device A. Even though
Device B and C have similar architecture, still there is a
slight difference in their performance. The reason behind the
performance variation is individual properties of these two
layers. TPBi has a higher HOMO level (6.3 eV) as compared
to CBP (6 eV). This high HOMO level leads for blocking of
more holes in Device B, resulting in an improvement for its
luminescence performance.

Additionally, the mobility of CBP and TPBi also plays an
important role in dictating these characteristics. The electron
mobility of TPBi (5.6 × 10−6 cm2V−1s−1) [21] and CBP
(0.5 × 10−6 cm2V−1s−1) [22] are in the similar range. These
electron mobility values correspond closely to mobility of
BAlq (which is less than 1 × 10−5 cm2V−1s−1) [23] and
BPhen (5.2×10−4 cm2V−1s−1) [24]. As electrons are injected
from cathode, slowly the mobility value decreases as it reaches
emission layer. This will facilitate in higher electron injection
but at the same time improving the recombination rate. Since
the mobility of CBP is lower as compared to TPBi, hence its
current density is adversely affected. The complete compara-
tive result for these devices is tabulated in Table IV.

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on June 11,2021 at 06:22:50 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

NEGI et al.: MODELING AND ANALYSIS OF HIGH-PERFORMANCE TRIPLE HBL OLED 5

Fig. 5. Characteristics plot for Device A, B and C: (a) Luminescence and
(b) Current Density with respect to anode potential.

Thereby, these results highlight the effectiveness of novel
device architecture to improve organic LED performance espe-
cially in terms of luminescence. The reason for the improved
device performance is the higher recombination rate. The
reason for higher recombination is a balanced charge carrier
injection as shown in the following section.

IV. INTERNAL ANALYSIS OF NOVEL TRIPLE HBL OLED

Internal device analysis gives an insight into the working
physics of the device [25], [26]. It is undertaken by utilizing
the cutline methodology in ATLAS as depicted in Fig. 6.
Various parameters for instance electric field, electron/hole
concentration (‘e’ /‘h’ concentration), Langevin’s recombina-
tion rate, etc., can be extracted along this line [27]. The devi-
ation of parameters along the cutline indicates the variation
encountered within the different layers of the device. The
cutline analysis is implemented on Device A, B, and C with
the results illustrated in Fig. 7.

The results depict ‘h’ and ‘e’ concentration variation within
the different layers of the device in Fig. 7 (a) and (b). Their
highest values are almost same, and yet their luminescence
characteristic varies by a lot. This is due to the ‘h’ and
‘e’ concentration in the proximity of the emission layer.
Device A, (emission layer at 111.1 nm) shows a very low
‘h’ and ‘e’ concentration within the emission layer as observed
in Fig. 7 (a) and (b). The highest ‘h’ concentration (in vicinity
of emission layer) is at 110 nm (towards the cathode). Thus,
the recombination also occurs at 110 nm and not within the

Fig. 6. Illustration of cutline drawn at the centre of triple HBL OLED.

QAD layer as shown in Fig. 7 (c). Therefore, the device shows
poor luminescence.

Contrarily, Device B and C, triple HBL OLEDs (emission
layer at 123.1 nm), illustrates a high ‘h’ and ‘e’ density in
and near the emission layer as seen in Fig. 7 (a) and (b).
Hence, both these devices depict a high rate of recombination
within and near of the emission layer that is evident from
Fig. 7 (c). Therefore, both these devices demonstrate a high
value of luminescence. These results prove that the novel triple
HBL architecture is influential in enhancing the overall device
performance. Further, Device B depicts higher ‘e’ and ‘h’
concentration in comparison to device C. Thus, TPBi is more
effective material in comparison to CBP.

Hence, the rate of recombination is highest for Device B as
observed in Fig. 7(c).

V. ANALYTICAL ANALYSIS OF NOVEL

TRIPLE HBL OLED

Analytical analysis also gives an insight into the device
internal physics [25], [26] however, with a different perspec-
tive. Herein, the electric field and mobility behaviour within
the OLED is examined. Poisson’s equation is applied to deter-
mine the electric potential throughout the device [28], [29].
Whereas, Drift-Diffusion model examines ‘e’ and ‘h’ con-
centration and their respective current density [19]. Mobil-
ity of charge carriers is calculated utilizing Poole Frenkel
model [30]. Poisson’s equation obtains the inbuilt electric
potential within the device. It is the result of variation in
density distribution of charge carrier on the application of
external electric potential. The equation for organic devices
is expressed as:

E
(

z + �z

2
, t

)
= E

(
z − �z

2
, t

)
+ �z

q
ε

. { p (z, t)

− n (z, t) + N D (z) − N A (z)} (6)

The different parameters in (6) are: ‘�z’ represents the
mesh width. These mesh points serve as nodes where different
calculations are performed within the device. ‘t’ symbolizes
the time frame for the analysis to be performed. ‘E(z, t)’ is
the electric potential obtained at various mesh points. Further,
‘q’ and ‘ε’ are electron charge and relative permittivity of
the material, respectively. ‘p(z, t)’ and ‘n(z, t)’ are ‘h’ and
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Fig. 7. Cumulative plots illustrating (a) ‘h’ concentration, (b) ‘e’ concentra-
tion and (c) Langevin’s recombination rate for Devices A, B, and C.

‘e’ concentration correspondingly, as a function of z (device
thickness) and t . At last, ‘NA(z)’ and ‘ND(z)’ represents the
respective impurity concentration of acceptor and donor type,
at point z. The calculation of inbuilt electric potential is depen-
dent on determining the variation of charge carrier density. It is
calculated with the help of Drift-Diffusion equation. The hole
and electron density are expressed as:

p (z, t + �t) = p (z, t) − �t⎧⎨
⎩ 1

q

J p

(
z + �z

2 , t
)

− J p

(
z − �z

2 , t
)

�z

+ r (z, t) n (z, t) p (z, t)
}

(7)

n (z, t + �t) = n (z, t) + �t⎧⎨
⎩ 1

q

J n

(
z + �z

2 , t
)

− J n

(
z − �z

2 , t
)

�z

− r (z, t) n (z, t) p (z, t)
}

(8)

‘�t’ is the time required for revising the values of these
time dependent charge carrier densities. The recombination
rate ‘r(z, t)’ is expressed in Langevin’s form for the organic
devices. Finally, ‘Jp’ and ‘Jn’: current density due to holes
and electrons respectively, are obtained as:

J p
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)
= qμ p
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2
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2
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2
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n (z + �z, t) − n (z, t)

�z
(10)

‘μp’ and ‘μn’ in (9) and (10) represent hole and electron
mobility values, correspondingly, whereas ‘K ’ and ‘T ’ have
standard meanings. Since, mobility in organic devices follow
Poole Frenkel mobility model, therefore, it is utilized for their
determination. The model is expressed as:

μ (E (z, t)) = μ0ex p

(√
E (z, t)

E0

)
(11)

The unknown parameters in (11) are: ‘μ0’ that denotes the
mobility at null or zero electric field, whereas ‘E0’ stands for
the value of characteristic field (V/cm).

The complete model is validated for the multilayered
OLED and the results are present in [30] and tabulated
in Table V. Different parameters in the table illustrate a close
trend between the analytically calculated results and the ones
obtained through internal device analysis. Therefore, the model
satisfactorily analyse the OLED and is utilized herein for the
numerical analysis of the triple HBL device. The analysis
is performed on Device B owing to its best performance.
Thereafter, results are compared with internal analysis results.
The analysis is aimed at justifying the reasons for enhanced
performance of Device B.

Foremost, the electric field within the device is extracted
numerically as well as through simulation. Fig. 8 depicts a
comparative plot between these two analysis results for electric
field. It is observed from the plot that both electric field
curves are identical with a characteristic peak at the centre of
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TABLE V

MULTILAYERED OLED: COMPARISON OF NUMERICAL
AND INTERNAL ANALYSIS RESULTS [30]

Fig. 8. Combined plots for simulated and analytical electric field.

OLED at 123 nm (i.e. the emission layer). Simulated values
are little higher as compared to numerically extracted values.
These are 4.03×106 and 3.59×106 respectively with an error
rate of about 12%.

Charge carrier concentration is extracted utilizing drift
diffusion model. The curves for ‘e’ and ‘h’ concentration
are illustrated in Fig. 9 (a) and (b) respectively. Device B
constitutes an array of layers and therefore, internal analysis
(simulated) results depict multiple peaks for both ‘h’ and ‘e’
concentration as different layers are traversed. The analytical
results follow a similar trend however, little less pronounced
peaks are observed in charge carrier concentration. Both
these results demonstrate a high ‘e’ and ‘h’ concentration
in the vicinity of emission layer. Thereafter, charge carrier
concentration of both types fall to a low value, suggesting
recombination processing occurring in this region.

The mobility values for the charge carrier are extracted next
as shown in Fig. 10. The curves for ‘e’ and ‘h’ mobility
resemble closely to the electric field curves. Both these curves
depict a distinctive peak around emission layer (123 nm).
This suggests that the mobility depends on the electric field.
Thereby, it demonstrates Poole Frenkel mobility behavior.
Only analytical results are shown owing to the slight difference
in the peak values of carrier mobility for analytical and internal
analysis results, similar to multilayered OLED.

Fig. 11 show curves for ‘e’ and ‘h’ current density. The
internal and analytical analysis values matches with minor
error of 6%. However, it is observed that analytical ‘e’ and ‘h’
current values are observed in the entire region covered with
organic semiconductors. Thereby, it suggests further scope to
improve the architecture of the OLED. Table VI highlights the

Fig. 9. Cumulative plots for: (a) ‘e’ concentration and (b) ‘h’ Concentration.

TABLE VI

DEVICE B: COMPARISON OF ANALYTICAL

AND INTERNAL ANALYSIS RESULTS

comparison of analytical and internal analysis results. Both
these results show a similar trend. The analytical analysis
results demonstrate performance improvement in the device
as a result of higher ‘h’ and ‘e’ concentration. Novel OLED
architecture neutralizes the impact of higher hole mobility
in comparison to electron mobility. Consequently, a balanced
recombination is achieved within the emission layer that
enhances the device luminescence characteristic.

VI. OLED FOR DIAGNOSIS OF OVARIAN CANCER

The present section illustrates utilization of OLED as a light
detector for the diagnosis of ovarian cancer. There are various
other devices such as solar cells, photo diodes and photo
detectors, etc., that can serve the same purpose. However,
OLED is preferred for the detection purpose focusing basically
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Fig. 10. Field dependent mobility plot: (a) ‘e’ mobility and (b) ‘h’ mobility.

on the ease of fabrication. It is well known and highlighted
by many researchers [6], [31] that realization of two different
devices on a single substrate is probable but even with similar
materials, the fabrication process is quite complicated.

Therefore, if the same device can be utilized as a light
source as well as for detection, the fabrication process becomes
highly simplified and standardized. Moreover, OLED is also
utilized herein because of its huge color gamut. This means
that within a limited spectrum, the OLED can produce a larger
variation of colors as compared to other devices. This depicts
that the OLED can differentiate between wavelengths closer
to each other much easily. Hence, the device is much more
sensitive to light and thus can produce different current values
for light with wavelength close to each other.

The method used for light based detection of ovarian
cancer is suggested by Zavirik et al. [32]. Previous liter-
ature reviews [33], [34] are also available that highlights
interaction of human urine and blood with light for the
detection of various compounds present therein. Additionally,
some researchers [35], [36] have also highlighted detection of
different types of cancer by analysing fluorescence spectra of
various compounds present in human urine. Their research
depicted that upon excitation, fluorescence from the urine
samples of cancer patients varies from that of a normal
humans. The reason for this variation in emission spectrum
is the result of lower pyridoxic acid concentration in an
oncological patient [32].

Urine samples are excited at varying wavelength in the
range: 250-530 nm and the emission spectrum are observed

Fig. 11. Combined plots for (a) ‘e’ current density and (b) ‘h’ current density.

TABLE VII

FLUORESCENCE COMPARISON OF HEALTHY

HUMAN AND OVARIAN CANCER PATIENT

in the interval 390-460 nm. Fluorescence emission for healthy
human shows a peak at 420 nm when excited at 330 nm.
However, the same for cancer patient observed at 440 nm for
excitation of 379 nm [32]. Table VII tabulates the data in this
regard. Light emitting diodes (conventional LEDs) depicts a
property to produce current corresponding to any wavelength
of light lower than its own emission wavelength. The same
principle is applied herein for the OLED to detect light.

Methodology suggested by Zavirik et al. [32] utilized
spectrophotometer for detection of fluorescence. Similarly,
an effective methodology can be developed with the help of
OLED for diagnosis of ovarian cancer as illustrated in Fig. 12.
The novel OLED architecture utilized for the detection of
ovarian cancer consists of different layers that results in a
balanced electron and hole injection. There are hole injection
and transport layer (m-MTDATA and NPB) similar to electron
injection and transportation layer (Alq3).

The role of these layers is to enhance charge carrier within
the device. However, due to higher mobility of holes as
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Fig. 12. Methodology to utilize OLED for diagnosis of ovarian cancer.

compared to electrons most of them get exhausted at the
opposite electrode. Therefore, to prevent these holes from
reaching the opposite electrode, hole block layers are used.
Therefore, a higher recombination occurs in the emission layer
and due to higher charge carrier injection, current within the
device is also improved.

This OLED device is used as a light source and fluorescence
sensor for the detection of ovarian cancer. As a result of these
additional layers, an enhanced luminescence is achieved, that
is helpful for better excitation of the urine sample. At the same
time, the OLED based fluorescence sensor is able to produce a
higher photo current due to the improved device architecture.
Thus, the overall architecture is helpful in efficient detection
of cancer. Therefore, the light from OLED interacts with
human urine sample resulting in its excitation and fluorescence
emission. OLED light sensor detects this emission. Therefore,
the complete system can be used for the diagnosis of ovarian
cancer. The first step towards utilization of OLED for the
detection of light is to determine its emission wavelength as:

E g = hc/λ (12)

where ‘Eg’ represents the band gap of a particular light
emitting material, ‘h’ stands for Plank’s constant, ‘c’ is the
speed of light and λ: the wavelength of light emitted.

The architecture of Device B consists of Alq3 and QAD,
both capable of emission. Therefore, the emission wavelength
of the device will be somewhere in midst of the spectrum
of these two materials. Based on the energy band gap for
Alq3 (2.8 eV) and QAD (2 eV) their emission wavelength
is 443nm and 621nm, respectively. Hence, the proposed
OLED is capable of producing a current for any wavelength
below 443 nm. Analysis is carried out in ATLAS, wherein
a light beam of intensity 1 W/cm2 and wavelength varying
from 0-720 nm is made incident on surface of the OLED.
The cutline is drawn to analyse the performance of the device
working as a fluorescence detector as illustrated in Fig. 7. The
main focus is on the emission layer.

In the device architecture, the main emission layer is QAD,
however Alq3 is also capable of producing light. The device
architecture is such that, when the device is used as a light
source, maximum recombination occurs within the emission
layer. However, while device is utilized as a fluorescence
sensor, the light falls on both Alq3 and QAD layer and these
layers produce photo current. Since dimension of Alq3 layer is
much greater than QAD layer, therefore, the layer dominates
the photo generation current. The photo-generation is observed
in Device B, upon incidence of light and the result is depicted
in Fig. 13.

Fig. 13. Photo generation rate as observed in Device B.

Fig. 14. Current variation observed after light incidence on Device B (a) Total
photo generation current available and (b) Cathode current.

Fig. 13 depicts that the photo-generation is observed only
in QAD and Alq3 layers of Device B. Alq3 layer domi-
nates the photo generation rate owing to its larger dimen-
sions. If a small bias is applied on the device the generated
electrons and holes can be easily separated to produce the
corresponding photo current. Cutline analysis is performed to
extract these photo-generated current values. Fig. 14 shows
the available photo-generation current and cathode current for
Device B. Their maximum values obtained are 93 and 11 mA,
respectively.

Further, it is also observed that current values vary
from 0-450 nm range only and thereafter, falls to zero.
Its highest value is observed in range of 400-440 nm. These
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TABLE VIII

PHOTO-CURRENT PARAMETERS OBSERVED FOR DEVICE B

values correspond to the emission wavelength of Alq3 layer
which dominates the photo generation in the OLED. Photo cur-
rent generation is high in device B as is tabulated in Table VIII.
Difference between cathode current at emission wave-length
of 420 and 440 nm is 4 mA. Hence, Device B can easily
differentiate between the emission spectra at 420 and 440 nm
and therefore, between healthy person and oncological patient.

The complete system can be amalgamated to develop a low
cost portable sensor based on organic LED that might replace
expensive medical tests.

VII. CONCLUSION

The present research article proposes a novel triple HBL
OLED architecture to enhance its performance. Thereafter,
the article highlights its utilization as a light sensor for
diagnosis of ovarian cancer. Triple HBL OLEDs, Device B
and C, are analyzed and their performance is compared
to multilayered OLED, Device A. Compared to Device A,
both these devices depicted a luminescence improvement of
47.09% (25285 cd/m2) and 40.08% (24204 cd/m2), respec-
tively. Improved luminescence results from enhanced recom-
bination rate. Judicious selection of HBLs increase charge
carrier concentration as it blocks the holes and enhances
electron injection at the same time. This is also evident through
analytical modeling and internal device analysis.

Both internal and analytical analysis are performed for the
proposed OLED. Internal analysis is performed using Silvaco
Atlas tool, whereas analytical analysis is performed with the
help of model equations governing device working. Both these
analysis results highlight different aspects related to internal
physics of the device. The internal analysis is utilized herein to
extract electron and hole concentration along with Langevin’s
recombination rate. On the other hand, analytical analysis is
performed to observe the electrical properties and manner in
which charge carrier concentration varies within the device.

The analytical modeling is based on Poisson’s equation
and drift diffusion equation. Parameters such as electric field,
‘e’ and ‘h’ concentration, etc. are extracted. The analytical
results illustrate a high electron and hole concentration within
the emission layer of triple HBL OLEDs as compared to
Device A. Consequently, recombination takes place within the
emission layer. The analytical analysis results also highlight
presence of Poole Frenkel mobility behavior within the device.

Finally, article depicts the application of OLED for diag-
nosis of ovarian cancer. Fluorescence emission from urine
samples of the healthy person and oncological patient shows

a peak emission at 420 and 440 nm wavelengths, respec-
tively. Triple HBL OLED, Device B detects this fluorescence
emission and produces a corresponding cathode current of 5
and 1 mA with respect to these two emission wavelengths.
Hence, a healthy person is differentiated from oncological
patient. Therefore, using the present methodology OLED
based portable hand-held device can be developed for the
diagnosis of ovarian cancer.
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Abstract 

Biogas is a renewable energy source which is being researched and widely developed as a future alternative 

energy source that is economical, sustainable, and environmentally friendly. Under the scheme for National 

Capital Territory, we used 150 cows for example where the dung from the cows is processed. Biogas production 

in every day which is 54 m
3
 or equivalent to 54,000 liters. Biogas can be used as a generating system capable of 

producing energy of 540 kWh each day with a power of 540 kW. The generator system in this study divided 

into 2 parts, namely first, a simple generator system (Digester-biogas-Genset 30000W-electricity biogas) which 

is assumed to operate for 24 hours a day with the energy output from this biogas power plant is 613.8 kWh per 

day. Generating system, the second is a generator system using HOMER (Thermal-Boiler-Generator Bio 2 kW-

Converter of 10 kW-electric load) with an energy output of 613.8 kWh per day. In realizing an efficient biogas-

based generating system, so in this study use HOMER software to optimize generator size and value economic 

power plant with coverage in the form of net present cost (NPC) of Rs.2,50,000.00 and the cost of Energy (COE) 

of Rs. 1.57 per unit 

Keywords: Anaerobic, Biogas, Digester, Energy, Homer 

 

1. Introduction 

Energy has a very important role in the activities of human life; the increasing use of energy has become the world's talk, 
especially in India. Some of the energy which is used by the Indian people today comes from hydro, solar, and fossil fuels, 
namely petroleum, coal, and gas. Based on India's Energy outlook, the national energy demand continues to increase along 
with economic growth, populations, energy costs, and governmental policies. An average Gross Domestic Product (GDP) 
growth rate of 4.14% per year and the population growth rate of 0.78% per year during 2016-2020, the growth rate for the final 
energy demand is approx. 2.3% per year as per International Energy Agency. “The total primary energy consumption from 
coal (452.2 Mtoe; 55.88%), crude oil (239.1 Mtoe; 29.55%), natural gas (49.9 Mtoe; 6.17%), nuclear energy (8.8 Mtoe; 
1.09%), hydroelectricity (31.6 Mtoe; 3.91%) and renewable power (27.5 Mtoe; 3.40%) is 809.2 Mtoe (excluding traditional 
biomass use) in the calendar year 2018.” As time goes by, fossil fuels because they are classified as non-renewable energy will 
sooner or later be depleted or their availability crisis; Based on statistical data on New Renewable Energy and Energy 
Conservation by International Energy Agency, India has a new and renewable energy source, namely bio-energy with a 
potential of 18,000 MW with an installed on-grid system capacity of 220.8 MW, of which only a small amount is still being 
utilized. As a South Asian country, India has abundant bio-energy as energy potential that can be used as renewable energy 
source to replace fossil energy which is still widely used today, as well as to maintain national energy security [1-2]. 

Delhi is the National Capital Territory in India that has installed electrical energy capacity from several power plants in 
several locations generates approx. 2,000 MW of electricity. The power plant used to supply electrical energy by Gas only. 
Whereas, 54MW of energy is generated from Bio-Waste from 5250 ton of per day waste; The need for electrical energy in 
Delhi in 2021 is 2,160.30 MW consisting of the government sector of 63.56 MW, the household sector of 1,330.85 MW, the 
industrial sector of 130.05 MW, the business sector of 508.15 MW, the social sector is 91.31 MW, the public lighting sector is 
35.36 MW. With such a large energy demand, Delhi is still experiencing a deficit of 47.32 MW of electrical energy. The 
impact of the deficit in electrical energy is the occurrence of rotating blackouts in the National Capital Region of Delhi. 
Utilizing new and renewable energy to overcome the deficit in electrical energy in the Delhi is the best way. In addition to 
fulfilling energy needs, the use of new and renewable energy can also reduce environmental pollution caused by the use of 
fossil energy. There is still a lot of potential from biomass in the National Capital Region of Delhi that has not been utilized to 
overcome the problem of energy in electricity, one of the abundant biomass potentials that are still underutilized is solid waste 
or garbage [3]. The National Capital Region of Delhi has fertile soils and wild plants that are easily available. With this 
geographic condition, it is easy to develop the livestock sector. Based on data from Animal Husbandry Statistics Division, 
livestock in Delhi has a population consisting of 6 types of animals, namely cows, buffaloes, dairy cows, goats, sheep, and pigs 
approx. 16,00,000 heads, and continued to increase in 2021 to 16,34,128 heads. Of the livestock population, the cattle 
population has the highest number compared to other animals [4-5]. 
 

Previous research has examined the potential for cow dung to be used as a source of power generation, but this study is still  
a hypothesis, so the test is less accurate in actual conditions. The biogas production process using the anaerobic digestion 
method made from cow dung, it goes through several stages, each of which has erratic changes that can affect the production 
of biogas produced [6-7]. In this study, it has also analyzed the economic value that gets positive values so that the design is 
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feasible to be realized. The process of forming biogas has several factors that can affect the production of biogas, namely the 
temperature in the digester, the growth of microorganisms, inhibiting agents, etc. Previous research that examined cow dung as 
a raw material for power plants still used potential based calculations, without examining the factors that influence the 
production of biogas. So that the results obtained are not accurate. A study to calculate the factors that influence the formation 
of biogas is very necessary because in the process of a biogas power- plant the factors that influence it are very much taken 
into account in order to obtain optimal results [8-9]. Overcoming the shortcomings in calculations to predict biogas production 
in previous research has been done by making a mathematical model of each stage of biogas production as a differential and 
algebraic equation that is simulated in MATLAB software. Modeling is done to make it easier to optimize each process and to 
control each biogas formation process. In the simulation process, the performance of all stages of biogas that is being in 
production can be seen so that estimating the biogas production that will be produced from the whole process is more accurate 
and can optimize the results of biogas production without disturbing the ongoing anaerobic digestion process activities (trial 
and error).[10] 

 
2. Literature Review 

2.1  Related research 

Before conducting this research, it is necessary to conduct a literature study which aims to find references and research 
relevant to the research to be carried out. These references are obtained from journals, books or papers related to this research. 
Research on the biogas power plant with a balloon type digester, this study analyzes the potential of cow dung to generate 
electricity using a prototype. The balloon type digester is used for the reason that it is simple to install, easy to assemble and 
assemble and the price is relatively cheap. The results obtained from the prototype are a mixture of cow dung and water with 
a 1: 1 ratio of 624 liters of gas can be produced from a plastic drum capable of turning on electricity for 35 minutes with a 
power capacity of 700 watts [11-13]. 

 
Research on the modeling of biogas production in batch type reactors using the Hamming predictor-corrector method, in 

this study analyzes a model of the biogas production process with a batch type digester. The amount of biogas which is 
produced from biogas production process was predicted using a model that is commonly used in the anerobic digestion 
process, namely Anaerobic Digestion Model No. 1 (ADM1) [14]. The ADM1 model is transformed into a system of 
differential equations and is solved using the Hamming predictor-corrector method. This method is a linear method from the 
previous points. The simulation of biogas production was carried out for 120 hours by defining the initial substrate 
concentration of 500 mgCOD / L. On the basis of simulation results, it is known that the maximum concentration of methane 
obtained at the end of the simulation is 417.48 mgCOD / L. In addition, the growth of microorganisms that digest glucose is 
faster than the growth of other microorganisms. The simulation results show II-3 that the initial concentration of glucose and 
microorganisms is very influential on the concentration of methane produced. [15] Research on the simulation of biogas from 
dairy cow dung, in this study analyzed a simulation model on Matlab for biogas production from cow dung on a dairy farm. 
Input in this study uses dairy cow dung which is diluted with 25% water after filtering with the output of high-quality 
fertilizer and biogas consisting of 70-73% methane that is produced from the diluted liquid fraction of dairy cow dung. The 
model in this study made several modifications based on the hill model to simulate the production of biogas methane in 
anaerobic digestion. The modified hill model is simulated in Matlab using the eulerian and ode solver methods to obtain 
changes in methane gas over time. And this study also uses the Matlab editor function block Simulink. The three simulators 
provide the same response curve with different simulation times [16,17]. 

Research on the modeling and anaerobic simulation of livestock manure into biogas, this study creates and analyzes a 
model of biogas production from livestock manure which aims to develop a method for testing the digestion of fertilizers and 
wastewater for biogas. The model made several additions from the basic anaerobic digestion model no 1 (ADM1), modeling 
was carried out using Matlab by implementing all the equations and parameters. guidelines to simulate biogas production in 
certain species [18]. Research on the modeling and simulation of biogas production based on anaerobic digestion of energy 
crops and manure, this study makes an anaerobic digestion model to improve the accuracy of predicting the dynamics of 
anaerobic digestion for plants and manure. The model is calibrated using an experimental dataset in a batch process which is 
mono-fermented corn amylases. Furthermore, the concept is being validated by experimental data in which corn silage has 
being digested and tested for twenty-eight days in a continuous pilot-scale biogas fermented at uninterrupted raw material 
loads. The resulting model accurately predicts the flow rate dynamics of CH4 (methane) and the carboxylic acid 
concentration. After that, the II-4 calibration model was carried out using ADM1 (Anaerobic Digestion Model no 1) for silage 
grass and livestock manure. The calibrated model precisely predicts anaerobic digestion from subtract for biogas and methane 
flow rates, and volumetric concentration dynamics of biomass, carboxylic acid chains, inorganic carbon matter, organic 
matters, and the pH values. Process modeling in this research uses Matlab [19]. Based on several studies that have been 
carried out for the calculation of biogas production using mathematical equations based on its potential only and calculated 
manually; Several supporting studies have carried out the calculation of biogas production by adapting the actual conditions 
that are implemented in each biogas formation process into a differential equation that is solved using the Matlab simulator. 
However, this research still focuses on calculating biogas production. The author offers a modeling and simulation in 
producing biogas and the potential for electrical energy by utilizing cow dung waste. The simulation in this study not only 
examines the aspect of biogas production, but also involves the potential of electrical energy generated from biogas as well as 
analyzing the technical and economic aspects. By using modeling and simulation, the author can experiment in complex 
situations, save money, save time and focus on the important characteristics of the problem compared to the manual method 
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(trial-and-error) is less effective, and time consuming. Apart from that, modeling and simulation are also useful for analyzing 
system performance. 

 
 

2.2  Cow Manure 

2.2.1 Definition of Cow Manure 

Cow manure is the result of digestion in the form of waste from cows which varies in color from green to black, depending 
on the food eaten by the cow. After exposure to air, the color of cow dung tends to darken. Cow manure is waste from the 
digestive process of cattle which is solid and in the process of its disposal it is often mixed with urine and gases, such as 
methane and ammonia. Nutrient content in cow dung varies depending on the state of the production level, type, amount of 
feed consumption, and individual livestock [9, 20, 21]; The composition of cow dung that has generally been studied can be 
seen in table 2.1. 

 

Table 2.1: Composition of Cow Manure. 

Compound Percentage 

Hemicelluloses 18.6% 

Cellulose 25.20% 

Lignin 20.20% 

Protein 14.90% 

Dust 13% 
 

 Specifications of cow dung produced from cows weighing 635 kg, the amount Total solids (TS) can generally also be 
estimated to be 10-15% of the initial impurity mass. Meanwhile, the number of volatile solids can be estimated at 8-10% of 
the mass of impurities early [22-24]. The specification of cow manure with a cow weight 636Kg can be seen in table 2.2. 

 

Table 2.2: Cow Manure specifications with a total weight of 635 kg 

Specifications 
Cows with a 

weightofs635kg 

Dirt S50.8kgs 

Manure S51.1literss 

Total solids 
(total solid, ts) 

S6.35kgs 

Volatile solids 
(volatile solid, vs) 

S5.4kgs 

 

2.2.2 Potential for Cow Manure 

Waste Cattle farming in India has enormous potential which is spread over several regions. Cattle breeding business 
requires ideal geographical conditions for the survival of cows. Weather in Delhi is good for cattle farming. Cow manure is a 
potential raw material for making biogas because it contains starch and lignocelluloses. Usually, cow dung is used as fertilizer 
and the rest is used to produce methane gas using anaerobic processes. Cow manure is a biomass that contains carbohydrates, 
protein and fat. Biomass that contains high carbohydrates will produce low methane gas and high CO2, when compared to 
biomass that contains high amounts of protein and fat. In theory, the methane production resulting from carbohydrates, 
protein, and fat is 0.37; 1.0; 0.58 m3 CH4 per kg of organic dry matter. Cow manure contains the three elements of organic 
matter, so it is considered more effective to convert into methane gas. One way to determine the appropriate organic material 
to be used as an input for the biogas system is by knowing the ratio of carbon (C) and nitrogen (N) or what is called the C / N 
ratio. Several experiments that have been carried out by ISAT show that the activity of methanogenic bacteria will be best at a 
C / N ratio of around 8-20 [25-27] 
2.2.3 Biogas 

Biogas is a gas produced through anaerobic processes (without oxygen) where the molecules are complex carbon 
contained in organic matter degraded into molecules with simpler structures including CH4 and CO2. India mostly uses biogas 
for cooking or heating, whereas biogas which contains the main ingredient methane (CH4) can be used as fuel in power plants 
because it has a fairly large heating value, which is 23,880 BTU / lbm [28]. Biogas is produced 

when microorganisms, especially bacteria, reduce levels of organic matter without air or anaerobic conditions. Compared 
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to air, biogas is about 20% lighter and has a flame temperature between 655° C to 750° C. Biogas is a gas that is odorless, has 
no color and burns with a blue embers color similar to liquid petroleum gas (LPG). Biogas burns with an efficiency of 60% in 
the conventional biogas furnace and a calorific value of 20 MJ / Nm3. The volume of biogas is usually expressed in normal 
units of meters per cubic (Nm3), namely the volume of gas at 0oC and atmospheric pressure. Biogas consists of 50% to 75% 
methane (CH4), 20% to 44% carbon dioxide (CO2) and small amounts of other substances. The biogas composition is as 
follows [29-33]. 

The composition of biogas can be seen in table 2.3. 
 

Table 2.3: Compositional Biogas 

Concentration Formulas Elements (Volume %) 

Methane CH4 50-75 

Carbon dioxide C02 25-45 

Water Vapor H20 2-7 

Oxygen O2 <2 

Nitrogen N2 <2 

Hydrogen Fluid H2s <2 

Ammonia Nh3 <1 

Hydrogen H2 <1 
 

 
2.2.3 Biogas formation Process 

The formation of biogas occurs based on chemical principles, namely the occurrence of fermentation of carbohydrates, fats 
and proteins by methane bacteria which are not mixed with air or what is called anaerobic digestion process. One gram of 
cellulosic material will produce 825 cm3 of gas at atmospheric pressure. One gram of fat produces 1.25 liters of biogas at 
atmospheric pressure. The process of forming methane gas by anaerobic digestion involves a complex interaction of several 
different bacteria, protozoa, and fungi. Some of the bacteria that play a role are Bacteroides, clostridium butyrinum-coli and 
other intestinal bacteria. These two bacteria are the main bacteria producing methane and can live in anaerobic conditions. 
The fermentation process usually takes 7 to 10 days with an optimum temperature of 35°C and an optimum pH of 6.4-7.9. In 
general, the process of forming biogas is: 𝑪𝒙𝑯𝒚𝑶𝒛 + (𝒙 − 𝟏𝟒  𝒚 − 𝟏𝟐) 𝑯𝟐𝑶→ (𝟏𝟐  𝒙 − 𝟏𝟖  𝒚 +  𝟏𝟒 𝒛) 𝑪𝑶𝟐 + (𝟏𝟐  𝒙 −  𝟏𝟖  𝒚 +  𝟏𝟒 𝒛) 𝑪𝑯𝟒                                                             … . . (𝟏) 

In the formation of biogas, the process consists of the acid hydrolysis step (acidification), and the methanogenesis stage 
[33-39]. The different stages of biogas formations can be seen in figure 2.1.

 

 
Figure 2.1: Biogas Formation Stages/Phases
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2.2.3  Hydrolysis 

At this stage of hydrolysis, it is the breakdown of complex organic materials being simple, changes the structure of the 
polymer to the monomeric form an insoluble compound with a lighter molecular weight. Lipids turn into acids long chain fat 
one and glycerin, polysaccharides into sugars (mono and disaccharides), protein into amino acids and nucleic acids, into 
purines and purimidines. Lipid conversion occurs slowly below 20oC. The hydrolysis process requires exo-enzyme mediation 
excretion by fermentative bacteria. Hydrolysis of molecules is catalyzed by an extra enzyme’s cells such as celluloses, lipases, 
proteases, etc. [33-39].  

 ( 𝑪𝟔𝑯𝟏𝟎𝑶𝟓 ) n + 

n𝑯𝟐𝟎−→ 𝒏( 𝑪𝟔𝑯𝟏𝟐𝑶𝟔 )                                                                                                                                                    … . . (𝟐) 

     Cellulose                            Glucose 

 

2.2.4 Acidification 

At this stage of acidification, the bacteria will change the polymer simply as a result hydrolysis to acetic acid (CH3COOH), 
hydrogen (H2), and carbon dioxide (CO2). To converting into acetic acid, bacteria need oxygen and carbon contained in 
solution. This stage is carried out by obligate anaerobic bacteria and some of them are bacteria facultative anaerobes. These 
bacteria are anaerobic bacteria that can grow in acidic conditions namely pH 5.5-6.5 which works optimally at a temperature 
of about 30°C. Acetic acid very much needed which will then be used by microorganisms for formation methane gas. In 
addition, mixing is necessary for an even metabolism with a water concentration of > 60% [33-39]. 

  𝑪𝟔𝑯𝟏𝟎𝑶𝟓 ) n + 

n𝑯𝟐𝟎 −→  (𝑪𝑯𝟑𝑪𝑯𝑶𝑯𝑪𝑶𝑶𝑯)                                                                                                                                       … . . (𝟑) 

   Glucose                                Lactic Acid 

 ( 𝑪𝟔𝑯𝟏𝟐𝑶𝟔 ) n + 

n𝑯𝟐𝟎 →  (𝑪𝑯𝟑 𝑪𝑯𝟐𝑪𝑯𝟐𝑪𝑶𝑶𝑯) +  𝑪𝑶𝟐 +  𝑯𝟐                                                                                                         … . . (𝟒) 

   Glucose                                Butyric Acid 

 ( 𝑪𝟔𝑯𝟏𝟐𝑶𝟔 ) n + 

n𝑯𝟐𝟎 −→ (𝑪𝑯𝟑 𝑪𝑯𝟐𝑶𝑯) +  𝑪𝑶𝟐                                                                                                                                   … . . (𝟓) 

     Glucose                               Ethanol 

 

2.2.5 Acetogenesis 

This acetogenesis stage is an advanced stage of the acidification stage, at this stage about 79% of COD is converted into 
acetic acid. The formation of acetate depends on the oxidation conditions of the organic matter which are usually 
accompanied by the formation of CO2 and hydrogen. Ethanol, butyric acid and lactic acid are converted into acetic acid by 
acetogenetic bacteria. The reaction is as follows [33-39]: 

  𝟒𝑯𝟐+ 𝑪𝟎𝟐−→ 𝟐𝑯𝟐𝑶 + 𝑪𝑯𝟒                                                                                                                      ….. (6) 
     𝑪𝑯𝟑𝑪𝑯𝟐𝑶𝑯 + 𝑪𝟎𝟐−→ 𝑪𝑯𝟑𝑪𝑶𝑶𝑯 + 𝑪𝑯𝟒      𝑪𝑯𝟑𝑪𝑶𝑶𝑯 + 𝑪𝟎𝟐−→ 𝑪𝟎𝟐 + 𝑪𝑯𝟒 

    𝑪𝑯𝟑𝑪𝑯𝟐𝑪𝑶𝑶𝑯 + 2H2 + 𝑪𝑶𝟐 −→ 𝑪𝑯𝟑𝑪𝑶𝑶𝑯 + 𝑪𝑯𝟒 

2.2.6 Methanogenesis 

This stage of methanogenesis is the stage where methane and carbon are formed dioxide. Methane is produced from acetic 
acid or from the reduction of carbon dioxide by bacteria acetotropic and hydrogenotropic using hydrogen. Methane producing 
bacteria have appropriate atmospheric conditions due to the process of acid-producing bacteria. That acid the resulting acid-
forming bacteria will be used for methane-producing bacteria. On at this stage low molecular weight compounds are 
decomposed by methanogenetic bacteria be a compound with a high molecular weight [33-39]. 

 
2.2.7 Biogas Formation Process Parameters 

The factors that influence microorganisms are very important in determining speed of the biogas formation process, 
includes the temperature, pH, nutrition, concentration solid, volatile solid, substrate concentration, time of digestion, stirring 
of ingredients organic as well as pressure influences. The following is a discussion of these factors [33-39]: 

1. Temperature 

There are three conditions for anaerobic degasification based on the temperature of the digester, including: 
i. Psychrophilic conditions: In these conditions, the digester temperature is between 10-18°C, and liquid organic waste 

digestified for 13-52 days. 
ii. Mesophilic conditions: In these conditions, the temperature of the digester is between 20-45°C, and liquid organic waste 

digestified for 18-28 days.  Compared to the digester in thermophilic condition, in mesophilic conditions, the operation is 
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easier, but the biogas produced less and the volume of the digester is larger. 
iii. Thermophilic conditions: In this condition, the temperature of the digester is between 50-70°C, and liquid organic waste 

digestified for 11-17 days. In thermophilic conditions it produces a lot biogas, but the investment costs are high and the 
operation is complicated. The graph representative anaerobic digestions temperature can be seen in figure 2.2.  
 
 

 
Figure 2.2: Graph Representative Anaerobic Digestion Temperature 

 

 
The optimal temperature for anaerobic digestion is temperature 30-35° C. These temperature range combines the best 
situations for bacterial growth and production of methane gas in the digester for a long-time short process. At 35° C, it will 
digest the mass of the material same will be digested twice as fast as a temperature of 15° C and produces nearly 15 times as 
much gas at the same processing time. As with the biological process, the methane gas production increases for each increase 
in temperature of 11-15° C. In other words, the number the total amount of gas which is produced in a fixed amount of 
material increases with each other with increasing temperature [33-39].  

iv. Degree of acidity (pH): In anaerobic decomposition, pH is a factor that affects microbes so that if the pH in the digester is not 
in accordance with the recommended pH range then the microbes cannot grow to the maximum. It can even cause microbial 
death which in turn will inhibit methane gas production. Anaerobic bacteria require an optimal pH between 6.2 - 7.6, but that 
is best1 is 6.6 - 7. At first the media has a pH of ± 6 then it rises up to 7.5. If the pH is smaller or greater, it will have toxic 
properties against methanogenic bacteria. When the anaerobic process is already on its way towards the formation of biogas, 
the pH ranges from 7-7.8. PH control is carried out naturally by the NH4 + and HCO3 - ions. These ions will play a role in 
determining the pH value [33-39].  

v. Solids Concentration Factor (Total Solid Content / TS): Total solid content is the amount of solid material present in waste in 
organic material during the digester process occurs, which indicates the rate of destruction / decomposition of solid organic 
waste materials. Ideal concentration solids for producing biogas are 7-9% dry content, this condition can make the anaerobic 
digester process run well. It should be noted that TS concentrations should be kept at no more than 15% as it will inhibits 
metabolism. When introducing organic material into the biodigester must be added with a certain amount of water, the 
function of the water here is in addition to maintains TS <15%, also to simplify the mixing process, the process of flowing 
organic material into the biodigester and for facilitates1 that the gas stream formed at the bottom can flow to the passage over 
the biodigester [33-39].  

vi. Volatile Solids (VS): VS or volatile solids is part of the TS solids that change into the gas phase at the acidification and 
methanogenesis stages as in the process fermentation of organic waste. In laboratory scale testing, the current weight is part 
the solid organic material is burnt out in the gasification process at a temperature of 538 °C called volatile solid. The 
following is a table of volatile solids (VS) components. The volatile solid components can be seen in table 2.4 
 

Table 2.4 Volatile Solid Components 

Component TS% 

Cellulose 31 

Hemicelluloses 12.2 

Lignin 12 

Kanji 12.4 

Protein 12.6 
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Ether 2,6 

Ammonia 0.5 

Acid 0.1 

Total 83.4 

 
It can be seen from the table above that the components of volatile solids (VS) generally consist of cellulose, hemicellulose, 
lignin, starch, protein, ether, ammonia and acids. The size of VS is about 83.4% TS. Taking into account that the TS from 
animal feces is not far from 10%, it is necessary to add some animal food waste in the biodigester, apart from containing high C 
/ N it also has the potential for high biogas production because it contains high TS [33-39]. 

vii. Duration of the Digestion Process: The duration of the digestion process (Hydraulic Retention Time) or HRT is the amount of 
time (in days) the digestion process in the anaerobic tank counts from the entry of organic matter to the initial process of 
forming biogas in the anaerobic digester. From the biogas generation as a whole HRT covers 70-80% of the total time. The 
total time of HRT depends on the type of organic material and the treatment of organic matter before the digestion / digester 
process is carried out. If too much volume of material is inserted (overload) it results in the filling time being too short, the 
raw material will be pushed out while gas is still produced in small quantities.  

viii. Carbon Nitrogen (C / N) Ratio Anaerobic processes will be optimal if given food ingredients containing carbon and nitrogen 
simultaneously. Carbon is needed to supply energy while nitrogen is needed to form the structure of bacterial cells. The C / N 
ratio shows the ratio of the sum of the two elements. For materials that have a carbon amount of 15 times the amount of 
nitrogen will have a C / N ratio of 15 to 1. The C / N ratio with a value of 30 (C / N = 30/1 or carbon 30 times the amount of 
nitrogen) is a digestion process at an optimum level, if other conditions also support. The process will run slowly if there is 
too much carbon, because nitrogen will run out first. Conversely, if there is too much nitrogen (low C / N ratio; for example, 
30/15) then the carbon will run out first and the fermentation process will stop. One study showed that the metabolic activities 
of methanogenic bacteria would be optimal at the C / N ratio of 8-20 [40]. The following is a table showing the C / N ratio of 
some organic materials in common use: 

ix. Volatile Solids (VS): VS or volatile solids is part of the TS solids that change into the gas phase at the acidification and 
methanogenesis stages as in the process fermentation of organic waste. In laboratory scale testing, the current weight is part 
the solid organic material is burnt out in the gasification process at a temperature of 538 °C called volatile solid. The 
following is a table of volatile solids (VS) components. The C/N ratio of organic materials can be seen in table 2.5.  
 

Table 2.5 C/N Ratio of Organic Materials 

RAWH 
MATERIAL 

C/NH 
RATIO 

Human 
Decoration 8 

Goat Dung 121 

Sheep Dung 191 

Corn Waste 601 

Wheat Waste 901 

Duck Waste 8 

Chicken Poop 101 

Pig Dung 181 

Cow Dung 241 

Dirt Gajah 43 

Rice Waste 7 

Saw Dust 2 
 

x. Stirring of Organic Materials: Stirring is very beneficial for the ingredients in the anaerobic digester, which provides the 
opportunity for the material to remain mixed with bacteria and to maintain an even temperature throughout the digester. With 
stirring, it will minimize the potential for material which is settling at the bottom of digester and the concentration is firmly 
distributed, and the potential for all materials to undergo an anaerobic fermentation process is greater. In large digesters the 
mixing system is very important. The purpose of stirring is to keep the solid material away from settling on the bottom of the 
digester. In addition, stirring can facilitate the release of gas produced by bacteria to the biogas reservoir [33-39]. Effect of 
Pressure has an important role, the higher the pressure in the digester, the lower the biogas production in the digester, 
especially in the hydrolysis and acidification processes. The pressure is maintained between 1.15-1.2 bar in the digester [33-
39].  
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xi. Toxic and Inhibitor Compounds The anaerobic fermentation process of inhibiting compounds or inhibitors can be divided into 
2 types, namely physical inhibitors and chemical inhibitors. Physical inhibitors are temperature and chemical inhibitors, also 
known as toxins, include heavy metals, antibiotics and volatile fatty acids (VFA) [33-39].  
 

2.2.9 Equations for the Formation of Biogas 

The following are some of the equations that determine the process of biogas formation from the fermentation of organic 
waste in anaerobic digester [34-36].  The theoretical decomposition time equation is the time the organic material is in the 
digester tank. When this process occurs, the growth of anaerobic bacteria decomposes, the process of decomposing organic 
matter, and stabilizes the formation of biogas to its optimum conditions. Overall, the hydraulic retention time or HRT covers 
70% -80% of the total biogas formation time if the biogas formation cycle is idea, time the process of introducing organic 
matter directly obtains biogas as the final process without adding organic material again [33-39]. HRT can be formulated into 
the following equation: 𝑯𝑹𝑻 (𝒅𝒂𝒚𝒔) =𝑽𝒐𝒍𝒖𝒎𝒆 𝑫𝒊𝒈𝒆𝒔𝒕𝒆𝒓 (𝒎𝟑 )𝑫𝒂𝒊𝒍𝒚 𝑶𝒓𝒈𝒂𝒏𝒊𝒄 𝑰𝒏𝒈𝒓𝒆𝒅𝒊𝒆𝒏𝒕 𝑨𝒅𝒅𝒊𝒕𝒊𝒐𝒏 𝑹𝒂𝒕𝒆𝒎𝟑 𝒅𝒂𝒚                                                                                                                                 … .. (8) 

If the dry solid material is DM (Dry Material) or it is also called Total Solid (TS) ranges from 4-12%, so the optimum 
breakdown time (Optimum Retention Time) ranging from 10-151 days. If the Dry material value is greater than 1 the 
percentage value of material solids dries above, it means that the organic matter has a denser concentration so it takes a long-
time breakdown time becomes specific, so that1 the length of time equation applies the following specific retention time or 
SRT: 

 
 
 𝑺𝑹𝑻 =𝑶𝒓𝒈𝒂𝒏𝒊𝒄 𝑺𝒐𝒍𝒊𝒅𝒔 𝒊𝒏 𝑨𝒏𝒂𝒆𝒓𝒐𝒃𝒊𝒄 𝑫𝒊𝒈𝒆𝒔𝒕𝒆𝒓 (𝒌𝒈)𝑫𝒂𝒊𝒍𝒚 𝑶𝒓𝒈𝒂𝒏𝒊𝒄 𝑰𝒏𝒈𝒓𝒆𝒅𝒊𝒆𝒏𝒕 𝑨𝒅𝒅𝒊𝒕𝒊𝒐𝒏 𝑹𝒂𝒕𝒆 𝒌𝒈𝒅𝒂𝒚                                                                                                                                                  … .. (9) 

 
For specific organic matter as above, the rate of addition of organic waste (Specific Loading Rate) or SLR can be seen as 
follows: 𝑺𝑳𝑹 = (𝒌𝒈 𝑶𝑫𝑴)𝒎𝟑 − 𝒅𝒂𝒚 =  𝑨𝒅𝒅𝒆𝒅 𝑶𝒓𝒈𝒂𝒏𝒊𝒄 𝑰𝒏𝒈𝒓𝒆𝒅𝒊𝒆𝒏𝒕𝒔(𝒌𝒈𝑶𝑫𝑴𝒅𝒂𝒚 )𝑽𝒐𝒍𝒖𝒎𝒆 𝑫𝒊𝒈𝒆𝒔𝒕𝒆𝒓 (𝒎𝟑 )                                                                                                                     ….. 

(10) 

The depth of the digester1 tank greatly affects the SLR value and when the parameters otherwise it can be maintained in ideal 
conditions, the maximum SLR values obtained range from 3-6 kg ODM / m3-day. 
• Specific Biogas Production Equations 
Specific Biogas Production (SBP1) is a digester efficiency indicator value. Minimum conditions are 1.5 and the ideal target is 
2.5. 𝑺𝑩𝑷 (𝒅𝒂𝒚 − 𝟏) = 𝑩𝒊𝒐𝒈𝒂𝒔 𝑷𝒓𝒐𝒅𝒖𝒄𝒕𝒊𝒐𝒏 (𝒎𝟑 /𝒅𝒂𝒚)𝑽𝒐𝒍𝒖𝒎𝒆 𝑫𝒊𝒈𝒆𝒔𝒕𝒆𝒓 (𝒎𝟑 )                                                                                                                               ….. 

(11) 

• Specific Methane Production Equations 

 

Methane Production Specific (Specific Methane Production) or SMP, relates to the total energy produced against that energy 
potential owned organic waste (feedstock). For organic waste from plants / seeds energy value between 0.3 - 0.4 (%) and for 
some types of animal waste can value up to 0.8%; 
       𝑺𝑴𝑷 (𝒎𝟑 𝑪𝑯𝟒/𝒌𝒈  𝑶𝑫𝑴(𝒅𝒂𝒚 − 𝟏) = 𝑽𝒐𝒍𝒖𝒎𝒆 𝑮𝒂𝒔 (𝒎𝟑 𝒅𝒂𝒚)𝑶𝒓𝒈𝒂𝒏𝒊𝒄 𝑴𝒂𝒕𝒆𝒓𝒊𝒂𝒍 𝑨𝒅𝒅𝒊𝒕𝒊𝒐𝒏 𝑹𝒂𝒕𝒆 (𝒌𝒈 𝑶𝑫𝑴 𝒅𝒂𝒚)                                                             ….. 

(12) 

2.2.10 Equations for the Forming energy to power 

The conversion of biogas energy for electric power generation can be done using several technologies, namely, gas turbines, 
microturbines and the Otto Cycle Engine. The need for biogas, such as gas concentration of methane and biogas pressure, load 
requirements and availability of available funds, are significantly affected by the choice of this technology. [41-50]. In the book 
Renewable energy conversion, transaction and storage by Bent Sorensen, that 1 kg of methane gas is equivalent to 6.13 x 107 J, 
while 1 kWh is equivalent with 3.6 x 107 Joule. For a gas density of 0.656 kg / m3, so that is 1 m3 methane gas produces 11.17 
kWh of electricity. Then it can be assumed that the conversion potential biogas into electrical energy as follows: 



 

                                  JOURNAL OF CRITICAL REVIEWS 
                      

                                                                       ISSN- 2394-5125                 VOL 8, ISSUE 01, 2021   

639 

 

              𝑾 =  𝑪𝑯𝟒 ∗  𝟏𝟏, 𝟏𝟕 𝒌𝑾𝒉                                                                                                                                        ….. 
(13) 

    Where:     𝑾 = Electrical energy that can be produced (𝒌𝑾𝒉)    𝑪𝑯𝟒 = Methane (M3) 
The Energy conversion from methane gas to electrical energy can be seen in table 2.6. 
 

Table 2.6 Energy Conversion from Methane Gas to Electrical Energy 

Energy Type Energy Equivalent 

1 kg of Methane Gas 6.13 * 107J 

1 kWh 3.6 * 106J 

1 m3 of Density Methane Gas Methane gas is 0.656 Kg / m3 4.0213 * 107J 

1 m3 of Methane Gas 11.17 KWh 

 
2.2.11 Equations for the Formation of Biogas 

A biogas generator set or known as a biogas generator is a tool which has two main components, namely the engine and 
the generator that uses it biogas to produce electricity. This driving machine can be moved because of the combustion of 
gas fuel in it which is then used for generate mechanical energy. In the presence of mechanical energy which is coupled  
with generator, then there is a conversion of mechanical energy into electrical energy [51-57]. The following are the 
main components of a Biogas Generator:  

1. Compressor is a mechanical power generator that functions to generate heat energy comes from the atmospheric air 
to meet the needs of the process combustion gas in the gas turbine combustion chamber. In the process of operation, the 
compressor is supported by tools, namely the intake air filter and the inlet gate fan.  

2. Combustor is the combustion chamber which is the generator of heat energy from the process gas fuel. In the 
operation process, the combustor is supported by assistive tools namely gas station, control system, fuel nozzle, and 
igniter system (ignition system).  

3. Gas Turbine is a mechanical energy generator from the heat energy conversion process into kinetic energy and 
further into capable mechanical energy drive the turbine shaft with mass gas burning fuel. In the operating process,  

the gas turbine is supported by tools, namely a lubricating oil system, control oil system, turning motor, pony motor, 
starting motor, cooling water system, exhaust duck system, and turbine supervisory instrument.  

3. Generator is a tool to convert mechanical energy from the turbine shaft into electrical energy. 

The Biogas generator image can be seen on figure 2.3: 

 
 

 
Figure 2.3: Biogas Generator 
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2.2.12 Economic Model 

o Total Net Present Cost (NPC)   

NPC is the value of all costing that are incurred during the lifetime, less the present value of all income earned over the 
lifetime. This Costs include capital costs, replacement costs, O&M costs, fuel costs, emission fines, and power purchase costs 
from the grid. Economic models for the HOMER simulation use the Net Present Cost (NPC) which is the total cost of installing 
and operating the system during the project lifetime [58-65]. Net Present Cost (NPC) itself can be calculated using the 
following equation:  
 𝑵𝑷𝑪 = 𝑪𝒂𝒑𝒊𝒕𝒂𝒍 𝑪𝒐𝒔𝒕 + 𝑹𝒆𝒑𝒍𝒂𝒄𝒆𝒎𝒆𝒏𝒕 𝑪𝒐𝒔𝒕 + 𝑶&𝑴 𝑪𝒐𝒔𝒕 + 𝑭𝒖𝒆𝒍 𝑪𝒐𝒔𝒕 + 𝑺𝒂𝒍𝒗𝒂𝒈𝒆                           
   Where: 
   Capital Cost = Cost of capital components (Rs) 
   Replacement Cost = Cost of component replacement (Rs) 
   O&M Cost = Operational and maintenance costs (Rs) 
   Fuel Cost = Fuel cost (IDR) 
   Salvage = Cost remaining on components (Rs) 

o Cost of Energy (COE) 

The Cost of Energy (COE) is the costing that is being required to produce each 1 kWh of electrical energy, that is, the result of 
dividing the annual costs and energy production annual. The COE value of each scenario uses the following equation: 
                                    𝑪𝑶𝑬 = 𝑻𝑨𝑪𝑬𝒕𝒐𝒕,𝒔𝒆𝒓𝒗𝒆𝒅                                                                                                                                    …... (14) 

Where: 𝑬𝒕𝒐𝒕,𝒔𝒆𝒓𝒗𝒆𝒅 = Total annual energy used to serve the load(kWh) 𝑻𝑨𝑪 = Total Annualize Cost or total annual costs incurred for generating reserves. (Rs.) 
 
3. Proposed Methodology 

This research is a simulation research that aims to find a picture through a simple or small-scale system (modeling), in the 
model will be made changes to variable or control to see the effect. Research simulation aims to provide an overview of the 
application of a technique through process modeling so that the technique will not suffer unexpected losses prior to its 
application. This research was conducted using a mathematical model has been made in previous studies and continues the 
study of research previously, namely utilizing biogas into electrical energy. The conversion process to be done through a 
simulation to get a model that fits the case or the problem is there. In this research will also analyze technical aspects and 
economy, namely NPC (Net Present Cost) and COE (Cost of Energy). In this study, it was started from a literature study 
related to previous research to support the research that will be carried out. Furthermore, potential data collection raw materials 
for cow and buffalo dung in National Capital Region, then doing modeling and simulation of biogas production from cow dung 
using the anaerobic method digestion. Furthermore, modeling and simulating the conversion of electrical energy from biogas 
production that has been obtained from previous simulations. After that he will do it analysis of electrical and economic energy 
resulting from the modeling process that has been done. The stages to be carried out in this research are in accordance with 
figure in 3.1.1 and 3.1.2: 
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Figure 3.1.1:  Research Flowchart 

 

 
Figure 3.1.2:  Research Flowchart continued 

 
 

o  Literature Study 

This stage collects some of the research needed to be used references in this research, namely Final Project, Thesis, books and 
journals. On each Related research will be analyzed in the theory used, research methods and results. In the book you will find 
a theory that supports this research in better results.  

o Data Collection 
This research uses modeling and simulation methods with an approach literature using MATLAB software. Therefore, data is 
needed to support it this research. The data required consists of: 
1. The originating statistics for the population of cattle cow and buffalo in National Capital Territory. This data is used to 
obtain potential cow & buffalo dung that will be produced. 
2. Data on the content of cow & buffalo dung will be used as input parameters simulation of biogas production. 
3. Anaerobic digestion process parameter data from related research (Experimental results and related journals) 
4. National Capital Territory electricity load data which will be used to analyze technical aspects. 
* Mathematical Modeling of Biogas Production Stages 
This simulation research needs to determine the stages of the intermediate biogas production process other hydrolysis, 
acidogenesis, acetogenesis, and methanogenesis to be carried out on Matlab worksheet. 
 
o Hydrolysis Process Modeling 

The first stage of the anaerobic digestion process is the process of hydrolysis. The process can be interpreted as the rate of 
change during the anaerobic digestion process in the biodegradable concentration of volatile solids (BVS) in the reactor. This 
mechanism depends on the feed material type, the flow rate of the feed, the effective reactor volume and the reactor 
temperature. The following equation is the hydrolysis process: 
Defines the portion of raw waste that can serve as a substrate: 

  𝑺𝒃𝒊𝒏= 𝑩𝒐. 𝑺𝒗𝒔𝒊𝒏                                                                                                                                                                                               … . . (𝟏𝟓) 

Defines the portion of the biodegradable raw material which is originally in acidic form: 
 𝑺𝒗𝒊𝒏= 𝑨𝒇. 𝑺𝒃𝒊𝒏                                                                                                                                                                                                  … . . (𝟏𝟔) 

Mass balance of biodegradable volatile solids: 
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𝒅(𝑺𝒃)𝒅𝒕 = (𝑺𝒃𝒊𝒏 − 𝑺𝒃) (𝑭𝒇𝒆𝒆𝒅𝑽 )+ 𝝁𝒎. 𝑲𝟏. 𝑿𝒂𝒄𝒊𝒅. 𝑿𝒎𝒆𝒕𝒉𝑲𝒔𝑺𝒃 + 𝟏                                                                                                                           … . . (𝟏𝟕) 

Where: 𝑩𝒐= Biodegradability Constant (𝒌𝒈 𝑩𝑽𝑺 /  𝒎𝟑𝒌𝒈 𝑽𝑺 /  𝒎𝟑 ) 𝑨𝒇 = Acidity Constant (𝒌𝒈 𝑽𝑭𝑨 /  𝒎𝟑𝒌𝒈 𝑩𝑽𝑺 /  𝒎𝟑) 𝑺𝒃  = biodegradable volatile solid concentrations in (kg / 𝒎𝟑) 𝑺𝒃𝒊𝒏 = The concentration of biodegradable volatile solids in the reactor feed (kg / 𝒎𝟑) 𝑭𝒇𝒆𝒆𝒅d = Feed flow rate (𝒎𝟑 / day) 𝑲𝟏 = Yield factor 𝑲𝒔 = Half Monod constant velocity for acidogens (kg / 𝒎𝟑) 𝑿𝒂𝒄𝒊𝒅 = Concentration of acidogens (kg / 𝒎𝟑) 𝑿𝒎𝒆𝒕𝒉 = Methanogens concentration (kg / 𝒎𝟑) 𝝁𝒎= Max. growth rate of acidogens (d-1)  𝑽 = Reactor volume (𝒎𝟑) 
The maximum growth rate for methanogens that can be expressed as a function of the temperature dependence of the 
reaction rate using the following empiric: 
 𝝁𝒎𝑻𝒓𝒆𝒂𝒄𝒕 = 𝝁𝒎𝒄.( 𝑻𝒓𝒆𝒂𝒄𝒕) =𝟎. 𝟎𝟏𝟑 . 𝑻𝒓𝒆𝒂𝒄𝒕 −  𝟎. 𝟏𝟐𝟗                                                                                                                        … . . (𝟏𝟖) 

 
Where: 𝝁𝒎𝒄 : Maximum growth rate for methanogens (d - 1) 𝑻𝒓𝒆𝒂𝒄𝒕       : Reactor temperature (° C). 
 
 
o Acidogenesis Process Modeling 

The acidogenesis stage is the rate of change in the concentration of volatile fatty acids during the fermentation process. This 
process depends on the total concentration of VFA in the reactor (type of feed material), feed flow rate, volume1effective 
reactor, and reactor temperature. The following equation is the acidogenesis process: 
 𝒅(𝑺𝒗)𝒅𝒕 = (𝑺𝒗𝒊𝒏 − 𝑺𝒗) (𝑭𝒇𝒆𝒆𝒅𝑽 ) + 𝝁𝒎. 𝑲𝟐. 𝑿𝒂𝒄𝒊𝒅𝑲𝒔𝑺𝒃 + 𝟏+ 𝝁𝒎𝒄. 𝑲𝟑. 𝑿𝒎𝒆𝒕𝒉𝑲𝒔𝒄𝑺𝒗 + 𝟏                                                                                                    … . . (𝟏𝟗) 

Where: 𝑺𝒗 = Total volatile fatty acid concentration in the reactor (kg / 𝒎𝟑) 𝑺𝒗𝒊𝒏 = The total volatile fatty acid concentration in the reactor feed (kg / 𝒎𝟑) 𝑲𝟐 = Yield factor 𝑲𝟑 = Yield factor related to methane gas growth rate 𝑲𝒔𝒄 = Half Monod constant velocity for methanogenesis (kg / 𝒎𝟑). 

o Acetogenesis Process Modeling 

The 3rd stage of the AD process is the acetogenesis process. This process depends on the acidogens concentration, the type of 
feed ingredient, the feed flow rate, the effective reactor volume and the reactor temperature. The following equation is the 
process of acetogenesis: 𝒅(𝑿𝒂𝒄𝒊𝒅)𝒅𝒕 = ⌈ 𝝁𝒎𝑲𝒔𝑺𝒃 + 𝟏 − 𝑲𝒅

− 𝑭𝒇𝒆𝒆𝒅/𝒃𝑽 ⌉ . 𝑿𝒂𝒄𝒊𝒅                                                                                                                                       … … (𝟐𝟎) 

Where: 
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b   =     Retention time factor estimated 𝑲𝒅  =   Acidogens specific mortality rate (d-1). 
 

3.8 MODELING OF THE METHANOGENESIS PROCESS 

The methanogenesis stage determines the concentration of methanogens which is used to produce methane. This process 
depends on retention time, the feed flow rate, the effective reactor volume and reactor temperature: 
 𝒅(𝑿𝒎𝒆𝒕𝒉)𝒅𝒕 = ⌈ 𝝁𝒎𝑲𝒔𝒄𝑺𝒗 + 𝟏 − 𝑲𝒅𝒄

− 𝑭𝒇𝒆𝒆𝒅/𝒃𝑽 ⌉ . 𝑿𝒎𝒆𝒕𝒉                                                                                                                                   … . . (𝟐𝟏) 

Information: 𝑲𝒅𝒄 = Specific mortality rate from methanogens (d-1) . 𝑿𝒎𝒆𝒕𝒉 =  concentration of methanogens presents in (kg /𝒎𝟑)  
The equation for the amount of methane output is as follows: 𝑭𝒎𝒆𝒕𝒉 = 𝑽. 𝝁𝒎𝒄𝑲𝒔𝒄𝑺𝒗 + 𝟏 − 𝑲𝟒. 𝑿𝒎𝒆𝒕𝒉  
Information: 
 𝑲𝟒= Yield factor related to methane gas flow. 

 

o Implementation of a Mathematical Model of Biogas Production Using Matlab (Simulink) 
 
After all the data is obtained, anaerobic digestion system modeling simulation is performed at SIMULINK. This modeling is 
done based on existing mathematical modeling. Implementation of mathematical models in Matlab can use text code or 
SIMULINK. SIMULINK uses blocks contained in the SIMULINK library, these blocks function as mathematical functions, 
each block has a different function such as add, subtract, multiply, divide, integral etc. Biogas production parameters will be 
entered into each block according to the respective parameter values.  
 
 

 Reactor Modeling 

SIMULINK block shape shown in Figure 3.2 is a form of model based on combining all mathematical models of the biogas 
production process into a system.

 
Figure 3.2: SIMULINK Reactor Model 

 
 

 DETERMINING BIOGAS PRODUCTION PARAMETERS 

The rate of the biogas formation process which is largely depend on the factors that affect microorganisms, including 
temperature, pH, nutrients, solids concentration, volatile solids, substrate concentration, digestion time, stirring of organic 
matter and the influence of pressure. The following are the parameters for each biogas production process:
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 Simulation and Validation 

 

After modeling, simulation testing of the system that has been modeled is carried out. Simulations were carried out using 
SIMULINK MATLAB R2014a. To run the simulation on Simulink by selecting the run button to run the created model. If, 
when running there is an error, a diagnostic viewer will appear which will explain the errors that occurred in the system. Then 
there will be a re-evaluation of the system model until there are no more errors. To see the results of the model, by selecting the 
Scope Fmeth block, a graph will appear which is the result of the model created. After obtaining the results from the system 
model that is made, verification is carried out. Whereas, validation is an action to prove a research is correct with a benchmark 
so as to achieve the desired results. The purpose of validation is to ensure the results of a study are close to real or maintain the 
credibility of proposed scheme. 

In this study, validation was carried out using a mathematical equation from the study entitled "Simulation of a Biogas 
Reactor for Dairy Manure" then the initial step of modeling will use the same variables and parameters from the research 
above, then see the results of the model made whether it is in accordance with the results of the reference research or not, if 
appropriate, the research can be continued to the next stage. Verification aims to ascertain whether the model is suitable or not. 
The suitability refers to the standard theory of conversion of potential cow dung into biogas, namely 1 kg of cow dung (cattle 
dung) dung produces 0.023-0.04 m

3 of biogas. If, the results of the system model made are in accordance with the reference 
standard, then change the input parameters according to the case will be examined, the parameters that are changed are Ffeed 

(input feed), Treact (temperature), and V (digester volume). If the results of the model made deviate too far from the reference 
standard, then re-evaluate the model. After the results are in accordance with the reference standard, you can proceed to the 
next stage. 
 
4. Result and Simulation 

 Calculation of the Potential of Biogas in a Dairy Cattle  

In calculating a biogas power plant from cow dung, a farm location is required to obtain the basic model of the generator. This 
calculation uses a model in the dairy cows/buffalo’s dung as an example of a potential case as proposed in section below.
. 
 Potential hypothesis for the Biogas Plant 

The fixed dome type biogas reactor is designed for 10 cows (with 25 kg / day / head of cow dung and 45 days of retention time) 
with a reactor capacity of 18 m3. Based on the results of the Matlab and Homer test of these activities and literature references 
as shown in the following table 4.1: - 
 

Table 4.1 Sample performance of the biogas plant 

Description Referenced 
Test Results and 

Analysis 

1. Material Conditions (Cow Dung)   

 Total Solid, Kg/ Head / Day 4.8            4.2 

 Volatile Solid, Kg / Head / Day 3.9            3.8 

 Water Content, % 6.9 – 8.9          13.59 

 C/N Ratio 1:20 1:30 1:17 

 Cod, Mg/Ld -   19 800 

 -BOD/COD -             0.06 

2. Conditions in The Reactor (Process)   

- Temperature, OC 35      25–27 

- pH 7.0 - 8.01       7-8.61 

3. Chemical Content of Biogas   

- CH4, % 501-1601 76.131 

- CO2,% 301-1401 21.881 

- H2S, µg / m3 <1% 
          

1543.461 

- NH3, µg / m3 - 40.121 
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4. Discharge sludge Condition 
from the Reactors 

(Effluent) 
- Cods 

- Bod/Cods 
- Nutrient content (Main), 

- % 
 Nitrogen 

 Phosphorus 
 Potassium 

 
 

5001-12500 

 
        1 960 

0.51 0.37 

1.451 1.82 

1.101 0.73 

1.101 0.41 

5.  Performance 
 Lighting, m3 / Hour 

 

 

 

 

 

  Gas Stove, m3 / Hour 

10.11 - 0.151 
(Illumination Equivalent To 60 Watts of Bulbt≅T100 

Candles power≅ 620tlumens). Pressure: 170-851 
Mmmh2o1 

 
0.2 - 0.45 

0.3 m3 / Person/Day Pressure: 75-901 Mmmh2o 

0.15-0.3 
Pressure=30-60 

mmh2o 
 

 

 

0.2-0.4 
Pressure=60-85 

mmh2o 
 

From the existing data, we try to calculate the biogas capacity generated from the existing potential, the percentage of Total 
Solid and Volatile Solid obtained is the sample of 20 kg / day cow dung as: - 
%Total Solid = 14.2 kg / head / day: 120 kg / head / day = 121 % 
%Total Volatile Solid = 13.8 kg / head / day: 120 kg / head / day = 119 % 
So, for the example Delhi Capital Region, which produces (8-20 kg/head/day), taking 15 kg / head / day and considering data 
for 150 cattle as: - 
Total Solid = 121% * 115 kg / head / day * 1501 = 472.51kg / day 
Volatile Solid = 119%*1 15 kg / head / day * 1501 = 427.5 kg / day 
Based on the potential mentioned above for biogas for cow dung as: - 
Potential Biogas Volume = 0.04 m3/kg *2,250 kg/ day = 90 m3/ day 
K = Volume of biogas production as: -  
VS = 190 m3 / day:427.5 kg / day 
K = 121% m3/ kg ≈ 121% 
 
 Methane Production Calculation 
Energy production using biogas is proportional to the amount of methane gas production. With a known biogas production 
value (VBG) of 90 m3 / day and by using table 4.3 (depicted under); then it can be seen that the production of methane gas 
(VMG) is, VMG = 65.7% * VBG = 65.7% x 90 m3 / day =59.13 m3 / day.

 Electrical Energy Productions calculations: 
With the known volume of methane gas produced, namely 59.13 m3 / day, and Conversion Factor (FK) (m3 of methane gas is 
equivalent to 11.17 kWh), so that the potential for electrical energy produced is, E = VMG x FK = 59.13 * 11.17 = 660.428 kWh 
/ day. The power generated by the Biogas Power Plant is the energy generated per day divided by 24 hours, namely:  
P = (E / 24) *time = (660.428 / 24) *24 = 660.428kW ≈ 0.660 MW So from the calculation of the available potential data, the 
following results are obtained: and presented in table 4.2: - 
- 

Table 4.2: Result of biogas capacity calculations  

No. Type of the Calculation involved in the Process Calculated Results 

1. Potential of Cow Dung (Q) 15 Kg / Day 
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2. Calculation of the sum Of Total Solids (Ts) 4.725 Kg / Day 

3. Calculation of The Amount of Volatile Solid (Vs) 4.275 Kg / Day 

4. Calculation of The Volume of Biogas Production (Vbs) 90 m3 / Day 

5. Calculation of The Volume of Methane Gas (Vgm) 59.13 / Day 

6. Calculation of Potential Electrical Energy (E) 660.428 kWh / Day 

7. Power Generating from the Power Plant 
(Biogas Power) 

660.428 Kw in a Day 

 
 

o Digester Design 

Digester Type and Dimension Design  
From the available potential it is possible to design a digester for produce biogas. As explained in chapter II a design digester 
there are several considerations that must be considered. design digester with consideration of several aspects as follows: - 

 Temperature 
For countries such as India, an unheated digester is used for soil temperature conditions of 20 - 30 o C (Mesophilic - 20 – 40o 
C). 

 Degree of Acidity (pH) 
Bacteria thrive in moderately acidic conditions (pH between 6.6 - 7.0) and pH should not be below 6.2. Therefore, the main key 
in the operational success of the biodigester is to keep the temperature constant (fixed) and the material input accordingly. 
Filling material C / N ratio - The ideal requirement for the digestion process is C / N = 20 - 30. Therefore, to obtain high biogas 
production, it is necessary to extract carbon (C) materials such as straw, or N (for example: urea) to achieve a C / N ratio = 20 - 
30. Based on the data obtained, Cow dung has C / N = 24 so that it is sufficient for the process to obtain the required pH. 

 Digester Design 
As initial data, the potential for dairy cow dung is 2,250 kg / day. In simple terms, the sequence of biodigester facility design 
begins with the calculation of the volume of the biodigester which includes the potential of the raw materials present in 
producing methane gas, determining the biodigester model, designing storage tanks and ending with determining the location. 
The digester used in this plan uses the fixed dome type or fixed dump digester type. This model is the most popular model in 
Indonesia, where all digester installations are made in the ground with a permanent construction. Besides being able to save 
land space, making a digester in the soil is also useful for maintaining a stable digester temperature and supporting the growth 
of methanogenic bacteria. Digester of this type has advantages Low construction costs due to simple construction and long life. 
The digester uses a flow type, where the raw material flow is entered and the residue is removed at certain intervals. The length 
of time the raw material is in the digester reactor is called the retention time (RT). The construction parts in this type of digester 
include: 
a. Gas storage room (gas collecting chamber). 
b. Gas storage chamber. 
c. Fermentation Chamber Volume. 
d. Hydraulic Chamber Volume (hydraulic chamber). 
e. Volume of the sludge layer. 
Furthermore, the size and type of digester used will be designed based on the potency and available literature data. 
Digester size planning is seen from the daily amount of cow dung, the ratio of the composition of the mixture of water and cow 
dung, digestion time and the volume of biogas produced. The daily amount of manure produced at Capital is approx. 2.25 tons 
or 2,250 kg while the composition of the mixture of water and organic waste is to obtain 8% solids, solids refer to the amount 
of Kg ts (total solid). Based on the calculations above, the total solid produced is 472.5 Kg. To obtain water that is added to 
make biogas raw material, fresh cow dung is mixed with water in a ratio of 1: 1. So that the amount of water added = the 
potential amount of cow dung = 2,250 kg / day then; Qt = 4,500 kg / day Based on available data storage time (HRT) of cow 
dung in the digester. Storage time depends on the ambient temperature and biodigester temperature. With tropical conditions 
like India, at a temperature of 25- 35 ° C, the digestion time is approximately 25-35 days, a short digestion time can reduce the 
volume of the digester and vice versa the digestion time length can increase the volume of the digester. By determining the 
digestification time is 30 days, then with equations given below, can be determined the working volume of the digester, where 
the working volume of the digester is the sum of the digestification room volume (VDR) and the storage volume (VStorage), 
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namely: - 
 
The working volume of the digester = VDR + VStorage, where VStorage + VDR = Qt x HRT (digestion time), then: 
VDR + VStorage = Qt x HRT 
= 4,500 Kg / day x 30 days 
= 1,35,500 Kg 
 
Because approximately 80% of the total Q (raw material) is water, we assume the density Q (raw material) ≈ density of water 
(1000 kg / m3) 
Volume = m / ρ 
VDR + VStorage = 1,35,000 Kg / 1000 kg / m3 = 135m3 = V1 
 
Based on table 4.3 the assumption of geometrical equations for the size of the digester tank is obtained: 
VStorage + VDR = 80% V1 or V1 = (VStorage + VDR) / 0.8  
V1 = 135 / 0.8 
V1 = 168.75 m3 

 
If building a digester size of 168.75 m3 apart from being impractical in maintenance it is also less possible due to limited land, 
so look for a much smaller size digester with more than 1 digester, making it possible for maintenance and if there is damage to 
one of the digester others are still able to produce biogas as fuel for their electricity generation. It is determined that the digester 
to be built is 50 m3 in size so that the number of digester sizes that must be built is: 
Number of digester =168.75 m3/50 m3 = 3.375≈ 4 digester pieces. 
For the digester size (V) 50 m3, by reviewing the geometric equation assumptions in Table 4.3 it is obtained:  
 
VStorage + VDR = 80% V 
= 80% * 50 
= 40 m3 

 
Volume of gas storage room (Vc) = 5% * V = 5% * 50 = 2.5 m3 
The volume of the sludge storage layer (VSludge storage)  = 15% * V 
 = 15% * 50 = 7.5 m3 

 

Storage volume (VStorage) = 0.5 (VStorage + VDR + Vs) C. 
C is the rate of gas production per m3 per day, based on the table the C value 3.4, for cow dung is 0.21, then: 
Vstorage = 0.5 (Vstorage + VDR + Vsludge storage) K. 
= 0.5 * (40 + 7.5) * 0.21 = 4.99 m3 

 
From the value of Vstorage = 4.99 m3 so that it can be seen the value of VDR, namely: Vstorage + VDR = 40, VDR = 40 - 4.99 = 35.01 
m3 

From the geometric assumption it is also known that VStorage = VH = 4.99 m3, meaning that the biogas will occupy the entire gas 
storage space (fixed drump digester type) according to the volume of gas produced. So that the volume of each part of the 
digester is known, namely: 
V ─ Total Digester volume = 50 m3 

Vc - Volume of the gas collecting chamber = 2.5 m3 
Vstorage - Volume of gas storage chamber = 4.99 m3 
VDR - Volume of the fermentation chamber =35.01 m3 
VH - Volume of the (Hydraulic chamber) = 4.99 m3 
Vsludge storage - Volume of the sludge layer = 7.5 m3 

 
 Process Hydrolysis Acidogenesis, Acetogenesis and Methanogenesis. 

The anaerobic decomposition in biopolymers organic complexes into methane gas are carried out by combined activities 
microbes. In general, this decomposition can be classified into four reactions, namely: hydrolysis, acidogenesis, acetogenesis 
and methanogenesis. 

 Process Hydrolysis Modeling 
The hydrolysis stages, the decomposition of the polymeric organic material into soluble monomers, such as carbohydrates 
(polysarides) are broken down into glucose: - (𝑪𝟔𝑯𝟏𝟎𝑶𝟓)𝒏 + 𝒏𝑯𝟐𝑶→ 𝒏(𝑪𝟔𝑯𝟏𝟐𝑶𝟔)                                                                                                                                                      … . . (𝟐𝟐) 

Therefore, the hydrolysis stride was incorporated into the Anaerobic Digestion Model in which the degradable particulate 
organic substrate, Xc are partially disintegrated into carbohydrates (XCH), proteins (XPR) and lipids (XLI) and is described by 
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Equation shown below. The hydrolysis of XCH, XPR and XLI are defined as under: - 
 𝒅𝑿𝒄𝒅𝒕 =  −𝑲𝒅𝒊𝒔𝑿𝒄 + 𝑫𝒊𝒏 (𝑿𝒄𝒊𝒏 − 𝑿𝒄) +  𝒌𝒅𝒆𝒄,𝒙𝟏𝑿𝟏+  𝒌𝒅𝒆𝒄,𝒙𝟐 𝑿𝟐                                                                                                       … . . (𝟐𝟑) 𝒅𝑿𝒄𝒉𝒅𝒕 =  −𝑲𝒉𝒚𝒅,𝒄𝒉 𝑿𝒄𝒉+𝑫𝒊𝒏 (𝑿𝒄𝒊𝒏 − 𝑿𝒄𝒉) +  𝒇𝒄𝒉,𝒙𝒄 + 𝒌𝒅𝒊𝒔 𝑿𝒄                                                                                                       … . . (𝟐𝟒) 𝒅𝑿𝒑𝒓𝒅𝒕 =  −𝑲𝒉𝒚𝒅,𝒑𝒓 𝑿𝒑𝒓+𝑫𝒊𝒏 (𝑿𝒑𝒓𝒊𝒏 − 𝑿𝒑𝒓) + 𝒇𝒑𝒓,𝒙𝒄 + 𝒌𝒅𝒊𝒔 𝑿𝒄                                                                                                    … . . (𝟐𝟓) 𝒅𝑿𝒍𝒊𝒅𝒕 =  −𝑲𝒉𝒚𝒅,𝒍𝒊 𝑿𝒍𝒊+𝑫𝒊𝒏 (𝑿𝒍𝒊𝒊𝒏 − 𝑿𝒍𝒊) + 𝒇𝒍𝒊,𝒙𝒄 + 𝒌𝒅𝒊𝒔 𝑿𝒄                                                                                                              … . . (𝟐𝟔) 

 
In where kdis is the constraint for degeneration process; the macrobiotic substrate application, S1, incorporate the conditions 
interrelated to hydrolysis, as shown: 𝒅𝑺𝒍𝒅𝒕 = 𝑫𝒊𝒏 (𝑺𝒍𝒊𝒏 − 𝑺𝒍) − (𝒌𝟏𝝁𝟏𝑿𝟏) + 𝒌𝟕 (𝒌𝒅𝒊𝒔 𝑿𝒄 − 𝒌𝒅𝒆𝒄,𝒙𝟏𝑿𝟏 − 𝒌𝒅𝒆𝒄,𝒙𝟐𝑿𝟐) + 𝒌𝟖{(𝒌𝒉𝒚𝒅,𝒄𝒉 𝑿𝒄𝒉 − 𝒇𝒄𝒉,𝒙𝒄𝒌𝒅𝒊𝒔𝑿𝒄)+ (𝒌𝒉𝒚𝒅,𝒑𝒓 𝑿𝒑𝒓 − 𝒇𝒑𝒓,𝒙𝒄𝒌𝒅𝒊𝒔𝑿𝒄)+ (𝒌𝒉𝒚𝒅,𝒍𝒊 𝑿𝒍𝒊 − 𝒇𝒍𝒊,𝒙𝒄𝒌𝒅𝒊𝒔)                                                                               … . . (𝟐𝟕) 

 
In where k7 is the yield-coefficient of-substrate disintegration and k8 the yield-coefficient of 
hydrolysis of-carbohydrates, proteins and lipids however the simulation depicting the scenario using Matlab is as under that can 
be seen in figure 4.1, SIMULINK block shape shown in, is a form of model based on mathematical modeling in formula 17: -

 

 
Figure 4.1: Process Hydrolysis Modeling 

  Process Acidogenesis 
In the acidogenesis stage, the bacteria generate acid and transform short-chain compounds into acetic acid, hydrogen and 
carbon dioxide formed in the hydrolysis stage. These bacteria are anaerobic bacteria that can grow and thrive in acidic 
conditions. To produce acetic acid these bacteria, require oxygen and carbon obtained from dissolved oxygen in solution, the 
formation of acid under anaerobic conditions is very important to form methane gas by microorganisms in the next process. In 
addition, these bacteria also turn alcohol, organic acids, amino acids, carbon dioxide, H2S and a little methane gas into low 
molecular compounds. Acetic acid, propionic acid, butyric acid, H2 and CO2 are the most relevant compounds in the stage of 
acidogenesis. Furthermore, it contains small quantities of formic acid, lactic acid, valeric acid, methanol, ethanol, butadienol 
and acetone. Acid-forming bacteria can usually survive more abrupt conditions than methane-producing bacteria. These 
bacteria, if in anaerobic conditions, are able to produce staple food for producing methane gas and the resulting enzyme activity 
on proteins and amino acids will free amino salts which are the only source of nitrogen that can be accepted by methane-
producing bacteria, therefore the simulation of below formulation is as under, SIMULINK block shape shown in Figure 4.2 is a 
form of model based on mathematical modeling in formula 19 and can be seen in figure 4.2. 
 𝑲𝟏𝑺𝟏 𝐫𝟏→ 𝑿𝟏 +  𝒌𝟐𝑺𝟐+ 𝒌𝟒𝑪𝑶𝟐                                                                                                                                                                        … . . (𝟐𝟖) 
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Figure 4.2: Process Acidogenesis Modeling 

 

 
  Process Acetogenesis 

Other results such as alcohol and Volatile Fatty Acid (VFA) from the process acidogenesis will be oxidized by acetogenic 
bacteria. On phase in this acetic acid and H2 gas are produced which are used to form the gas methane. In the acidogenesis 
phase, about 20% acetic acid and 4% have been produced H2 gas. In anaerobic environments, facultative microbes are able to 
break down acids long carbon chain fats such as propionic and butyric acids become acids acetate and H2 gas. Therefore, at this 
stage, the acetogenic bacteria are producing hydrogen converting fatty acids and ethanol / alcohol to acetate, carbon dioxide 
and hydrogen. This advanced conversion is very important for success in biogas production, because methanogens cannot use 
fatty acid compounds and ethanol directly as: - 
 𝑪𝟔𝑯𝟏𝟐𝑶𝟔 + 𝟐𝑯𝟐𝑶 →𝟐𝑪𝑯𝟐𝑪𝑶𝑶𝑯 + 𝟐𝑪𝑶𝟐 + 𝟒𝑯𝟐                                                                                                                                … . . (𝟐𝟗) 

 
 

The Acetogenesis modeling can be seen in figure 4.3, SIMULINK block shape shown in Figure 4.3 is a form of model based 
on mathematical modeling in formula 20.
 

 
Figure 4.3: Process Acetogenesis Modeling

 
 
4.3.4 PROCESS METHANOGENESIS 

Methanogenesis is the final stage of all conversion stages anaerobic organic matter into methane and carbon dioxide. On In the 
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early stages of growth, methanogenic bacteria depend on the availability of nitrogen in the form of ammonia and the amount of 
that substrate used. In the methanogenesis stage, methanogenic bacteria synthesize low molecular weight compounds become 
heavy compounds high molecule. For example, these bacteria use hydrogen, CO2 and acetic acid to form methane and CO2. 
Acid-producing bacteria and methane gas work together symbiosis. Acid-producing bacteria form a favorable environmental 
state ideal for methane producing bacteria. Meanwhile, gas-forming bacteria methane uses acids produced by acid-producing 
bacteria. Without this symbiotic process, it will create toxic conditions for acid-producing microorganisms as: -  

a. Acetolactic methane bacteria break down acetic acid into: 
 
CH3COOH → CH4 + CO2                                                                                                                                                           ….. 

(30)                                                                                                                  

 
b. Methane bacteria synthesize hydrogen and carbon dioxide into: 

 
2H2 + CO2 → CH4 + 2H2O                                                                                                  

…..(31) 

 

Methanogenic bacteria are very sensitive to environmental changes. If the pH is below 6, the methanogenic bacteria cannot 
survive the Matlab simulation is depicted as under, SIMULINK block shape shown in Figure 4.4 is a form of model based on 
mathematical modeling in formula 21 and the methanogenesis process modeling can be seen in figure 4.4.

 

 
Figure 4.4: Process Methanogenesis Modeling 

 
Therefore, using the above simulation modeling techniques, the amount of methane gas output is depicted as under and can be 
seen in figure 4.5: - 

 

 
Figure 4.5: Modeling of the amount of methane gas output. 

 

 Gas Rector  
In terms of construction, generally biogas reactors can classify into three types, namely fixed dome, floating drum and reactor 
balloon. Fixed dome represents a reactor construction that has a fixed volume so that gas production will increase the pressure 
in the reactor. While floating drum means that there are parts in the reactor construction that can move to adjust to the increase 
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in reactor pressure. Movement of parts the reactor also marks the start of internal gas production biogas reactor. When viewed 
from the flow of raw materials (waste), a biogas reactor can also divide into two, namely the batch type (tub) and continuous 
(flow). In tub type, Reactor raw materials are placed in the container (specified space) from the start until the completion of the 
contamination process. This is only commonly used at stages experiments to determine the gas potential of a type of organic 
waste; whereas, in the flow type, there is a flow of raw materials in and out of residues at any given time. The length (time) the 
raw material is inside a biogas reactor is called the hydraulic retention time. The contact between raw materials and acid 
bacteria / methane, are two important factors that play a role in the biogas reactor. Schematic of fixed dome biogas reactor is 
inculcated in the solution the simulation depicted as under and can be seen in figure 4.6: 
 
 

 

 
Figure 4.6: Reactor Model 

 
 

 Simulation Results 
The pressure in the reactor in the study, this is measured directly using Matlab so it can be seen that the process the reaction in 
the reactor for generate how much pressure that is generated as well as to know the increase that happens until the gas content 
is inside the material runs out. Based on the test preliminary, each repetition is carried out during the simulation to the point 
i.e., increase in methane gas production based on various temperatures. (Below simulated graphs shows X-Axis - time in days, 
while Y-axis consists of pressure in SI unit i.e., Pascal or N/m2) and the result of simulations at temperature of 
20°C,30°C,40°C, can be seen in figure 4.7,4.8,4.9 respectively. 
 
 

 Simulation results with scenario 20
o 
C  

 
Figure: 4.7: Simulation Result of Converting Biogas Energy Scenario 20

o
C 
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 Simulation results with scenario 30
o 
C  

 
Figure: 4.8: Simulation Result of Converting Biogas Energy Scenario 30

o
C 

 

 Simulation results with scenario 40
o 
C  

 
Figure: 4.9: Simulation Result of Converting Biogas Energy Scenario 40

o
C 

 
 Biogas Production 

The biogas production process begins by diluting the manure with water with 1:1 ratio. Excessive water in the system can block 
the biogas channel, lowers the heat level of the fire, and makes the fire red. Stirring is possible at any given time to prevent 
solids from settling on the tank bottom. The manure that has been mixed with water is forwarded into the digester until it closes 
the channel enter and output, then wait for approximately 10-40 days. Then filling the digester can be done twice a day, namely 
morning and evening. The first gas produced must be discarded because it is dominated by CO2 gas. Next, biogas production 
can be carried out normally so that CH4 gas production will increase and CO2 gas will decrease by a percentage of 54%: 27%. 
Furthermore, biogas can be obtained connected to a stove or electric generator. The gas produced is very good for combustion 
because it is able to generate a high enough heat, the fire is blue, no smelly, not smoky. The following is a schematic of the 
biogas production process.  

 Break Event Point  
Break Even Point is a situation in which a company in a position does not experience gains or losses. This can happen if fixed 
costs and sales volume are used by the operation only to offset fixed costs and variable costs. The company suffers a loss if 
profits are only adequate to cover operating expenses and a portion of the fixed costs. In the meantime, the corporation will 
experience a profit if profits outweigh sales expenses and fixed costs. The components of the cost calculation at Break Even 
Point are as follows: 

 Fixed Costs  
Fixed costs are the costings whose value tends to be stable without being influenced by the units produced. So, this one 
component is constant or appears during production or when production is not carried out by the company. Examples of fixed 
costs at companies are labor costs, machine depreciation costs, water costs, and so on. 
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 Variable Cost 
Variable costs are the costings whose value depends on the quantity of units or goods produced. So, this one component is its 
cost per unit does not remain or change according to the ongoing production action. So, for example, if production stops, 
variable costs decrease or don't exist and if production increases, variable costs will also increase. Some examples of variable 
costs are raw material costs, electricity costs, and so on. 

 Selling Price 

The selling price is the selling price of electricity produced by the company. This selling price needs to be known because it is 
included in the Break Event Point calculation formula. The following is a formula for finding the Break Even Point value based 
on sales. 𝑩𝑬𝑷 = 𝑭𝑪𝑽𝑪/𝑷 

Where; 
FC is a Fixed Cost 
P is the Price per Unit  
VC is Variable Cost 
 

 Biogas Potential  
As mentioned earlier cow can produce 8 kg to 20 kg of manure, of which one cows can produce biogas 0.36 m3 / day, so if 
calculated, biogas produced from the cattle farm (having 150 cows) is 54 m3 / day. It is known that 1 m3 biogas can generate 
electric power of 11.17 kWh so that for 54 m3 biogas can generate energy for: 
The amount of energy = volume of biogas * energy generated per m3 

=2542m32*11.17 kWh   
= 603.18 kWh  
So, the theoretical amount of biogas energy in per cattle farm in National Capital Territory is 603.18 kWh with a power output 
of 603.18 KWh per day 

 Biogas Generator 
The specifications of the biogas generator that will be used depicted in table 4.3 below: - 
 
 

Table 4.3 Biogas Generator Set Specifications 

Features Double Cylinder 

  4-stroke 

  OHV 

  Air-cooled 

  Three phase AC 

AC voltage- 220/230V 

AC Outputs- Running Power: 30KW 

  Peak Power 

Frequency 50/60Hz 

Starting system Recoil or Electric start 

Fuel Biogas 

Weight 150Kg 

Other Min. Fuel Consumptions: 2m3 /hour 

   

Assuming the biogas generator will be operated 18 hours a day (in two shifts: morning and evening), and then the energy 
output from this biogas-based power plant is: 
Energy = Power * Time 
 = 30 KW * 18 hours 
 = 540 KWh 
 
The capacity of the digester with a power of 603.18 kwh and if you know the generator engine with a capacity of 540 kwh with 
the capability 603.18 kwh digester, then the digester can hold gas for 1.117 days. As for the biogas needed to turn on the 
generator for 18 hours based on minimum consumption of biogas stated in the generator specifications (2m3 / hour) is = 18 
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hours * 2m3 / hour = 36 m3 / day. Meanwhile, the gas produced by 150 cows is 54 m3 in 18 hours. So, the process of forming 

biogas to drive a generator is at least 36 m3.  Therefore, m3 for 18 hours of use, it may take as long 
36𝑚354 𝑚3 = 0.667 𝑑𝑎𝑦𝑠 the 

length of time the generator set operates for a biogas volume of 54 m3 can be determined by the following calculation: 𝑻𝒉𝒆 𝒗𝒐𝒍𝒖𝒎𝒆 𝒐𝒇 𝒃𝒊𝒐𝒈𝒂𝒔 𝒑𝒓𝒐𝒅𝒖𝒄𝒕𝒊𝒐𝒏𝑩𝒊𝒐𝒈𝒂𝒔 𝒇𝒐𝒓 𝒈𝒆𝒏𝒆𝒓𝒂𝒕𝒐𝒓 = 𝟓𝟒𝟐 = 𝟐𝟕 𝒉𝒐𝒖𝒓𝒔 

 
 Homer Analysis 

 
Figure 4.10 Schematic of the biogas power plant design 

 

In Figure 4.10 there are several components including thermal loads, boilers, generators biogas, converters, and AC loads. The 
function of thermal load is as energy for heating water in the boiler. The function of the boiler in the circuit above is as a 
container where the process occurs heating water to produce hot steam. The function of the generator is as energy generator 
electricity. The converter function is to convert the DC current from the generator into the acceptable AC current used by AC 
loads. The following is a systematic process in Figure 4.13. 

1- The thermal load heats the water in the boiler. 
2- Water that has been heated in the boiler will produce hot steam. 
3- The hot steam is directed to rotate the motor in the generator which then will generate electrical energy that is DC. 
4- DC current from the generator flows to the converter to be converted into AC current. 
5- AC current is applied to the load. 
 Economic Analysis 

The economic value of the biogas power plant is shown in Table- 4.4 
 

Table 4.4 The Economical Value of the Biogas Power Generation System 

Assessment Criteria Score 

Total energy production (KWh) Per Year 1,97,100 

Net present cost Of Materials (Including Generator, Digestor, Tank, Pipeline and Other) Rs-2,50,000 

Cost of energy (RS/KWH) Per Year 1.268 
 
 
The total energy production using the biogas power generation system generates power amounting to Rs. 1.268 per kWh / year. 
The result of the total energy produced can be seen in Table 4.5 and will be calculated using formulation as Energy = Volume 
of Biogas * Energy generated per m3. 

 
 

Table 4.5: Data on Total Energy Production per Year 

 

Component Output Production (KWh) In A Year 

Generator (Operating 18 Hrs. A Day) R(540kwh*365days) in a year 1,97,100 𝑬𝒕𝒐𝒕.𝒑𝒓𝒐𝒅  = 𝟏, 𝟗𝟕, 𝟏𝟎𝟎 𝒌𝑾𝒉 (𝟏𝟗𝟕. 𝟏𝟎𝑴𝑾𝒉)𝒊𝒏 𝒂 𝒄𝒐𝒎𝒑𝒍𝒆𝒕𝒆 𝒚𝒆𝒂𝒓 
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The results of net present cost calculation using Homer software can be seen in table 4.6 below: 
 

Table 4.6: Results of Net Present Cost Calculation for HOMER Software 

Component Capital Replacement O&M Fuel Salvage Total 

Generic biogas 
generator   200000   0 10 14,608.01 -152.581 2,14,455.43 

Homer Load 
Following 10 10 10 10 0 10 

System Converter 399.99 10 39.97 10 01 439.97 

Other 50,000 10 45,249.7 10           0 95,249.71 

System 2,50,999.98   0 45,289.68 14,608.01 -152.581 3,10,745.09 
 

 

 𝑁𝑃𝐶 = 2,50,999.98 +0 + 45,289.69 + 14,608.01 – 152.58 𝑁𝑃𝐶 = 3,10,745.09 
Cost of Energy system Rs.3,10,745.09, total energy yield data serve loads and costs total per year used to calculate the Cost of 
Energy can be seen in Table 4.7 and calculated using equation 𝑁𝑃𝐶 = 𝐶𝑎𝑝𝑖𝑡𝑎𝑙 𝐶𝑜𝑠𝑡𝑠 + 𝑅𝑒𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 𝑐𝑜𝑠𝑡𝑠 + 𝑂&𝑀 𝑐𝑜𝑠𝑡𝑠 + 𝐹𝑢𝑒𝑙 𝐶𝑜𝑠𝑡𝑠 – 𝑆𝑎𝑙𝑣𝑎ge. 

Table 4.7: Data on Total Energy Serving Expenses and Costs per Year 

Assessment Criteria Score 

Total Energy Serving 
Load (kWh / year) 

1,97,100 
(Average Consumption) 

Total Annual Fee (Rs) 3,10,745.09 
 

 𝐶𝑂𝐸 = 𝑅𝑠.3,10,745.091,97,100𝑘𝑊ℎ = 1.57Rs. / kWh in a year 

5. Conclusion and Suggestions 

o Conclusion 
From the research conducted it can be concluded that:  

 National Capital Territory with a population of 150 heads (example) of cattle has the potential to produce 0.36 m3 per cattle of 
biogas with the potential for electrical energy generated 603.18 kWh (603.18 KW power).  

 Selection of a biogas generator set with a capacity of 30 kW suitable for use as an engine for converting biogas energy into 
electrical energy in a simple generator system with the HOMER generating system using a frequency of 50Hz.  

 A simple generator system (Digester-biogas-Genset Biogas 30000 W-electricity) which is assumed to operate for 18 hours a 
day can generate energy of 540.00 kWh while the HOMER generator system for 24 hours can produce the 603.18 kWh electric 
energy). 

 The remaining 63.18 m3 can be utilized for cooking and boiling as fuel usages in ordinary course of business, livelihood and to 
counter any losses. 

 Investment in the construction of a simple generator system (Digester-biogas-Genset Biogas 30 kW of power resulting 540.00 
kWh) will be more easily realized as compared to the construction of a HOMER generating system (Thermal-Boiler-Generator 
Bio 30 kW-Converter 603.10 kWh electricity load) with consideration of a fairly the economical price of Rs.1.57 of per unit in 
a year. Consequently, which is much cheaper and more economical to existing electricity. 

 By the use of cow dung which is Municipal solid waste (basically biodegradable organic waste), we can reduce the municipal 
solid waste generation and air pollution to some extent in Delhi. 
 
 

o  Suggestions  

The suggestions in this study are:  
 For the construction of a biogas-based power plant system in National Capital Region, it will be more efficient and economical 

with a simple generator system (Digester-biogas-Biogas Generator 30000 W-electricity) compared to the HOMER generating 
system (Thermal-Boiler-Generator Bio 30 kW -Converter 10 kW-electric load).  

 It is necessary to hold further studies of course with different parameters regarding the biogas-based power plant system in 
National Capital Region so that the construction of the generator can be realized so that it can be distributed to the community. 
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 The bio-waste that is being generated during the production of biogas, can be used as manure for agriculture and farming which 
is much more effective and better than the harmful chemical compounds that is being used for agriculture and farming. 
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Abstract—Fake news detection is a significant problem where 

information is available from multiple sources across the 

internet. Most of the research on fake news has only targeted 
politics-related articles, but such models would not be robust 

enough to tackle fake news in the real world. To solve this 

problem, this research work incorporated transfer learning using 

attention-based transformers (BERT, RoBERTa, XLNet, 

DeBERTa, GPT2) and trained them on multi-domain datasets 
FakeNews AMT and Celebrity across different domains i.e. 

Politics, Entertainment, Sports, Business, Education and 

Technology. The proposed model has obtained state-of-the-art 

results while doing multi-domain and cross-domain testing, 

having beaten previous papers conformably. Also, the model has 
achieved a 99.3% accuracy on FakeNewsAMT and 84% 

accuracy on celebrity dataset. We believe the synergy of transfer 

learning in a multi-domain setting will make a robust model, 

which would be relevant in the real world. This idea originated 

from the fact that multi-domain research’s critical  challenge is 
that data distribution is varying, and the key benefit of transfer 

learning is that it can perform well even when it is trained and 

tested on different data distributions. 

Keywords—Fake News; Multi-domain; Transfer learning; 

Transformers; Cross-domain; Natural language processing; 

Attention 

I.  INTRODUCTION 

In the era of digitalization, there has been a drastic increase 
in internet consumption. Nowadays, people rely more on the 

internet and social media websites for gathering news and 

information. 90% of the world’s data has been generated in the 
last two years itself. Every day humans create 2,500,000 

Terabytes of data, and not all of it is correct.  

To check the Truthfulness of content is of utmost priority 

for the media aggregator to prevent spreading fake news on 
their platform and maintain their credibility. Fake news 

impacts people’s decision-making and may induce them to 
make harmful decisions. Various social networking sites have 

deployed different ways to tackle fake news, such as 

moderators using fact-checking websites (ex. Snopes.com, 
PolitiFact). These websites play an essential role. However, 

they contain regional and domain-specific news and require 
constant updating as a news article can be factually correct in 

the present but fake in the future. All this requires a lot of time 
and effort.  

Fake news detection until recently has only been 

concentrated in one domain which is politics. The datasets for 
fake news analysis have either been from the websites like 

Buzzfeed or Twitter that are used to track the news content, or 
from the genre of satire news like “The Onion” dataset or from 

websites like PolitiFact, which are the fact-checking websites.  

However, these datasets have their own set of issues, 

challenges, and drawbacks. For example, in satire news, the 
news is made to mimic the real news but with humor or 

sometimes irony, and some news is factually correct but has 

turned and twisted them to their own convenience to make fake 
news. But the real challenge remains to solve the fake news in 

a multi-domain setting.  

Models trained on a single domain dataset, although highly 

accurate, fail to perform on news from a different domain. In 
real world application, news can originate from any domain be 

it politics, sports, environment, technology, business, economy, 

etc. Classical machine learning on multi-domain is hard as the 
data distribution varies in train and test set. These factors have 

motivated to solve this problem, mainly because of its  
challenging nature and the real-world relevance it holds. If a 

good, well-built, robust, multi-domain fake news detector is 
presented to the world, it will be possible to filter any news 

without worrying about its domain.  

Due to the work of Perez-Rosas et al [1]. we are able to get 
a dataset that can help solve the multi-domain fake news 

classification challenge. This work offered the world two new 
datasets, namely FakeNewsAMT and Celebrity, that focus not 

only on politics but also on other domains, other genres. With 
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the help of these datasets, one can build a robust model that can 

be used to classify fake news from a range of domains.  

Transfer learning is the concept of applying knowledge on 

a dataset gained from some other large dataset. There are 
various pretrained sequence to sequence classifiers that can  be 

optimized for further use. A major advantage of transfer 
learning models is that data distribution changes do not impact 

them much. This is because these transformers have 100s of 

millions of parameters and are trained on billions of sequences. 
This advantage will help them perform much better in both 

multi-domain and cross-domain analysis. This shows the 
synergy between multi-domain analysis and transfer learning.  

In this paper, we fine-tune various transformers (BERT [2], 
XLNet [3], GPT2 [4], RoBERTa [5], DeBERTa [6]) on both 

FakeNewsAMT and Celebrity dataset individually to perform 
multi-domain analysis, as FakeNewsAMT consists data spread 

across different domains, and evaluate the results. Later we 

perform cross-domain analysis i.e. training on Celebrity, 
testing on FakeNewsAMT and vice-versa. In the end we 

perform multi-domain training and domain-wise testing ie. 
tested on each domain one by one and trained on remaining 

domains for FakeNewsAMT dataset. With all this analysis we 
show the possibility of solving the problem of fake news us ing 

transfer learning once and for all. 

II. RELATED WORK 

Fake news detection has become a crucial research area 
with an increase in internet usage and data consumption in this 

ever-evolving world. Every research aims to improve upon the 

existing methods of classifying the news. 

The work of Perez-Rosas et al. [1] introduced two novel 

datasets FakeNewsAMT and Celebrity. The former being 
crowd-sourced, and the latter collected from the internet. 

FakeNewsAMT consists of news spread across six domains 
that will help us to do multi-domain analysis on our classifiers. 

A group of studies has explored the idea of training 

classical machine learning-based models. Paper [1] also 
proposed a linear SVM classifier and conducted several 

exploratory analyses to identify linguistic properties, provided 
a different set of words as input features to the model, and 

achieved an accuracy of 78%. Paper [7] proposed a Random 
forest model and used paraphrasing tools and Grammarly to 

extract linguistic features from the news articles to train the 

model. A major drawback with these classical machine 
learning-based studies in the context of fake news detection is 

that these models fail to provide higher accuracy in real-world 
applications because of their inability to work in multi-domain 

and cross-domain settings.  

Another group of studies trains various deep learning 

models to improvise over classical machine learning models. 
Previous work [8] proposed a hybrid model using LSTM, 

speaker profiles, and attention models on the Liar dataset [9]. It 

draws a comparison between CNN, LSTM and also shows how 
adding a speaker profile could improve the results. Previous 

work [10] proposes a bidirectional GRU approach on 
FakeNewsAMT and celebrity datasets. With a score of 0.68, It 

shows the scope of improvement in the cross -domain analysis. 

Reference [11] leverages the information provided by three 

characteristics: text of an article, the response it receives, and 
the source users and proposed a hybrid model on the Twitter 

dataset. Paper [12] explores a unique propagation-based 
geometric deep learning approach that uses a four-layer graph 

CNN with two convolution layers  on a custom Twitter dataset 
that contains entries from 2013 to 2018. This approach could 

achieve an approximate ROC AUC of 92.70. Reference [13] 

introduced a dataset FNAD which was collected by scraping 
data from satirical news sites(The Onion, Faking news, The 

hard times) and proposed a neural network architecture using 
both bi-directional LSTM layer and bi-directional GRU layer 

and concatenates the output of both the layers to achieve an 
accuracy of 80.2%. The author also analyzed their model on 

FakeNewsAMT, Celebrity, and PolitiFact with accuracy 81%, 
82.61%, and 75.44%, respectively. 

One excellent research work in the line of fake news is 

done by [14]. The author proposed a semantic matching model 
to do claim verification. This work was based on the FEVER 

dataset [15] that contained a list of claims made by humans 
taking Wikipedia as the reference. These approaches require a 

large dataset to train a robust model but provide great results on 
their respective dataset only. However, in the real world, we 

need a classifier that can classify news of any genre, which 

these models fail to do. 

Few groups of researchers have explored the idea of using 

attention-based transformers for single domain settings. 
Reference [16] draws a comparison of BERT [2], Roberta [5], 

XLNet [2] on the FNC-1 dataset in the single domain settings. 
Paper [17] used Bert classifier and performed single domain 

analysis on the Liar dataset [9]. Reference [18] introduces the 

new dataset “Fake news Filipino” and explores the idea of 
transfer learning in the Filipino language using transformers 

such as BERT, GPT-2. Previous work [19] proposes a 
multimodal framework for fake news detection. It classifies 

using both textual and visual features of an article. It uses 
XLNet with a dense layer and achieves an accuracy of 0.856 on 

the dataset GossipCop. 

None of the existing research shows how transfer learning-

based models improve the model’s performance on multi-

domain and cross-domain settings. This creates a unique 
opportunity for us. We feel that the nature of transfer learning 

and multi-domain analysis complement each other. This 
thought originated from the fact that multi-domain research’s 

critical challenge is that data distribution is changing, and the 
key benefit of transfer learning is that it can perform well even 

when it is trained and tested on different data distributions. Our 

research tries to exploit this nature of the two. 

III. METHODS USED 

A. Transformers 

Transformers are described as sequence-to-sequence 
architecture. This type of architecture converts a sentence or a 

sequence of words into some other sequence. These models are 

good at translation and convert text written in one language to a 
sequence in another language made of different words. 
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Transformers are often described as Long-Short-Term-

Memory (LSTM)-based models. LSTM models help filter out 
more important words from unimportant words or, in other 

words remembering only essential words. 

Transformers is made of two parts which are Encoder and 

Decoder. The encoder converts a sentence or sequence into n-
dimensional vectors. The Decoder, on the other hand, takes this 

abstract vector and converts it into a sequence. Thus, Encoder 

and Decoder can be worked in tandem to transform one 
sequence to another sequence, which may be in different 

language, symbols, or a same as input. Training the model is 
very important for encoder and decoder to work efficiently. 

Another part of Transformers is the concept of Attention. 
This attention-mechanism helps the transformer in deciding 

which elements of the input sequence are essential at each step. 
Encoder reads input sequences and marks important words 

attributing different weights to those inputs. The Decoder then 

takes encoded sentences and weights provided by the attention . 

The self-attention is an integral part of the transformer 

structure. For each word using self-attention the model is able 
to predict better encoding for a word. It does so by taking in 

account the position of other words in the sequence. Thus by 
looking at other words model can better understand the context 

of the word used further in the sequence. This concept is 

similar to the ones used in RNNs, like RNNs maintain a hidden 
state where it stores all the words that it has already come 

across while processing the current batch of words. 

 

 

         Figure 1: The Transformer – model architecture [20] 

Using the figure 1 we can see that both encoder and 
decoder made of Feed Forward Layers  and Multi-Head 

Attention. The modules of the transformer can be piled 

multiple times on top of each other. Figure 1 uses Nx to denote 

this 

Positional encoding is a crucial part of the module because 

transformers lack any recurrent networks that help in 
remembering how sequence is fed into the model. The 

embedded representation of each word consist of this relative 
positioning. 

 

Figure 2 (Left) Scalar dot-product attention. (Right) Multihead attention 
consist  of several attention layers running in parallel. [20]  

 

         (     )         (
   

√  
)  

 

(1) 

Q = Matrix that contains the query 

K = all Key values which are vector representation of all 

words in sequence 

V = all Values which are also vector representation of all 
words in sequence 

This equation signifies the overall result of left side of 
Figure 2. These values of K, Q and V are calculated using the 

embedding that are trained during training process. The scalar 
dot product is used as it both time and space efficient. 

         (
   

√  
)

 

(2) 

This a signifies the attention weights. Thus, each word in V 
is multiplied and summed with a value of a. a is given by a 

value of each Q word of the sequence, defined by how much is 

this word governed by supplementary words in the sequence 
given by K. SoftMax function ensures that this value of weight 

remains between 0 and 1. a value for words in sequence is 
calculated separately. 

Also, as in Figure 2, a attention mechanism consist of 
scaled dot product of a given values of Q, K and V. These 

values pass through matrix multiplication and SoftMax filters 

as shown on left side of Figure 2. This forms a part of multi-
head Attention component. As seen on the right side of Figure 

2 using different linear projectors, many linear projections of 
Q, K and V are generated which are fed to the scaled dot-

product layer this helps in system train better from varying 
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representation of values. Then all values from product are 

concatenated to form final attention component. 

B. Transfer Learning 

The main problem encountered while training any machine 

learning model is the unavailability of data or poor model 

generalization. Due to this, whenever we train a new model, 
accumulating the data is a daunting task. Also, if we train any 

new model on a dataset and apply it on another dataset, the 
performance decreases. This happens because the model fails 

to extrapolate the data and deduce the pattern. Thus, to sum this 
up, the main issue is to tackle ever-changing data like news and 

avoid retraining models frequently. 

Thus, transfer learning helps us in solving this problem by 
enabling us to take an existing pre-trained model and use it on 

a novel dataset. Transfer Learning has the edge over traditional 
learning because it needs less generalized data and can adapt 

faster to new data. 

Domain Transfer is one of the most prominent form of 

concept used for transfer leaning. In this type the model is 

trained on one of the source dataset and then used to predict 
labels on target dataset. 

C. Models fine-tuned 

BERT [2] uses a transformer as an attention mechanism 

which helps in selecting important words and learns contextual 
relationships between them. BERT encoder reads the entire 

sequence of words together instead of directional mode, which 
reads the sequence of words sequentially. Thus, model can 

better learn the context of each word taking advantage of its 
surroundings. 

XLNet [2] consolidates bidirectional context while at the 
same time dodging the [MASK] tokens and independent 

predictions. It uses permutation language modeling which 

predicts all tokens in some random order. Transformer XL is 
used primary architecture for XLNet. 

RoBERTa [5] is a better-trained version of BERT [2]. It is 
trained with bigger batches. RoBERTa does not predict next 

sequence. It trains on longer sequences and mask pattern is 
changed dynamically. 

DeBERTa [6] improves on BERT [2] and RoBERTa [5] 

models using two techniques. The first one is a disentangled 
attention mechanism where every word is represented using 

two vectors that display its content and position. Second, the 
use of an enhanced mask decoder helps to incorporate absolute 

position in the decoding layer and predicts masked tokens in 
model pre-training. 

GPT2 [4] consists of solely stacked decoder blocks from 

transformer architecture. In GPT-2, the context vector is zero-
initialized for the first word embedding. Also, GPT2 uses 

masked self-attention and is a close copy of basic transformer 
architecture. 

IV. EXPERIMENTS 

In this research, we performed three kinds of experiments 

that helped us verify and validate the idea of using transfer 

learning via transformer-based machine learning algorithms to 

detect fake news in both multi-domain and cross-domain 
setting. In this section, we would be describing the data we 

used and how we preprocessed our data which is followed by 
the Evaluation Metrics and the Model Parameters. Further we 

explain all the experiments and their results in detail. The target 
is to have better accuracy with greater precision and recall. 

Qualitative formulation with its objective is elaborated in the 

evaluation metrics section. 

A. Dataset 

Most of the datasets in the field of fake news focus on the 

politics genre. However, fake news is way larger than just to be 

studied with politics as it is present in every life domain. This 
widespread impact leads to the need for multi-domain fake 

news analysis. We are using the datasets released by [1] for 
these specific research needs. They, in this work, released two 

novel datasets named FakeNews AMT and Celebrity . These 
datasets are a collection of news articles that can be fake or 

legit. These news articles have a title, news body, and a label 

(fake/legitimate) associated with them. Table 1 that follows 
shows us the statistics related to the dataset.  

TABLE 1. 
DATASET STATISTICS 

Dataset Number of 
examples 

Average 
words 

Average 
sentences 

Label 

FakeNewsAMT 240 132 5 Fake 

240 139 5 Legit  

Celebrity 240 399 17 Fake 

240 700 33 Legit  

 

The First dataset, FakeNews AMT, contains a corpus of 

480 news articles. The distribution of fake and legit news 
articles in this dataset is even, with half of the articles being 

legit and the other half fake. The authors collected the legit 
articles from various mainstream American news sites. They 

then used crowdsourcing via Amazon Mechanical Turks to 
manually get these articles annotated, genre verified, and the 

corresponding fake news articles generated based on these legit 

articles. This dataset's 480 news articles belong to six news 
genres: technology, education, business, sports, politics, and 

entertainment. Having news from such diverse genres makes 
the dataset a multi domain one in the real sense. Here also, the 

distribution is hundred percent even with eighty articles of each 
of the six genres. Out of these eighty articles, forty are fake, 

and forty are legit. The second dataset, Celebrity, focuses on 

celebrity news. This dataset was crawled from the web to get 
news related to celebrity gossip. The distribution in this dataset, 

just like the first one, is even, with two hundred and forty 
articles being legit and the other two hundred and forty being 

fake. 

The datasets we are using are in the form of a tab-delimited 

text file. Each data point is an annotated news article along 
with its title and genre. To get the dataset ready for use, first, 

the text files were converted to CSV files  and then they were 
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encoded in UTF-8 so that they could be processed by the 

tokenizer.  

B. Data-preprocessing 

The First step was to decide what would be the input for the 

transformer models. We decided that genre should not be given 

in the input so that the model is more robust in the real world 
where information about the news genre might not always be 

available. Next, the title and article body were concatenated 
into one string which would become our input. The reason 

behind this concatenation is the fact that transformers take 
inputs in the form of one sentence. 

Finally, the input was then tokenized so that it could be fed 

into the transformers. In tokenization, the words are converted 
into tokens, and additional special tokens called [SEP] and 

[CLS] are also appended. We used the tokenizers available in 
the Hugging Face [21] library for this purpose. The following 

table 2 shows the tokenization style for different NLP 
transformers. For each transformer we have used, we have 

given the specific format in which tokenization is to be done, 

so that the model can take the input properly. 

TABLE 2. 

TOKENISATION STYLES FOR DIFFERENT TRANSFORMERS 

Transformers Tokenization 

BERT [CLS] + tokens + [SEP] + padding 

DeBERTa [CLS] + tokens + [SEP] + padding 

RoBERTa [CLS] + prefix space + tokens + [SEP] + padding 

GPT-2 Padding + tokens + [SEP] + [CLS] 

XLNet Padding + tokens + [SEP] + [CLS] 

C. Evaluation metrics 

We have used various metrics to analyze our results and 

determine which transformer model is the most capable in 
predicting make news in the multi domain settings. The most 

important metric in our study has been accuracy. The random 

baseline would be fifty percent, as half of the articles are legit. 
We also compared the results we found with the previous 

research results on this topic. The other three metrics we used 
were precision, recall, and F1-score. To calculate these metrics, 

we were also required to find the true positive, true negative, 
false positive, and false negative values for each of our 

experiments. The goal here was to have as high an F1-score as 

possible, which required us to maintain the right balance of 
accuracy and precision.  

One of the primary reasons we chose to focus on F1-score 
instead of either precision or recall is that when we are trying 

to weed out fake news, we need to ensure that every real news 
is marked genuine but also need to take care that no fake news  

slips our hands at the same time. Ultimately, we need to aim to 
neither have false positives nor false negatives. Both are 

equally harmful. 

D. Model parameters 

The smallest possible models for the transformers were 
used to minimize the computation time and resources. We want 

an ideal fake news detector to work very fast in an efficient 

way. All the transformer models we used were trained on lower 
case English alphabets, had 12 layers of transformer blocks 

with 12 attention heads and parameters in the range of 100 
million. After a series of experiments and fine-tuning, the 

hyperparameters were also fixed for all the transformers. While 
providing a list of all arguments will become very tedious, we 

have given the main arguments in the following table 3. For the 

hyperparameters not mentioned in the table 3, we have used the 
standard given by the transformer model’s author. One can find 

the list of default parameters in the huggingface [21] 
documentation. 

The batch size is one of the most important 
hyperparameters that is needed to be tuned in a deep learning 

model. There needs to be a perfect balance, the batch size 
should not be so large that we lose generalization and not too 

small to lose speed. We experimentally found 8 to be perfect 

for our experiments. We have decreased the Adam optimizer’s 
learning rate from 5.0 x 10

-5
 to 2.0 x 10

-5
 in order to increase 

the number of updates taken to reach the optimal weight. As 
good generalization is very important in multi domain settings, 

we have used a weight decay of 0.01. Warm up steps are 0 due 
to the small size of the dataset it is not possible to use some 

steps for warm up. Rather the learning rate has been kept low. 

TABLE 3. 

HYPERPARAMETER VALUES 

Hyperparameter Value  

Batch size 8 

Learning rate 2.0 x 10
-5 

Weight decay 0.01 

Adam epsilon 1.0 x 10
-8 

Warmup steps 0 

Epoch count  5 

E. Experiments and results 

We performed three types of experiments in the research in 

order to test any new algorithm thoroughly. We have done two 
kinds of comparison: First was an internal comparison between 

all the transformers we tried using transfer learning. The 
second comparison was with the prior research done in the 

field of multi-domain fake news analysis by [10], [7] and also 
with the baseline set by the dataset authors. The three 

experiments are as follows: 

1) Multi-domain analysis: For multi-domain analysis, 

experiments were performed on both datasets individually. 

Training and test sets were divided in a seventy - thirty ratio. 

This experiment is an actual test of verifying that the 

algorithm can work on data that can have a different 

vocabulary and data distribution. While testing the transfer 

learning approach on top transformer models, we observed that 

RoBERTa [5] not only gave the best results on the FakeNews 

AMT dataset, but also gave the best results on Celebrity 

Dataset. These transformers were also able to beat any other 

previous model ever applied on these datasets as seen in Table 
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4. We can see the detailed results of our experiments in the 

following tables 4 and 5. Our results clearly indicate that 

transfer learning on transformers emerges as the best method 

to do multi-domain fake news analysis. 

 
Table 4.  

RESULTS ON FAKENEWSAMT 

Model Accuracy (%) F1-Score  Precision Recall  
BERT 85.40 0.86 0.82 0.88 

DeBERTa 86.10 0.86 0.83 0.88 

GPT-2 97.70 0.97 0.98 0.97 

RoBERTa 99.30 0.99 1 0.98 
XLNet 91.60 0.91 0.90 0.92 

 
Table 5.  

RESULTS ON CELEBRITY 

Model Accuracy (%) F1-Score  Precision Recall  
BERT 74.00 0.65 0.82 0.54 

DeBERTa 80.60 0.78 0.76 0.84 
GPT-2 74.00 0.68 0.77 0.60 

RoBERTa 84.00 0.82 0.89 0.75 
XLNet 74.60 0.72 0.71 0.74 

 
Table 6. 

ACCURACY COMPARISON WITH PREVIOUS RESEARCH (%) 

Model FakeNewsAMT 
Dataset 

Celebrity 
Dataset 

RoBERTa 99.30 84.00 

SVM [1] 74.00 76.00 

SGG [7] 95.00 78.00 

Model 1 [10] 77.08 76.53 

Model 2 [10] 83.30 79.00 

 

2) Cross-domain analysis: The second set of the 

experiment performed was the cross -domain analysis. Here, 

the transformers were trained on one dataset, and the 

prediction was performed on the other. This experiment 

verifies the transfer learning aspect of this research. As the 

datasets for the training and testing are different, both 

vocabulary and data distribution are also very different. In the 

true sense, it is a classic example of an algorithm that learns 

from one place and applies it to another. RoBERTa [5] gave 

us state-of-the-art results in this experiment as seen in table 7. 

It has also improved upon the results from past papers  

mentioned in table 8. In the two tables, 7 and 8,  we have 

specified the training and testing dataset as it can be seen in 

the first two columns of the tables . Our results clearly indicate 

that transfer learning on transformers is very robust and very 

apt for multi-domain fake news analysis . 
 

TABLE 7. 
RESULTS OF CROSS-DOMAIN ANALYSIS 

TRAINING TESTING MO DEL ACCURACY (%) 
 
 

FakeNewsAMT 

 
 

Celebrity 

BERT 56.20 

DeBERTa 55.40 
GPT-2 54.60 

RoBERTa 59.40 
XLNet 55.20 

 

 
Celebrity 

 

 
FakeNewsAMT  

BERT 56.00 

DeBERTa 55.00 

GPT-2 53.50 

RoBERTa 70.20 

XLNet 61.67 

TABLE 8. 
COMPARISON WITH PREVIOUS RESEARCH 

TRAINING TESTING MO DEL ACCURACY (%) 
 
 

FakeNewsAMT 

 
 

Celebrity 

RoBERTa 59.40 

SVM [1] 52 

SGG [7] 56 

Model 2 [10] 54.3 

 
 

Celebrity 

 
 

FakeNewsAMT 

RoBERTa 70.24 

SVM [1] 65.00 

SGG [7] 70.00 

Model 2 [10] 68.55 

 

3) Multi-domain training and domain-wise testing:  We 

performed the third and final set of experiments on the 

FakeNews AMT dataset. The dataset had news articles from 

six genres namely – Technology, Education, Business. Sports, 

Politics and Entertainment. The design of the experiment was 

such that five out of the six genres were made part of the 

training set, and the sixth one was the test set and like this 

every genre was made a test set once. This experiment was to 

test how the algorithms performed on heterogeneous data. 

From table 9 we can see that this experiment's results were 

also outstanding. Table 10 confirms that we performed better 

than the previous attempts at this. DeBERTa [6] , GPT2 [4]  

and RoBERTa [5] performed really well in these tasks. These 

experiments again reinitiated the essence of multi-domain 

analysis and transfer learning. 

 
TABLE 9. 

RESULTS OF EXPERIMENT 3 

TEST DO MAIN MO DEL ACCURACY (%) 
 

 
Technology 

BERT 88.75 

DeBERTa 93.75 

GPT-2 95.00 

RoBERTa 98.70 
XLNet 88.75 

 
 

Education 

BERT 95.00 

DeBERTa 97.50 

GPT-2 100.00 
RoBERTa 100.00 

XLNet 98.70 

 
 

Business 

BERT 72.50 

DeBERTa 98.70 
GPT-2 97.50 

RoBERTa 98.70 
XLNet 91.20 

 

 
Sports 

BERT 62.50 

DeBERTa 100.00 
GPT-2 98.75 

RoBERTa 100.00 
XLNet 92.50 

 
 

Politics 

BERT 96.25 

DeBERTa 97.50 

GPT-2 96.25 

RoBERTa 100.00 
XLNet 98.75 

 
 

Entertainment  

BERT 62.50 

DeBERTa 100.00 
GPT-2 100.00 

RoBERTa 100.00 
XLNet 88.70 
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TABLE 10. 

COMPARISON WITH PREVIOUS RESEARCH 

TEST DO MAIN MO DEL ACCURACY (%) 
 
 

Technology 

RoBERTa 98.70 

SVM [1] 90.00 

SGG [7] 98.70 

Model 2 [10] 88.75 

Model 1 [1] 76.22 

 
 

Education 

RoBERTa 100.00 

SVM [1] 84.00 

SGG [7] 96.20 

Model 2 [10] 91.25 

Model 1 [1] 77.25 

 
 

Business 

RoBERTa 98.70 

SVM [1] 53.00 

SGG [7] 93.70 

Model 2 [10] 78.75 

Model 1 [1] 74.75 

 
 

Sports 

RoBERTa 100.00 

SVM [1] 51.00 

SGG [7] 96.20 

Model 2 [10] 73.75 

Model 1 [1] 70.75 

 
 

Politics 

RoBERTa 100.00 

SVM [1] 91.00 

SGG [7] 100.00 

Model 2 [10] 88.75 

Model 1 [1] 73.75 

 
 

Entertainment  

RoBERTa 100.00 

SVM [1] 61.00 

SGG [7] 96.20 

Model 2 [10] 76.25 

Model 1 [1] 68.25 

 

V. CONCLUSION 

In this paper, the problem we tackled was fake news 

detection. In comparison with the usual fake news research that 
is based on political news, we took a step further. We focused 

on news articles from multiple domains to ensure that the 
model we train is both robust and usable in the real world. 

Machine learning on multi-domain and cross-domain is hard as 
data distribution varies in the training and the test sets. We 

used transfer learning models because data distribution changes 

do not impact them much. This synergy of multi-domain and 
transfer learning bore fruits. We achieved 84% accuracy on 

Celebrity Dataset and 99% accuracy on the FakeNews AMT 
dataset, a significant 6 percent and 4 percent improvement 

from previous work. 

Talking about the limitations, we would say that this 

research gave us the proof of concept. Transfer learning and 

transformers are huge fields in themselves. Improvements coils 
be done while training the transformer. We used general 

vocabulary, future researchers can use more specific words to 
train. The other limitation is the cross -domain. Even though the 

results are state of the art, there is still a huge scope of 

improvement there. 

VI. FUTURE WORK 

If we analyze our work closely, it is pointing towards two 

ideas. The first is fake news detection in multi-domain settings. 

This space has been tried before but on a tiny scale. In the 
future, there should be more research work focusing on the 

multi-domain setting, which is more relevant to the real world. 
We also attempted the cross-domain settings where our results 

are better than any previous attempts, but still, there is a lot of 
scope of improvement in that aspect. The second idea is the use 

of transfer learning to achieve our goal. This idea gave us 

outstanding results. In the future, more transformers can be 
fine-tuned specifically to the fake news detection task, and 

other transfer learning techniques could also be tried. 
Ultimately, the aim of any future work should be a robust and 

relevant fake news detection algorithm. 
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Abstract—In recent years, there has been a massive increase in 
multimedia data due to the increasing use of social media and 

communication technology. So, extracting useful information 
from a large set of data has become difficult and very time 
consuming. Multimedia Data (Text, Image, Audio,Video) 
summarization is a very useful technology that overcomes this 
challenge by eliminating information that is redundant or 

useless, and extracting only the relevant key details of the 
events in summaries. A lot of work has been done in this field 
to generate summaries in the form of text and images, but very 
limited research has been done to produce a multimodular 

summary especially on Asynchronous Data. This research work 
proposes an ILP based model, which takes a multimodal dataset 
(text, images, videos) as input and generates textual and image 
video summary as output. The results were obtained by 
comparing the two basic baseline’s ROUGE values with the 

proposed model. Results for different modalities have confirmed 
that the proposed model performs better than the other baseline 
approaches. 

 

Keywords — Asynchronous data, multimodal summarization, 
integer linear programming, ROUGE, Hybrid Gaussian- 

Laplacian Mixture Model (HGLMM), VGG-19 model 

 
I.  INTRODUCTION 

Multimedia data (counting text, image, audio and video) has 

greatly increased since late, making it difficult for consumers  

to access substantial data. In this fast and busy world, people 

always seek to manage their time and try to gain more 

knowledge when compared with the required time. Thus, 

more efforts are directed towards generating the summaries of 

the multimedia data. Multi-modular summaries can provide 

consumers with written documents, images & videos which  

gives a full overview of the topic. This technique not only  

saves the users’ time, but also saves the effort of understanding 

the complicated reports or going through the entire records. A 

multi-modal summary has several advantages over a unimodal 

summary. It generates a variety of perspectives on the same 

matter and has various modes to represent the generated 

summary so that the viewer can have the freedom to choose his 

way to gain that particular information [12]. A large number 

of viewers can benefit with multimodal summaries. 

There are few things which we observed that were not con- 

sidered in past researches: 

1)  Most of the work has been done on synchronous data, 

therefore brings consideration towards asynchronous data. 

2)  Most of the work focuses on unimodal summarization, and 

only a few researches have explored multimodal summaries 

of multimedia data. 

Thus we felt the need to generate a multimodal summarization 

method for multimedia data. 

We have taken few aspects into consideration: 

1)  High relevance of the content in the generated summary. 

2)  The summary should be readable. 

3)  The redundancy should be as low as possible. 

4)  All the essential parts of the content should be covered in 

the generated summary. 

To sum up, the major contributions of our work are as 

follows: 

The asynchronous multimedia (text, video, image) data are 

considered as input and propose a multimodal summarization 

method which generates summaries with diverse representation. 

(1)  A joint ILP framework is formulated to perform the 

proposed multimodal summarization method. 

(2)  Different baselines are considered to compare the 

proposed method with the past research work. 

Flowchart Description: 

(1)  Given dataset consists of documents, images, audio and 

videos. 

(2)  Documents and audio (converted using IBM Watson 

Speech-to-Text Service) forms the document set. 

(3)  Images and videos (key frames extracted from videos) 

form the image set. 

(4)  From the document set each document is taken and 

each sentence of that document is encoded (using HGLMM) 

resulting in encoding of the whole document. 
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Fig. 1. Working of the proposed models 

 

(5)  All the documents are encoded in this way to form a 

textual attention mechanism. 

(6)  Similarly, all the images are encoded (using VGG-19) 

forming a visual attention mechanism. 

(7)  These are fed into a multi multi-modal attention 

mechanism to get the final summary. 

 
II.  RELATED WORK 

Past research has shown great insights in text-image 

summarization with a few researches to produce multimodal 

summaries [2], [5], [14]. Much work has recently been 

undertaken to sum up events, sport videos, films, pictorial 

stories and social media. Genetic Algorithms have been used 

for text summarizations [9]. Erol et al. (2003) aimed at the 

development of main audio, text and visual behavior analysis  

segments of the meeting recording [4]. Tjondronegoro et al. 

(2011) suggested a way of analyzing textual information from 

various databases and recognizing relevant content from a 

sports video in order to summarize a sporting event [11]. In  

order to identify salient events in a film, Evangelopoulos and 

others (2013) used an attention mechanism. For the generation 

of a pictorial history and time-line description, Wang et al. 

(2012) and Wang et al. (2016b) used the image-text pairs. 

Li et al. (2016) created a multimedia news summary method 

for Internet search results that introduces the hLDA model to 

discover the newspaper subject structure [13]. A news article 

and a picture will then be selected to represent each subject. 

A lot of work has been done to summarize recordings of 

conferences [4], sporting videos [11], films, pictorial history 

and social contact. Duan et al. introduced a framework 

using joint-ILP to produce text summaries of text documents  

separated temporally [3]. Automated text report is a major 

NLP application which aims at summarizing the content 

of a given matter in a shorter model. The rapid growth in 

the transfer of data across the network includes multimodal 

reporting (MMS) from asynchronous text-image-audio-video 

combinations. Analysis reflects a similar MMS system that  

uses information science and speech process technology to 

analyze and reinforce aspects of transmission news reporting  

on complex data in multi-modal statistics. The key structure is 
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i,j 

ij 

txt  
n 

txt  
n 

i,j 

i,j 

(2) 

to link the linguistic gaps between multimodal material. The 

audio signals are converted to the content format for audio 

the variables are found. 

The decision variables used in our model are: 

themes. Text is extracted using the OCR photo victimization  

technique for visual subject matter. The template is created  

afterwards for the required visual details by matching the 

material or by multimodal theme modeling. Finally, all multi- 

Mtxt  

Mimg 

= [mtxt] n*n binary square matrix (1) 

= [mimg] p*p binary square matrix (2) 

modal considerations evaluate the thinking by optimizing 

the value, non-reinforcement, efficiency and reach of the 

allocated accumulation of submodular choices. The work is  

structured to discuss the theme of the visual subject. The 

experimental result demonstrates that different competitive 

Mc = [mc ] n*n binary square matrix (3) 

 
Mi,i

x
: (sentence s i /image Ii) is an exemplar or not; 

x: txt, img 

techniques output the multi-modal report system. Mi,j;(i j)
x: weather xi votes for xj as its exemplar;  

x: txt, img 

 

III.  PROPOSED   METHODOLOGY 

A. Pre-processing 

We have several images,text documents and videos as inputs 

for a specific subject augmented from [6]. We take key-frames 

extracted from the videos [15] and merge them with the given 

Mi,j
c
: if there is a threshold level of correlation between i-th 

sentence and j-th image, c: cross-model 

 

D. Objective Function: 

f(x)= 

pictures as inputs to make the image collection in order to 

acquire essential features from the raw/initial staged data. The 

audio is converted to text using IBM Watson’s  Speech-to-Text 

Argmax{λ1∗m∗k
2
 

n 
i=1 

∗([Σi=1Mtxti,i∗SIMcos ine(si, Otxt)] 

Mimgi, i ∗ SIMcosine(si, Oimg)] )+ 

Service. The resulting transcriptions together with text then λ2∗(ktxt+kimg)∗k
2
 ∗([Σi=1 p 

j=1 M
c  ∗SIMcos in e(s i, Ij )](3)) 

forms the text set. 

The following models are used for the next steps of our 
 
[Σn 

— λ3 ∗ (ktxt + kimg) ∗ m ∗ ( 
Σn   Mtxti,i ∗ Mtxtj,j ∗ SIMcos ine(s i, Ij)]

(4)
)} 

preprocessing. 

• Hybrid Gaussian-Laplacian mixture model (HGLMM) 

which is proposed in [1], based on Laplacian and Gaus- 

sian distribution’s  weighted geometric mean, is used for 

i=1 

 

 

Parameters: 

j=1 

(4) 

encoding text in text-set. With the use of HGLMM we 

are getting benefits of both the distributions(Laplacian  

and Gaussian) as each dimension from each component 

is going to be modeled with the appropriate distribution. 

• VGG-19 model [10] is used for encoding images in 

image-set. We first studied CNN(Convolutional neural 

network) then VGG-16 model and then VGG-19, VGG- 

19 is the most advanced model to give more accurate 

results. 

λ1λ2λ3 : Variables to define weight of equations. (5) 

Ox : Central vector of the cluster   x : txt, img (6) 

m : Used to balance out the weights of λ1λ2λ3 (7) 

SIMcosine : Cosine similarity (8) 

Number of (sentence,images) in the final 

summary, there must be exactly ktxt and kimg 
These model specific encodings are next loaded to a two 

branch neural-network [8] which finally gives 512-dimensional 

sentence and image vectors. 

kx : clusters in their respective uni-modal space. 

x: txt, img 

(9) 

 

B. Main Model 

We are proposing a model which uses ILP framework (a 

framework which is used to maximise/minimise an objective 

function in accordance with some constraints) which generates 

summaries with diverse representation of the given dataset. To 

the best of our knowledge, this model gives better results than  

the previous works done for multimodal summarization. 

 

C. Decision Variables: 

The decision variables in an integer linear program are 

a sequence of quantities which are required for solving the 

problem, i.e., completing the tasks when the best values of 

Si : ith sentence vector (10) 

Ij : jth image vector (11) 

The components of equation are: 

• (1) gives the salience score of the text-set. 
• (2) gives the salience score of the image-set. 

• (3) gives the cross-modal correlation score 

• (4) gives the redundant part of the summary. 

In our function, we are adding salience score of the text-set 

and image-set, cross-modal correlation score and subtracting 

the redundant part. Our aim is to maximise this objective 

function using ILP while following constraints given in the 

next section. 

+ [Σ 

Σ 

(1) 
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{ } { } 

n txt 

{ } 

E. Constraints 
x 

I V.  RESULTS 

• mi,j E   0, 1 ; x E   txt, img, c 

#All the variables are binary 

 p img 

 
TABLE I 

PERFORMANCE FOR GENERATING TEXTUAL SUMMARY 

USING ROGUE VALUES 
• Σi=1 mi,i = kimg 

#number of image clusters 
 

• Σi=1     mi,i  = kimg 
 

#number of text clusters 
 

• Σj=1
n

 mi,j 
txt = 1; i E {1,. .....n} The performance of the model is compared with the 2 

#for a sentence s i, it could either be an exemplar or a 

part of another cluster 
baselines. These are: 

 
1)  Baseline-1: : 

• Σj=1
p

 mi,j 
img 

= 1; i E {1,...... p} • Input: sentence vectors 
#for an image Ii, it could either be an exemplar or a 

part of another cluster 
• Central vector: average of all the sentence vectors 

2)  Baseline-2: : 

• mj,j
x
 - mi,j

x>= 0; X E  txt, img 

# For a sentence or image to be 
• Input: sentence and image vectors. 

• Central vector: weighted average of sentence and image 
a part of final (txt-img) summary, each of them must be 

an exemplar in their respective categories 

 
F. Post Processing 

The output of the ILP framework used in the model is 

a text summary and top n (n is variable, we take n=10 for 

convenience) images. This is used to gear up the final video 

and image summary. 

 

The methods used for their extraction are: 

 
1)  Extracting images:: 

• Sort all those images which are not key-frames from the 

top 10 images. 

• Since the redundancy was removed in the objective 

function itself, to get a high annotation score for the 

images and support users to get a better understanding, 

the range of similarity was set. 

• In the model, range for similarity was set between 0.3 

and 0.7, i.e, images with minimum of 30% similarity 

and maximum of 70% of similarity were added to the 

final image summary. 

 
2)  Extracting Videos:: 

• We take key frames and speech transcriptions of each 

video. 

• Then we calculate cosine similarity of key frames with 

the generated image summary and named the visual 

score. 

• Similar process is carried out for the audio transcriptions  

and then named its verbal score. 

• The final video summary was the one with the the highest 

visual and verbal score. 

vectors. 

The preprocessed data which has been driven from [14] was  

then modeled with the above baselines. Table 1 and Table 

2 compares the performance of our model with these baselines. 

 

ROUGE, (Recall-Oriented Understudy for Gisting Evaluation) 

values are used to analyse the textual summary [7].ROUGE 

values for ROUGE-L, ROUGE-2, ROUGE-1 systems have 

clearly indicated that our proposed model is performing better 

than the baseline approaches as the values are higher for our 

model. It is clear from table 1, our model performs better 

than these baselines taken into account for comparison. 

 

In table 2, Variance Recall, Variance Precision, Average 

Recall and Average Precision was calculated to analyse the 

performance of the proposed model. Our model performed 

better for low threshold values. The accuracy of the model 

for extraction of the most suitable video for summary was 

47%. The random selection of images from the dataset for 

20 iterations gave 18% accuracy. 

 

 
 

 
Fig. 2. Performance for generating textual summary using ROUGE values 

Systems RO UGE L RO UGE 2 RO UGE 1 
Baseline 1 0.221 0.061 0.257 

Baseline 2 0.223 0.072 0.261 
Main Model 0.230 0.076 0.265 
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TABLE II 
PRECISION  AND  RECALL  OF  IMAGE  SUMMARY. 

AAS (AVERAGE  ANNOTATION  SCORES) IS  THE  THRESHOLD  VALUE  OF  GENERATED  IMAGE  SUMMARY 

 
AAS Variance Recall Variance Precision Average Recall Average Precision 

5 0.046 0.004 0.064 0.018 
4 0.155 0.110 0.320 0.260 

3 0.80 0.140 0.385 0.605 

 

 

 
 
 

Fig. 3. Precision and Recall of Image 

 
V .  CONCLUSION AND FUTURE SCOPE 

In this paper we proposed an Integer Linear Programming 

based model for extractive multimodal summarization. Our 

results show that the proposed model surpasses the existing  

baseline approaches. The proposed approach has shown re- 

markable achievements but still there are some areas which 

we would like to consider in further research. The model is 

an extractive summarization technique which doesn’t work on  

the relationship between the concept and images/sentences. We 

would be working on that to move forward in the direction of 

an abstractive summarization technique. With the abstractive 

summarization technique, we will also be working on sentence 

compression in our generated summaries. 
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Abstract: A Multi-Modal Biometrics (MMB) system incorporates information as of more than ‘1’ biometric modality for 

enhancing each biometric system’s performance.  Numerous prevailing research methodologies focused on MMB 

recognition. However, the recognition system encompasses robustness, accuracy, along with recognition rate issues. This 

paper proposed the MMB recognition system centred on the FLSL fusion method and Modified Deep Learning Neural 

Network (MDLNN) classifier in order to enhance the performance. The face, ear, retina, fingerprint, and front hand image 

traits are considered by the proposed method. It comprised image enhancement, segmentation, Feature Extractions (FE), 

Feature Reduction, feature fusion, rule generation, and identification phases. The Improved Plateau Histogram Equalization 

(IPHE) algorithm enhances all the inputted traits. After that, Viola-Jones Algorithm (VJA) segmented the facial parts, and 

the Penalty and Pearson correlation-based Watershed Segmentation (PPWS) algorithm eliminates the unwanted information 

in the ear and finger traits and also segmented the blood vessel of the retina image. Region of Interests (ROI) calculation 

separates the palm region. Next, the features are extracted as of images, and then, the Kernelized Linear Discriminants 

Analysis (KLDA) algorithm reduces the features’ dimensionalities. Next, the Features Level and Scores Level (FLSL) fusion 

method fuse the features. Therefore, the features’ fused output is inputted to the MDLNN to classify the person as genuine or 

imposter. The investigational evaluation of the proposed MDLNN with the prevailing classifiers is analyzed. The proposed 

MDLNN centred MMB recognition system trounces the top-notch methods. 

Keywords: Improved Plateau Histogram Equalization (IPHE), Viola-Jones Algorithm (VJA), Penalty and Pearson 

correlation-based Watershed Segmentation (PPWS), Kernelized Linear Discriminant Analysis (KLDA), Feature Level and 

Score Level (FLSL), and Modified Deep Learning Neural Network (MDLNN) algorithm.  

 

 

1. INTRODUCTION 

 

Biometrics could be found anywhere from unlocking of mobiles to airport border control recently. A modern 

system that utilizes the information of biometrics as of one person aimed at authentication along with 

verification is a biometric system [1]. For recognizing individuals, the technology of utilizing humans’ physical 

along with behavioral characters is a biometrics system [2]. BR systems are utilized in multiple areas for 

recognition [3]. Besides different other factors namely cost, convenience, security level, memory requirements, 

etc, the BR system is also centered upon its verification or identification accuracy [4]. The genuine and 

imposters by means of uni-modal biometrics and MMB methods are recognized by this method. Different issues 

namely non-universality, intra-class variations, noise in input data, spoof attacks, along with distinctiveness are 

possessed by these uni-modal systems. Due to the user’s poor interaction with the sensor, these variations take 

place [5]. The usage of numerous biometric modalities (i.e., the combination between two or several different 

biometrics data or combining between the physiological along with behavioral characteristics) within the same 

system is the solution for overcoming these disadvantages, which is named as a multiple biometric system [6, 7]. 

Thus, greater attention to MMB was given by most researchers for increasing identification performance and 

providing more security [8].  

 

The inherent problems of user’s inconvenience along with system inefficiency are solved by the MMB systems 

[9]. MMB systems can manage the issues of non-universality and can limit imposters from spoofing biometric 

attributes of authentic people. Thus, it could fulfill challenges [10]. Sometimes, the usage of disparate identities 

of the same trait rather than utilizing the details of disparate modalities is an MMB. For example, finger shape 

along with vein, fingerprints as well as finger knuckle point print of an individual human finger are the 

amalgamation of different traits, which are employed in finger multimodal authentication [11]. A biometric 

system centered upon the biometric attributes of the traits. The unique features are utilized for comparison along 

with matching which is sorted out as of the biometric data (raw) [12]. For improving performance, the features 

from different traits are merged together. Therefore, the main method involved in MMB is a fusion [13]. An 

amalgamation of disparate features of traits is the definition of multiple modal fusions [14]. This biometric 

system’s accuracy is considerably affected by the scheme of fusion, which is effective. 

 

Feature-level, sensor-level, Rank-Level Fusions (RLF), matching Score Level Fusions (SLF), along with 

decision-level fusions are the ‘5’ modules in the MMB system through its fusion [15] [16]. Different classifiers 
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and predictors with the estimators are utilized for fusing the information largely after fusion and are composed 

of ‘3’ types namely fusion before matching, fusion at the time of matching along with fusion after matching 

called, pre-mapping, midst mapping, along with post mapping respectively [17]. Further investigation of 

different stimulating factors namely privacy, cost, accuracy, selection of powerful biometric traits, system 

complexity, easy to use, etc. is performed as per the fusion outcome [18]. In the previous ten years, numerous 

MMB systems centered on conventional traits, namely fingerprint, and iris, are developed. Ear, palm print 

geometry, finger geometry, as well as retina are the few works about an MMB system. An MMB authentication 

system centered on the MDLNN algorithm is proposed by this research methodology for improving the 

recognition’s accuracy and making the MMB authentication system quicker. The face, ear, retina, fingerprint, 

palmprint with palmprint geometry, along with finger geometry traits are integrated by the presented MMB.     

This paper is categorized as: Section 2 described the top-notch methods of the multi-modal biometric. Section 3 

elucidates the proposed methodology of the MMB recognition. Section 4 examined the proposed methodology’s 

performance with the existing research technique. Section 5 completes the paper. 

 

2. RELATED WORK 

Nada Alay [20] introduced an MMB aimed at recognizing humans by biometric modes of face, iris, along with 

the finger vein centred upon a deep learning (DL) algorithm. For increasing training data along with reducing 

overfitting problems, pre-processing actions were initially executed on the images, namely resized the image 

utilizing the Visual Geometry Groups (VGG-16) as well as data augmentation was employed. Next, every 

biometric trait was given to its Convolutional Neural Networks (CNN) design. After that, feature level, along 

with SLF methods were utilized for fusing the ‘3’ CNN's multi-modal models (iris, face, along with finger vein). 

The approach had comfortably outshined the top-notch methods as shown by the experimental outcomes. The 

approach’s drawback was not implemented with different level fusion methods as it was inappropriate for 

complementary traits.  

Meryem Regouid et al. [21] introduced an MMB system aimed at human identification and security centred on 

the local textures descriptors. For eradicating the redundant data, normalization along with segmentation was the 

pre-processing method applied to Electrocardiography (ECG), ear, and iris biometrics. After that, for extracting 

the significant features as of the ECG signal as well as converting the ear along with iris images to 1D signals, 

1D-Local Binary Patterns (1D-LBP), Shifted-1D-LBP, along with 1D-Multi-Resolution-LBP were employed. K-

Nearest Neighbours (KNN) and the Radius Basis Function (RBF) were employed for matching to categorize an 

unidentified user as the genuine or else the impostor. The approach had performed well with the MMB system 

by different classification methods as shown by the experimental outcomes. The KNN was utilized by the 

approach which was inappropriate for numerous data. The system’s performance was degraded centred on 

distance calculation.  

Gurjit Singh Walia et al. [22] presented an MMB system centred on an optimum SLF model. Iris, fingerprint, 

together with the finger’s vein was the integrated ‘3’ complementary biometric attributes. Gabor transform was 

implemented on the image and the following output was split as non-overlapping rectangle blocks. Aimed at 

every block, the LBP’s histogram was determined and these extracted histograms were concatenated for forming 

feature vectors. Therefore, the authenticate person was identified by the feature’s vectors given to the individual 

classifier. For acquiring a simultaneous solution, individual classifiers were resolved by Proportional Conflict 

Redistributions rules (PCR-6). The score dissemination of imposter together with the genuine class was large 

which results in high accuracy along with reliability for this approach as shown by the investigational results. 

The information was directly taken by the framework as of the input; then given onto the classifier that could 

affect the recognition’s rate as a consequence of the noises prevalent in the inputted image.  

S. Prabu et al. [23] specified a multimodal authentication for BR System centred on Intelligent Hybrid Fusion 

Techniques. Firstly, the image was pre-processed via the median filters for eliminating the noises and 

smoothening images. The resulting images were inputted to the Discrete Curvelet Transforms for better clarity. 

For feature detection, Effective linear Binary Patterns (ELBP) along with Scale-Invariant Fourier Transforms 

(SIFT) were employed. After that, the genuine, and the imposter were verified via the Extreme Learning 

Machines (ELM) classification method. The authentication system had attained higher accuracy by fusion 

method as demonstrated by the experiential outcomes. Because of the ELM classification technique, the 

method’s robustness was not efficient.  

Gaurav Jaswal et al. [24] introduced an MMB Authentication System by Palm Print, Hand Shape, along with 

Hand Geometry. The image (original) was altered as grey-scale at the pre-processing procedure and then, a 2D 

Gaussian filter was implemented for reducing the noise and other irregularities. Next, certain rotation along with 

illumination effects was experienced by the extracted palm’s ROI samples that limited the corresponding 

performance. Utilizing the Speeded-Up Robust Features (SURF) descriptor, the transformed ROI images’ local 

key-points had been taken out. Sub-pattern-centred PCA (SpPCA) and Support Vector Machine (SVM)-centred 

classification method was utilized for better recognition. A multimodal recognition system centred on the 

feature-level fusion of the normalized features of the palm print, hand shape, along with the hand geometry traits 
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had achieved better accuracy as exhibited in the experimental outcomes. This system was a complex process for 

recognizing the damaged contour parts of the traits.    

K. Gunasekaran et al. [25] introduced a deep multimodal BR by the contour-let derivative weighted RLF with 

fingerprint, human face along with iris. The pre-processing was initially executed using the Contour-let 

Transform design. Then, the Local Derivative Ternary Patterns was implemented in the pre-processed attributes. 

The obtained coefficients were utilized for improving the feature discrimination power. The biometric matching 

scores as of numerous modalities were effectively combined by the multimodal features (extracted) to which the 

Weighted RLF was implemented. For improving the MMB system’s recognition rate within the temporal 

domain, a DL framework was implemented. The investigational outcomes had demonstrated that the system had 

attained better results in MMB authentication. The approach’s drawback was not efficient as the full image of 

traits was deemed and then the images were fused. The recognition’s rate was affected since the redundant parts 

prevalent in the traits also were pondered.   

 

3. PROPOSED MULTI-MODEL BIOMETRIC AUTHENTICATION 

In the past decennia, one of the major domains of security systems has turned out to be Biometrics. Recently, the 

utilization of automated biometrics-centred personal recognition systems has turned out to be an omnipresent 

procedure. Nevertheless, several problems, such as illumination variation, noisy data, spoofing, pose variation, 

partial occlusion, and non-universality are confronted by the uni-modal biometrics, which brings about less 

accurateness and security. MMB identification is a propitious alternative to trounce few of these cons and for 

augmenting the level of security. This research method proposed an MMB authentication system centred on the 

MDLNN algorithm, which considers the face, ear, retina, fingerprint, palm print, the geometry of the palm 

together with the fingers. Initially, IPHE enhances all the inputted images. Next, the segmentation process is 

executed in which the VJA segments the face image, and also the PPWS eradicates the unnecessary information 

of the ear and finger image in addition to the blood vessels are segmented as of the retina. Additionally, the ROI 

calculation separates the palm region as of the front hand image. As of every trait, the features are extracted. 

After that, the KLDA algorithm reduces the features’ dimension. After that, the FLSL fuses the features, which 

are then inputted to the MDLNN. Centred on the generated rules, the person is classified as genuine or imposter 

by the MDLNN (explicitly, the features are trained and tested centred on that rule). Here, more hidden layers are 

employed in DL neural network, and the Stain Bowerbird Optimization (SBO) algorithm selects the optimal 

weight value for attaining higher accuracy. The proposed method’s block diagram is exhibited in Figure 1,  

 
Figure 1: Block diagram for the proposed methodology 

3.1 Image Enhancement 



Turkish Journal of Computer and Mathematics Education          Vol.12 No. 11 (2021), 6206 - 6220 

Research Article 

6209 

Initially, the IPHE algorithm enhances the input trait: face, ear, retina, finger-print, and front hand images. For 

the extraction of information as of the image, the image’s contrast must be ameliorated. Over enhancement is a 

major issue for most contrast enhancement methods. Thus, the gamma correction function is considered here to 

evade that issue. The IPHE follows these steps: the images’ pixel values are arranged (ascending order). Next, 

the histogram building will be generated, followed by which, the histogram median value is calculated, which is 

round of to the nearest integer value (i.e. threshold value). After that, the EXOR operations of equivalent ‘2’ 

histogram values are performed and the values are considered as Cumulative Distributions Function (CDF). The 

image’s histogram equalization is gauged as: 

op

e
NA

CDF
H


       (1) 

 Wherein, eH  signifies the histogram equalization, 
pA implies the entire number of pixels, oN  implies 

the number of output precise. At that moment, the over enhancement problem will occur. Thus, the gamma 

correction is employed to regulate the intensity that is rendered as, 

   
 iniouti MM       (2) 

 Wherein,  iniM and  outiM signify the input as well as output image intensities, correspondingly,   

and  imply ‘2’ parameters that control the transformation curve’s shape. 

3.2 Segmentation  

 Segmentation of traits, say, the face, ear, retina, finger, and palm is performed subsequent to image 

enhancement. Here, the VJA segments the face parts, and the PPWS algorithm takes care of the ear, finger 

(explicitly, unnecessary information elimination), and retina. In addition, via gauging the ROI, the palm is 

attained. 

3.2.1 Face segmentation by VJA 

 VJA is robust and its face detection in practical situations is faster, thus it is preferred. Here, only the 

face parts (left and right eye, nose, lips, as well as eyebrows) are segmented. There are totally ‘4’ section (i) 

Haar Features Selection, (ii) Generating an integral image, (iii) Adaboost Training, as well as (iv) Cascading. 

Haar Feature Selection: Haar features are categorized into: a) ‘2’-rectangle features, which stands as the 

difference betwixt the sums of the pixels among ‘2’ rectangular areas, b) ‘3’-rectangle features gauges the sum 

of pixels among ‘2’ outside rectangles and is deducted as of the sum of pixels on the centre rectangle and c) '4' 

rectangle features gauges the difference betwixt the diagonal pairs of the rectangle. 

Integral Image Computation: In the image, the integral image value of any point is equivalent to the sum of the 

entire pixels on the upper left corner of the point. The integral image at vu, encompasses the sum of the pixels 

above as well as to the left of vu, , inclusive: 

   



vvuu

i vuGvuin
''

'' ,,      (3) 

Wherein,  vuin , signifies the integral image and also  '',vuGi
 implies the original image, ,,.....,2,1 ni 

the face image is signifies as 1G . The recursion formula is employed in the integral computation, which is 

described as, 

     vuGvucuvucu i ,1,,      (4) 

     vucuvuinvuin ,,1,       (5) 

Wherein,  vucu ,  signifies the cumulative row sum, the integral image can well be gauged on one pass above 

the image (original). 

Adaboost Training: Adaboost algorithm eradicates redundant features and converts numerous features into a 

compact one. It stands as a learning classification function. Aimed at representing a face, the most meaningful 

ones are the chosen features. Several thousands of features can be lessened to a few hundred features by this 

algorithm. 

Cascading: The cascaded classifier stands as a compilation of stages that encompasses a stronger classifier. 

Every phase verifies whether a specific sub-window is definitely not a face or maybe a face. If a specified phase 

classified a sub-window as a non-face, it will be discarded; whereas, if it is classified as a maybe face, it is sent 

to the succeeding stage on the cascade. 

3.2.2 Palm separation 

 As of the improved front hand image, the palm’s area is computed by computing the ROI region. The 

fingers are acquired separately in this computation. Extracting ROI is a necessary task. The ROI is computed 
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centred on the palm’s rotation and also the region’s size; consequently, the region’s size is computed via the 

valleys’ localization. The ROI’s end result is articulated as, 

1
2









 s

out

r
NROI       (6) 

 Here, outROI  signifies the ROI’s outcome; N  implies the novel rotation; sr implies the novel 

region’s size.  

3.2.3 Ear, retina, and finger segmentation using PPWS 

 The occlusions, together with the other unwanted information (e.g., ear-rings, hair) are removed as of 

the improved ear image to acquire the actual ear region. The segmentation within the ear region is handled in the 

ear aimed at eradicating the redundant information. Next, the blood vessels are segmented to acquire the 

information in the retina’s image. The segmentation procedure is implemented in the finger image aimed at the 

reason of eliminating unnecessary things prevalent in the image (for instance, some individual wears the rings 

such that the unnecessary things are eliminated). Herein, aimed at segmentation, the PPWS technique is utilized. 

The correlation calculation is executed in a typical watershed segmentation technique. However, it couldn’t 

attain added information. Consequently, the Pearson correlation’s computation is executed here; the over-

segmentation issue is evaded via the penalty parameter. The morphological processes, like convolution, and also 

Pearson's correlation, are applied in this technique aimed at locating the foreground and also background 

detection. The convolution’s arithmetic formulation is:  

             


p q

ii qpkGkGvol ),(.),(

            (7)                    

 Herein, vol  signifies the convolution function; iG  implies the inputted image ( ,,.....,2,1 ni  ; 

the ear and retina image is signified as 2G and 3G ; k  symbolizes the kernel. Next, Pearson's correlation is 

computed. The correlation is nearly alike convolution. It is enumerated as the nearby pixels’ weighted 

summation. The correlation is equated as, 
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    (8)  

 

Here,  vu,  implies the inputted image’s pixel location;  qp,  signifies the actual image’s pixel 

location. 

3.3 Feature Extraction 

 The features are taken as of every trait past the segmentation and also palm separation. As of the 

segmented face parts, segmented retina’s blood vessels, fingerprint, and also ear, the Local Tetra Pattern (LTrP), 

Gabor feature, edge, SURF, and also Binary Robust Invariant Scalable Key-points (BRISK) features are 

extracted. The minute points and also cross-line points are taken out as of the fingerprint utilizing these feature 

descriptors. The geometric features, LTrP, Discrete Wavelet Transform (DWT), and SIFT are extracted as of the 

palm. Next, the finger’s geometric measurement is taken out as of every finger.  

LTrP: The LTrP defines the local texture’s spatial structure utilizing the central grey pixel’s direction.  ct  

signifies the iG image’s
 
central pixel; ht  implies ct ’s horizontal neighbour; vt signify ct ’s vertical neighbour. 

Next, the 1st-order derivatives prevalent at the ct is equated as, 

 

 
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1

0      (9)
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 Next, compute the pixels’ magnitude  pi tG
M 1  utilizing, 
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 Herein, 
pt  signifies the image’s pixels. 
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Gabor Feature: A ‘2’-dimensional Gabor function is equated as, 
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 Here,  vuga ,  signifies the Gabor result; 
'' ,,,,, vu are the wavelet’s parameters.  

SURF: SURF defines a local FE technique. It utilizes a local invariant fast key-point detector to take out the 

image’s feature key points. It utilizes a unique descriptor to take the image’s feature descriptor. SURF’s features 

are in-variant of shifting, scaling and also rotation; it is partly invariant towards illumination and also affine 

transformation. Herein, the Hessian Matrix (HM) is found regarding the image iG ’s each pixel position; it is 

arithmetically equated as, 
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Here, R  signifies the image’s point;   is signified as scale. Generally,  ,RZuu implies the convolution of 

the image’s Gaussian 2nd-order derivative at the respective point comprising the coordinates  vu, . 

BRISK: BRISK is stated as a method aimed at scale-space Key-point’s detection and also the binary 

description’s creation. The Gauss function is utilized to decrement the grey-scale aliasing in the BRISK feature 

descriptor. The standard deviation sigma’s Gauss function is proportional to the distance betwixt the points on 

every concentric circle. Picking a pair as of the point pairs created by every sampling point, signified as

 nm LL , ; the grey values past the treatment are  mmi LG ,  and also  nni LG , . Thus, the gradient 

betwixt ‘2’ sampling points  nm LLgr ,  is, 
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Split the pixel sets to ‘2’ sub-sets: short separation pairs ( Sh ) and long-distance sets ( Lo ). Hence, the long, as 

well as short-distance pairs, are equated as, 

   ALLALLSh mnnm  max, 
   (16)

 

   ALLALLLo mnnm  min, 
   (17)

 

Here, A  signifies the compilation of all sampling points’ pairs; max  and min  signifies the distance 

thresholds. Generally, the BRISK technique is utilized aimed at solving aimed at the overall pattern’s direction 

gr  regarding the gradient betwixt ‘2’ sampling points: 
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Aimed at attaining scale as well as rotation invariance, the sampling pattern has been again sampled past the 

rotational angle  uv grgr ,2arctan . The binary descriptor db ’s creation is executed by implementing eqn. 

(19) on all points’ pairs prevalent in set Sh  via the short-range sampling points. 
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Edge: Aimed at edge feature, the Canny edge’s detection technique is employed. It comprises ‘5’ stages: 

Smoothing, Finding the gradients, Non-maximal suppression, Thresholding, and then Edge tracking via 

hysteresis.  

 The smoothing stage eliminates the noise prevalent in the original image; the Gaussian filter is utilized 

aimed at this noise removal. After that, the sharpening alters the edge pixels detected by enumerating the 

image’s gradient. The gradient signifies a unit vector that directs in the maximal intensity change’s direction. 
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The gradient’s vertical uF as well as horizontal vF components are calculated initially; next, the gradient’s 

magnitude and the direction are enumerated; this calculation is executed at the finding gradients stage. The 

magnitude is enumerated as, 
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 Just the local maxima are signified as edges in the 3rd step. Next, the potential and also the actual edges 

are specified via thresholding; this is executed at the thresholding phase. In the end step, the edges, which aren’t 

connected to the strong edges, are suppressed. 

DWT: The image’s decomposition is executed utilizing the wavelet transform. The image has been 

disintegrating into ‘2’ diverse frequency bands: LH, LL that comprises the horizontal contents and the 

approximate contents. The wavelet transform’s definition is: 
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 Here,  trditW ,
signifies the wavelet transform function; trdi,  signify the dilation as well as the 

translation factors;  tf  implies the wavelet transformation function;  implies the mother wavelet’s dilation.  

SIFT: The SIFT technique comprises ‘4’ steps: (a) Scale-Space Extrema’s Detection, (b) Key-point’s 

Localization, (c) Orientation Assignment, and then (d) Key-point Descriptor’s Generation. Scale-space functions 

are employed in the detection of the similar object’s position as of the diverse dimensions. The scale-space 

function  ,,vurg
 is articulated as, 

     vuGvuGauvur ig ,,,,,       (22) 

 Herein,  ,,vuGau  signifies the convolutional Gaussian function. The subsequent stage is the key-

point localization that is the procedure of choosing the features section aimed at locating the formerly 

characterized. Every key point is allotted ‘1’ or else more orientations centred on the local image’s gradient 

directions in the orientation assignment stage. The end process is the Key-point Descriptor’s generation that 

targets the main key-point descriptors’ creation. 

 

Geometric Features of Palm and fingers:  The palm’s and fingers’ geometric features are taken out utilizing 

the Hough Transform function. The Hough transforms detecting a line that is articulated as, 

 

 sincos vud        (23) 

 Here, d  signifies the distance as of the origin onto the nearby point on the straight line;   implies the 

angle betwixt the u  axis and the line linking the origin with the nearby point. The angle’s measurement is as of 

the line to the fingers’ rotation alongside the straight direction. Next, the fingers’ width is enumerated in ‘3’ 

diverse positions: in the finger’s top, middle and then its bottom. The finger’s 1st and end pixel are enumerated 

to compute the finger’s width. The finger’s length is partitioned to ‘3’ segments (i.e.) top, middle and then final; 

after that, the width’s measurement is as of the 1st pixel to the end pixel. Next, the palm region’s height, width is 

enumerated by building the bounding box; the palm region’s area is computed by utilizing the width and also the 

height. At last, the features taken out have been equated as, 

 

niaB if ,.....,2,1,      (24) 

 Here, 
fB  signifies the extracted feature’s set; ia implies the n-number of features. 

 

3.4 Dimensionality Reduction by KLDA 

 As of the features taken out, necessary features are decremented utilizing the KLDA technique. As of 

every trait, the features are normalized utilizing Gaussian Kernel’s function aimed at the cause of decrementing 

the errors in the classification stage; the Gaussian Kernel’s function is articulated as, 
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 Here,   implies the variable parameter. Past the feature dimension’s normalization, the class matrix’s 

mean vector is equated as: 
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 Here, i  signifies the 
thi  feature’s mean; idd  implies the 

thi  sample; 
jnn  symbolizes the number of 

samples prevalent in the 
thj  feature; tDm  signifies the data matrix.  Next, identify all the features’ total mean 

 . Aimed at every sample of every class, the betwixt-class scatters’ matrix sbc and also the within-class 

scatters’ matrix swc is equated as: 
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 Here, n  signifies the number of training samples prevalent in the class i ; i implies the mean vector of 

samples originating as of class i ; 
jY  signifies that class’s

 
thj data. swc  implies the features’ scatter about 

every class’s mean; sbc  signifies the features’ scatter about the overall mean aimed at every class. 

3.5 Feature Fusion 

 Next, the Feature-level Fusion ( FF ), together with the Score-Level ( SL ) fusion is executed. Amidst 

all fusion techniques, this feature level technique aids in attaining maximal accuracy in-person identification. In 

FF , unwanted information can be prevalent in the features. The SL is computed aimed at decrementing the 

information as a single quantity. FF  is identified via the easy concatenation of the feature’s sets acquired as of 

the diverse traits. The concatenation procedure is equated as, 

            654321 ,,,,, GaGaGaGaGaGaFF iiiiii   (29) 

 Here,            654321 ,,,,, GaGaGaGaGaGa iiiiii  implies the facial, ear, retina, finger-print, 

fingers and also the palm features. After that, the SL computation is centred on score normalization that is vital 

to change the various systems’ scores to a general domain prior to compiling them is provided as, 

    
     ii

ii

aSaS

aSaS
SL

minmax

min




    (30) 

 Here,  iaS  signifies the features’ original score values. Lastly, the end feature is signified as iaa . 

3.6 Rule Generation 

 The rules are created to test the template image past the feature reduction. The rule generation’s 

combination is: i) every inputted trait is real signifying that the person is real, ii) every inputted trait is fake 

signifying that the person is the imposter, iii) ‘3’ or else more than ‘3’ inputted traits are fake signifying that the 

person is the imposter, and also iv) ‘1’ or else ‘2’ inputted traits are fake signifying that the individual is real. 

3.7 Identification by using MDLNN 

 In this identification stage, the features extracted had been inputted into the MDLNN technique that 

finds the person regarding the rules generated. The technique comprises ‘3’ layers. The 1st layer is the inputted 

layer (IL) and the final layer is the outputted layer (OL). Betwixt the IL and OL, extra layers of units may exist, 

termed Hidden Layers (HLs). n- number of HLs is pondered in this methodology. Hence, the NN comprises the 

accuracy issue owing to the weight updation process such that this study technique utilizes the Satin Bowerbird 

Optimization (SBO) technique aimed at HL’s weight value selection. At first, the selected features’ outputs are 

fed to the IL. The data as of the IL is inputted to the HL; in the HL, the hidden unit is enumerated aimed at the 

inputted features utilizing the eqn. (31): 


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 Here, sb  signifies the bias value; il implies the weight value; iaa  signifies the inputted features. 

Therefore, the HL’s output is inputted to the OL. In the OL, the activation function is equated as, 





n

i

iisi lhidbott
1

.        (32) 

 Here, iott  signifies the outputted unit. Lastly, the loss function is enumerated utilizing the eqn. (33) as, 
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)( iotttarloss 
     (33) 

Here, losssignifies the loss function; iott implies the outputted unit; tar  implies the network’s targeted 

output. Past the loss computation, examine if the loss obtained matches with the particular threshold value; if it 

doesn’t match then the weight value is optimized utilizing the SBO technique, otherwise the output is signified 

as the finalized output. Figure 2 exhibits the DLNN’s pseudo-code, 

 
Figure 2: Pseudocode of MDLNN algorithm 

The SBO technique comprises ‘5’ stages: (a) random bowers generation, (b) probability calculation, (c) elitism, 

(d) position changes, and then (e) mutation. 

(a) Random bowers generation: Initially, the set of bowers are created. The 1st population involves a sequence 

of positions aimed at bowers. Every position is determined as an n-dimensional vector of parameters. These 

values are initialized arbitrarily such that a uniform distribution is pondered betwixt the lower as well as upper 

limit parameters. The bower’s attractiveness is specified by the compilation of parameters. 

(b) Probability calculation: Past initialization, aimed at every population members, the probability is computed. 

The male, together with the female satin bowerbird, choose the bower centred on the probability calculation. The 

probability function is enumerated as,  
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 Here, ipb  signifies the probability function; N implies the total number of bowers; ifit  signifies the 

fitness function that is equated as,  
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Here, ico  signifies the cost function’s value in the 
thi  position or else 

thi  bower. The cost function is 

the function optimized by Eq. (35) that comprises ‘2’ parts. The 1st part computes the final fitness in which 

values have been greater analogized to or equivalent to ‘0’; whilst the 2nd part computes the fitness aimed at 

values lesser than ‘0’. This eqn. comprises ‘2’ main features.  



Turkish Journal of Computer and Mathematics Education          Vol.12 No. 11 (2021), 6206 - 6220 

Research Article 

6215 

(c) Elitism:  Elitism permits the finest solution (solutions) to be conserved at each phase of the optimization 

procedure. The position of the best bower constructed by birds is proffered as the elite of iteration. The best 

individual in every iteration is conserved as the elite of iteration. Elites comprise the maximal fitness values and 

also it can affect other positions.  

(d) Position changes: In every iteration, any bower’s novel alterations can be enumerated as, 


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 Here, ih  signifies the 
thi bower or else solution vector; ieh implies this vector’s 

the member;
old

ieh  

signifies the bower’s old position; 
new

ieh  signifies the bower’s new position; 
eeliteh ,

implies the elite’s position; 

jeh symbolizes the target solution amidst all the solutions prevalent in the present iteration; the parameter e  

signifies the attraction power prevalent in the goal bower; it specifies the amount of step that is computed aimed 

at every variable. The e  is equated as, 

j

k
pb

fit



1



      (37)

 

Here,   implies the maximal step size; 
jpb  implies the probability attained by eqn. (34) utilizing the goal 

bower. 

(e) Mutation: At every cycle’s end, the random alterations are implemented with definite probability to prevent 

the male as of attacks, i.e., whilst the males have been busy constructing a bower upon the ground, other animals 

can attack them. The distribution and mutation procedure are articulated as, 

 2,~ old

ied

new

ie hNh
     (38)
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Herein, dN  signifies the normal distribution; the   implies the proportion of the space width and it is 

articulated as, 

      minmax varvar hhd  
    (40) 

Herein,  maxvarh  and  minvarh imply the upper and lower bound allotted to variables; the parameter  d  

implies the percentage difference betwixt the upper and lower bounds that is variable. All specified steps are 

continued till the ifit is met. At last, the classifier categorised that the person is an imposter or else real centred 

on the created rule that is specified in the 3.5 section. 

 

4. RESULT AND DISCUSSION 

 The proposed multi-biometric model’s performance is examined. The proposed work is applied in 

MATLAB. The synthetic dataset is utilized by this work for the performance analysis. The dataset’s sample 

images along with the further process of the image are displayed in Figure 3, 

 
(a) 
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(b) 

Figure 3: Sample images of all traits, (a) input image, and (b) enhanced image 

 The sample images of every trait, namely the face, ear, retina, fingerprint, along with front hand image 

are demonstrated in figure 3. Figure 3 (a) displays the dataset’s input image and the enhanced image by utilizing 

the IPHE algorithm is displayed in figure 3 (b). 

4.1 Performance analysis 

 The proposed MDLNN’s performance is examined with the existent DL Neural Network (DLNN), 

Convolutional Deep Neural Networks (CDNN), along with Artificial Neural Networks (ANN) centered on 

sensitivity, specificity, accuracy, precision, recall, Negative Predictive Value (NPV), F-Measure, False Positives 

Rates (FPR), False Negative Rates (FNR), False Rejections Rate (FRR), False Discovery Rates (FDR), along 

with Matthews Correlations Co-efficient (MCC). 

Table 1: Analysis of the performance of the proposed classifier with the existent classifiers based on sensitivity, 

specificity, and accuracy metrics  

Performance 

Metrics 

Proposed 

MDLNN 

DLNN CDNN ANN 

Sensitivity 0.9111 0.5887 0.2649 0.0056 

Specificity 0.9555 0.7943 0.6324 0.8986 

Accuracy 0.9407 0.7258 0.5099 0.6009 

 

The MDLNN classifier’s performance with the prevailing classifiers, namely DLNN, CDNN, and ANN, 

concerning sensitivity, specificity, along with accuracy metrics is established in Table 1. The ability to decide 

the persons rightly is sensitivity, the ability to determine the genuine persons rightly is specificity, and the 

accuracy metric is differentiating the persons and genuine cases correctly, which is indicated as the recognition 

rate. Now, the MDLNN algorithm’s accuracy is 0.9407, the accuracy of the existent method is 0.7258 for 

DLNN, 0.5099 for CDNN, and 0.6009 for ANN. The CDNN achieves poor performance analogized to the 

prevailing methods along with the MDLNN centered upon the accuracy metric. Likewise, the proposed achieve 

a higher result, i.e. (0.9111) sensitivity, and (0.9555) specificity centered upon the other ‘2’ metrics. The 

prevailing algorithms attain less performance analogized to the proposed work. It is inferred that the MDLNN 

centered MMB recognition system attains a better result analogized to the prevailing methods. The graphical 

depiction of table 1 is demonstrated in Figure 3,   

 
Figure 3: Analyze the performance of the proposed method with the existing methods based on sensitivity, 

specificity, and accuracy metrics 
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Table 2: illustrate the performance of the MDLNN classifier with the existing classifiers based on sensitivity, 

specificity, and accuracy metrics 

Performance 

Metrics 

Proposed 

MDLNN 

DLNN CDNN ANN 

Precision 0.9111 0.5887 0.2649 0.0268 

Recall 0.9111 0.5887 0.2649 0.0056 

F-Measure 0.9111 0.5887 0.2649 0.0092 

 

Table 2 demonstrated the MDLNN classifier’s performance with the DLNN, CDNN, along with ANN classifiers 

concerning the precision, recall, along with F-Measure metrics. The number of genuine class predictions is 

measured by the precision metric that belonged to the genuine class, recall measure specifies the total genuine 

class predictions made out of every genuine example in the dataset together with the amalgamation of both the 

precision along with recall metrics is the F-measure metric. The precision, recall, F-Measure value of the 

MDLNN classifier is 0.9111, and the existent methods have 0.5887 for DLNN, 0.2649 for CDNN, and the ANN 

has (0.0268) precision, (0.0056) recall, and (0.0092) F-Measure in this table 2. The existing ANN algorithm 

attains worst performance analogized to the existent techniques and also the proposed methods as concluded by 

this table. The existent DLNN algorithm is better than the CDNN and ANN but, it also gives lower performance 

than the proposed MDLNN. Therefore, it indicates that a better performance is achieved by means of the 

proposed MDLNN when contrasted to the prevailing research methods. The pictorial depiction of table 2 is 

exhibited in Figure 4,  

 
Figure 4: Comparative analysis of MDLNN with the other classifiers based on precision, recall, and F-Measure 

metrics 

Table 3: Performance analysis based on NPV, FPR, and FNR 

Performance 

Metrics 

Proposed 

MDLNN 

DLNN CDNN ANN 

NPV 0.9555 0.7943 0.6324 0.6437 

FPR 0.0444 0.2056 0.3675 0.1014 

FNR 0.0888 0.4113 0.7350 0.9944 

 

The performance metrics, NPV, FPR, and FNR centered analysis are done for the MDLNN with the prevailing 

classifiers in table 3. Now the first place is held by the MDLNN classifiers centered on NPV metric and hold the 

last place centered on FPR and FNR metric. The last place is held by the CDNN algorithm centered upon the 

NPV metric. The ANN holds first place and CDNN holds first place centered on the FPR metric. The NPV, 

FPR, and FNR value of the MDLNN is 0.9555, 0.0444, and 0.0888. The NPVE value of the CDNN is 0.6324. 

Overall, the proposed classifier has higher NPV as of the analysis and low FPR along with FNR result, therefore, 

it summarized that higher performance is acquired by the proposed MDLNN centered MMB recognition system 

analogized to the other method-centered recognition. The pictorial demonstration of table '3' is displayed in 

Figure 5, 
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Figure 5: Performance analysis based on NPV, FPR, and FNR metrics 

 

Table 4: Performance analysis based on NPV, FPR, and FNR 

Performance 

Metrics 

Proposed 

MDLNN 

DLNN CDNN ANN 

MCC 0.8667 0.3830 0.1025 0.1776 

FRR 0.0888 0.4113 0.7350 0.9944 

FDR 0.0888 0.4113 0.7350 0.9731 

 

 

The proposed MDLNN classifier’s performance with the existing DLNN, CDNN, and ANN algorithm 

concerning MCC, FRR, and FDR metrics is examined in Table 4. The true classes with the predicted classes are 

measured by the MCC, the FRR specifies the percentage of identification instances in which authorized persons 

are wrongly rejected, and the total false discoveries in recognition divided by means of the total discoveries in 

that recognition is FDR. Here, a higher MCC value i.e. 0.8667 is possessed by means of the proposed MDLNN 

algorithm along with lower FRR and FDR values. The CDNN and ANN possess lower MCC values and higher 

FRR and FDR values. The DLNN is much better as contrasted with the CDNN and ANN, but the DLNN also 

has low performance than the MDLNN. Therefore, better results are attained by the MDLNN in multi-biometric 

recognition. The graphical depiction of table 4 is exhibited in Figure 6, 

 

 
Figure 6: analyze the performance based on MCC, FRR, and FDR metrics 

 

5. CONCLUSION 

BR is stated as a budding technique and is attaining higher performance in recent years. This study method 

proffered an MMB recognition system centred on the FLSL fusion technique and also an MDLNN classifier. 

This methodology utilizes the face, iris, ear, fingerprint, and also front hand as the inputted traits. Herein, the 

MDLNN classifier is utilized to make the recognition system become more robust and also yields greater 

accuracy (also signified as the recognition rate). The synthetic dataset is acquired to examine the proposed multi-

model BR system’s performance, which is analogized with the existent DLNN, CDNN, and ANN techniques 
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regarding the accuracy, precision, recall, F-Measure, sensitivity, specificity, NPV, FPV, FNR, MCC, FRR, and 

also FDR. In this examination, the MDLNN proposed yields an efficient outcome analogized to the other 

classifiers centred on all performance metrics. The proposed MDLNN accuracy is (0.9407) that is greater 

analogized to every other classifier. Therefore, this research technique validated that the MDLNN proposed, 

segmentation and also enhancement centred multi-modal BR attains efficient outcomes analogized to the other 

techniques. This work can be improved in the upcoming future by implementing the latest technique to 

increment the performance and make the system more robust. 
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Abstract— The paper envisages a novel algorithm for 
optimal location for placement of phasor measurement unit 
(PMU) ensuring complete power network observability. Based 
upon the network connectivity information, a two stage method 
has been proposed to keep the number of PMU’s minimum in 
the network. In stage1, the PMU’s are added starting with the 
highest valency bus whereas in stage 2 they are eliminated 
from less important buses while ensuring complete system 
observability. The proposed novel algorithm has been tested on 
various test systems viz. IEEE-14 bus, 30-bus, 57-bus and New 
England 39-bus system. On comparison with already known 
techniques available in literature, it was found that the 
algorithm designed in the present study is simple to implement 
and better in requisites of accuracy and computational speed. 

Keywords—PMU (Phasor Measurement Unit), Observability, 
Computational Time 

I. INTRODUCTION 

Introduced in early 1990’s, PMU’s have wide 
applications in power system in recent times [1]. State 
estimation, power system protection, monitoring and control 
are some of the thrust areas where it is widely used. State 
estimation, an essential part of Energy Management System, 
requires the power system to be fully observable from the 
available data [2]. Conventional Estimators used bus voltage, 
real and reactive power flows, power injection data obtained 
from SCADA (Supervisory Control and Data Acquisition) to 
estimate the real time state of the power system. However, 
PMU provides time synchronized voltage phasors
measurement of the bus connected and the corresponding 
current phasor of all the branches which are incident to that 
bus [3].This feature makes PMU measurements superior to 
that of SCADA measurements and hence by placing PMU’s 
at all the buses of the network, direct measurement of the 
state of system can be done without the necessity of state 
estimators. 

The high cost of the PMU and its communication system, 
does not make it economically viable to install it at every 
bus. Hence, there is a necessity of optimal PMU location in 
power system for complete observability for state estimation. 
Various methods, mathematical and heuristic, have been 
proposed to address the issue of optimum PMU placement. 
Bisecting search and simulated annealing based method [4], 
integer programming (IP) based approach, genetic algorithm, 
Tabu search [5-8] are some of the contributions in this field. 
Binary Particle Swarm Optimization (BPSO), which takes 
care of maximum measurement redundancy and minimum 
number of PMU’s has been proposed by Ahmadi et al [9]. 
Heuristics based placement method [10], addresses the issue
of zero injection bus as pseudo measurements.

A topological observability based, two stage, optimal 
PMU placement novel algorithm is proposed in this paper. 
Initially the PMU’s are added in the power system starting 
with the bus having maximum number of branches 
connected to it (bus with maximum valency). This stage is 
referred to as addition stage. This addition of PMU’s is 
continued until the constraint vector function associated with 
the optimization problem is satisfied. After the addition 
stage, PMU elimination begins starting from the Radial Bus 
i.e. the bus connected to only one other bus in the given 
power system. Maximization of number of observable buses 
with minimum number of PMU’s at the strategic locations, 
reduction of computation speed and enhancing the accuracy 
are the crucial contributions of this paper. 

This paper is structured as follows: Section 2 describes 
rules as well as observability analysis of power system. 
Section 3 illustrates in detail the problem formulation and 
Section 4 gives the insight about the methodology for 
problem solution. The results are discussed in Section 5. The 
overview of the entire paper is concluded in Section 6. 

II. POWER SYSTEM OBSERVABILITY ANALYSIS AND 
RULES

For state estimation of the power system, total network 
observability is essential from the available measurements. A 
bus is observable if the voltage and current flows are known. 
Hence for complete power system observability all the buses 
must be fully observable either by direct or indirect 
measurements. Observability can be evaluated by either 
numerical or topological techniques. For a system to be 
observable numerically, design matrix H is required to be of 
full rank [11] whereas a topologically observable system 
requires at least one spanning measurement tree to be of full 
rank [12]. Certain rules are followed for estimation of 
observability of each bus which are:

Rule 1: PMU installation at a bus provides direct 
measurement of the voltage phasor of the connected bus and 
the current phasors of the incident branches. 

Rule 2: In case of two buses connected by a branch, 
voltage phasors of any one bus can be calculated. Provided, 
voltage phasor of any one bus and current phasor of the 
branch incident to a bus is available. 

Rule 3: If measurement of voltage phasors of two buses 
connected by a branch is known then the current phasors of 
the incident branch can be calculated. 

Complete system observability, using the rules1, 2 and 3
can be illustrated by IEEE 9-bus system as shown in Fig1. 

2021 6th International Conference for Convergence in Technology (I2CT) 
Pune, India. Apr 02-04, 2021

978-1-7281-8876-8/21/$31.00 ©2021 IEEE 1

20
21

 6
th

 In
te

rn
at

io
na

l C
on

fe
re

nc
e 

fo
r C

on
ve

rg
en

ce
 in

 T
ec

hn
ol

og
y 

(I2
CT

) |
 9

78
-1

-7
28

1-
88

76
-8

/2
1/

$3
1.

00
 ©

20
21

 IE
EE

 |
 D

O
I: 

10
.1

10
9/

I2
CT

51
06

8.
20

21
.9

41
79

95

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on June 11,2021 at 07:23:18 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 1. IEEE 9-bus system 

PMU placement at B2 provides the measurements of 
voltage phasor at B2 and current phasor corresponding to 
line 8 by Rule 1. Hence B2 is observable directly. By
applying Rule 2 voltage phasor of B8 can be measured hence 
making it indirectly observable. Placing a PMU at B4, 
incident B1, B5 and B9 will also be observable. Current 
phasor through line 5 can also be calculated by Rule 
3.Similarly by placing a PMU at B6, indirectly observable 
buses are B3, B5 and B7. Line current through B8 can also 
be calculated applying Rule 3.It can be observed that by 
placing 3 PMU’s the entire power system becomes entirely 
observable. However identifying PMU location (in this case 
B2, B4 and B6) is an optimization problem, which is 
discussed in next section. 

III. PROBLEM FORMULATION

Optimization problem for PMU in N bus system is 
formulated as:  

minimize 

such that G(X) b                                                          (1) 

here ‘X’ denotes the binary decision variable vector and 
G(X) represents the constraint function. The present study, 
for deciding the optimum locations for placement of PMU, 
can be formulated as zero one problem. The presence or 
absence of the PMU at a particular location can be denoted 
by 1 or 0 respectively. The entries of ‘X’ are as: 

             1, if the PMU is placed at the ith bus                  i=1,….,N
xi =       
              zero, otherwise                               

                                                                                            (2)

b=[111 ]T depicts a unit vector of size N. Considering 
the installation cost of all the PMU’s installed in the power 
network same and the value is taken as 1 per unit, then the 
optimization problem formulation can be done as:

Minimize 

such that G(X)                                                       (3)

Full network observability is ensured by constraint vector 
function. A minimum set of xi is found that satisfies (3). 
Since PMU installation at a bus can provide current phasor 
of the branches incident to that bus apart from the voltage 
phasor, hence voltage phasors of the nearby branches can be 
computed. Hence the matrix [A], representing bus 
connectivity information, can be obtained having elements as 
below:

Aij=    1, if i=j or if bus I and j are connected

           0, otherwise  

                                                                                      (4)

The product of matrix [A] and [X] results in constraint 
function G(X)

G(X) =AX                                     (5)

fi=                       (6) 

fi , the object function, is observable if any xi that appears in 
fi is non zero. The system becomes completely observable if 
all the fi appearing in F are non zero.

IV. PROPOSED ALGORITHM FOR PLACEMENT OF PMU
The present study aims to make the complete power 

system observable by installing least number of PMU’s. The 
placement of the PMU is indentified in two stages. The first 
stage involves placing the PMU’s by identifying the bus 
having maximum number of branches connected to it i.e. 
maximum valency. This iterative process continues till the 
constraint vector function (5) is satisfied. To improvise the 
formulation computationally, the number of constraints and 
variables can be reduced. All the columns of bus 
connectivity matrix A can be dropped corresponding to xi=0 
in (5).Moreover, rows and columns corresponding to 
variables which have been set to 1 can be dropped. Assume 
that xi has been set to ‘1’, now if aji=0 then the value of xi=1 
has no significance as ajixi=o whether xi=1 or 0.

In the elimination stage, PMU’s are removed starting 
from the radial buses as PMU installed at the radial bus will 
make two buses observable. Whereas installation of the 
PMU at a bus connected to a radial bus makes over two 
buses observable. The iterative process is carried out up to
maximum valency bus. This elimination process continues 
till the elimination of PMU from a bus leads to system being 
unobservable.

The proposed algorithm provides various options for the 
placement of PMU with same minimum number of PMU’s. 
However, the one with which highest number of branches are 
observable is chosen. This provides redundant measurements 
which helps in good state estimation. Redundancy 
measurement calculation expression is: 

Redundancy =                              (7) 
Where fi denotes the object function, k represents the

optimal solution obtained anduN denotes thettotal count of 
buses in the system. 

Flow charts for proposed two stage algorithm are detailed 
in Fig. 1 and 2. 
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Fig. 2. Flow Chart of Stage 1

Fig. 3. Flow Chart of Stage 2 

V. RESULTS AND DISCUSSION 

The effectiveness of the algorithm has been tested on 
various test systems. The optimal number of PMU’s and 
their corresponding bus locations has been depicted in Table 
1.A comparison has been done of the results obtained by the 
proposed algorithm with the methods described in literature 
[13],[14] and [15].Fig.4 depicts the validation of the results 
on comparison with the available techniques in literature. 
The computationalitime taken by the proposed algorithm is 
depicted in Table 2. 

TABLE I. OPTIMAL LOCATION AND NUMBERS OF PMU FOR VARIOUS 
TEST CASES

The proposed algorithm also provides various options for 
PMU placement with same number of PMU’s but different 
number of observable branches. The option with more 
number of observable branches will provide redundant 
measurements, resulting in good state estimation. However, 
with more number of observable branches the requirements 
for Current Transformers increase, thereby increasing the 
cost.  Hence the proposed algorithm also provides the option 
for PMU locations when less observable branches are 
required resulting in less requirement for C.T’s. Fig. 5 and 
Fig.6 illustrate the options and the number of observable 
branches in case of IEEE 30-bus system and New England 
39-bus system.  

Fig. 4. Comparison of results with available techniques in literature. 

TABLE II. COMPUTATIONAL TIME (IN SECONDS) 

Fig. 5. Various options of PMU placement and number of observable 
branches for IEEE 30-bus system

Start

Initialise Binary Decision vector as X=0 and 
Unity Matrix B=1

Calculate Bus Connectivity Matrix A and 
initialise a new Matrix C=A

Compute the Valency(V) of all buses, find 
maxV,minV and the corresponding buses

i< bus number?

Identify the bus with maximum valency

Yes

j< bus number?

For reduction of variables, update the matrix 
C(j, i)=0 

Yes

j=j+1

No

X(i,1)=

A*X>= No i=i+1

Binary Decision Vector 

No

b

 

Yes

b

 Initialise the Bus with valency V=2, 
initialise that bus=Bus_ID

Find the buses connected to the selected 
bus and arrange them in the decreasing 
order of valency, Matrix U

Eliminate PMU from the Bus_ID if 
observability is not disturbed

Place PMU’s at the buses in the order of matrix U. 
Check observability, update matrix X

V<Vm

Result X

V=V+1

 Test System Optimal location of PMU Optimal 

numbers

IEEE -14 bus B2, B6, B7, B9 4

IEEE- 30 bus B3, B5, B6, B9, B10, B12, B18, B24, B25, B27 10

New Egland-

39 bus
B2, B6, B9, B10, B13, B14, B17, B19, B20, B22, B23,

B25, B29

13

IEEE-57 bus B1, B6, B9, B15, B19, B22, B25, B27, B29, B32, B36,

B38, B39, B41, B47, B50, B53

17

 Test System Computational Time(in 

sec)

IEEE 14-bus 0.034308

IEEE 30-bus 0.047533 

New England 39-bus 0.076281

IEEE 57-bus 0.22635

N
um

be
r o

f P
M

U
’s

A*X>=A*X>=B

X (i,1)=1

3
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Fig. 6. PMU placement options and number of observable branches for  
New England 39-bus system 

VI. CONCLUSION

The paper presents a novel algorithm to make the 
complete power system under consideration fully observable 
by installing minimum count of PMU’s, considering their 
installation cost. The two stage proposed algorithm is fast, 
uncomplicated and trouble-free to implement. Results 
obtained for different test systems show the effectiveness of 
the algorithm for optimal number and location for PMU’s for 
complete system observability and computational efficiency. 
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ABSTRACT

Movement information of persons is a very vital feature for abnormality detection in crowded scenes. 
In this paper, a new method for detection of crowd escape event in video surveillance system is 
proposed. The proposed method detects abnormalities based on crowd motion pattern, considering 
both crowd motion magnitude and direction. Motion features are described by weighted-oriented 
histogram of optical flow magnitude (WOHOFM) and weighted-oriented histogram of optical flow 
direction (WOHOFD), which describes local motion pattern. The proposed method uses semi-
supervised learning approach using combined classifier (KNN and K-Means) framework to detect 
abnormalities in motion pattern. The authors validate the effectiveness of the proposed approach 
on publicly available UMN, PETS2009, and Avanue datasets consisting of events like gathering, 
splitting, and running. The technique reported here has been found to outperform the recent findings 
reported in the literature.

Keywords
Abnormality Detection, K-Means, KNN, Optical Flow, Semi-Supervised, Surveillance Video, WOHOFM

INTRODUCTION

Security is a major concern for everyone at public places and hence there is an increase in demand of 
video surveillance systems. These cameras based video surveillance systems generate a huge amount 
of data but there are limited number of skilled persons to watch and analyze this data. One cannot 
solely rely upon human observer because a long time may pass before a suspicious event takes place 
and human attention may not have remained focus on task in such situations which can lead to an 
event of interest being missed. So to avoid such situations an automated system is needed that can 
analyze such huge amount of data and trigger alarm in abnormal events.

Abnormal event detection algorithms generally two step process viz. extraction of features and 
identification of pattern on extracted features. Feature extraction is a process of transforming raw 
data into different primitives that describes the scene characteristics in more discriminative way. 
Feature extraction methods are mainly classified into two classes: an object based and pixel based. 



International Journal of Cognitive Informatics and Natural Intelligence
Volume 15 • Issue 3 • July-September 2021

13

Object based methods extract information about arrangement of pixels and trajectory based methods 
are one of the object based methods (Basharat et al.,2008), where abnormal events are identified by 
objects trajectories. Trajectories based methods extract trajectories of each object in the scene and 
make model based on the trajectory statistics. But these type of methods are not able to perform 
well in crowed scene because there are too many objects in the scene and tracking of each object is 
difficult due to occlusion.

Pixel based methods describes the scene by low level features. One such method is based on 
crowd flow which uses information about motion of crowd. In (Wang et al.,2014; Mishra et al.,2020) 
abnormal event detection is carried out by modelling optical flow, which tracks change in arrangement 
of pixel and does not require object tracking. Optical flow based algorithms are capable of easily and 
precisely modeling highly crowed scene. Feature extraction is followed by identification of patterns 
to differentiate normal and abnormal events. Pattern identification broadly classified into supervised, 
semi supervised and unsupervised techniques.

In this paper, a new anomaly detection framework is proposed for video surveillance systems 
using semi- supervised learning process. For feature extraction optical flow is used. Feature vector 
consists of both magnitude and direction weighted by and energy function, which robustly describe 
even small change in movement or in direction and the distribution of activity is modelled by combined 
classifier (KNN and K- Means). Due to robust features and combined classifier our method works 
well in challenging conditions with respect to other state of the art methods. Rest of the paper is 
organized as follows, related work provides an overview of related work on abnormality detection 
in video surveillance systems. Proposed method section gives an overview of proposed method and 
describe the process of extraction of useful information from the scene by using weighted oriented 
histogram of optical flow direction (WOHOFD) and weighted oriented histogram of optical flow 
magnitude (WOHOFM). This section also describes, how to train our model for detection of abnormal 
events in the scene. The performance results of our proposed method are described in result section. 
Finally paper is concluded in last conclusion section.

RELATED WORK

First thing in suspicious event detection is to extract features which can robustly describe the scene 
statistics e.g. low level features and high level features. After extracting features from the scene, event 
modelling or classification of data is done based on extracted features. In event modelling, algorithm 
learns the behavior or pattern of extracted features and classify whether scene contains an anomalous 
event or not. Event modeling is generally known as machine learning and can be classified into three 
major categories: supervised techniques, semi-supervised techniques and unsupervised techniques. 

The anomaly detection based on supervised technique requires the labeling of samples for both 
normal samples and abnormal samples to train the model and give prediction on test samples. These 
methods are generally train model for specific abnormal state whose features are previously known 
or set, such as ’U’ turn detection in traffic surveillance scene (Zen & Ricci, 2011; Z et al., 2005) . 

Semi- supervised techniques train model only for normal samples and these techniques can be 
further categorized into two sub categories viz. rule based and model based. In rule-based methods, 
predefined rules are set in during training phase based on the characteristics of scene or extracted 
features, if a test sample do not follow predefined rules, would be classified/labelled as abnormal/
irregular e.g., sparse coding (Cong,et al., 2011), online dictionary updating (Zhao et al., 2011) and 
sparse combination learning (Lu et al., 2013) etc. In Sparse coding method (Cong,et al., 2011), a 
reconstruction cost based method for abnormality detection was proposed, if a sample having larger 
reconstruction cost will be classified as abnormal sample. In (Boiman & Irani, 2007; Saligrama & 
Chen, 2012; Hamid et al., 2005; Javan & Levine, 2013) similarity based methods were proposed, 
where score of a test data is calculated based on how much test sample is similar to the training 
sample, higher similarity means low abnormality score and vice versa. While on the other hand 



International Journal of Cognitive Informatics and Natural Intelligence
Volume 15 • Issue 3 • July-September 2021

14

model based method attempts to build a model only for normal scene, probability of test samples are 
calculated with respect to the train model, if probability is low then test sample will be considered 
as anomalous samples. The commonly used models are Hidden Markov Model (HMM) (Kratz & 
Nishino, 2009; Zhang et al., 2005; Andrade et al., 2006; Ouivirach et al. 2006) and Markov Random 
Field (MRF) model (Kim & Grauman, 2009; Benezeth et al., 2009), which are used in a wide variety 
of applications including anomaly detection. Kim et al. (Kim & Grauman, 2009) proposed a Space 
Time Markov Random Field (STMRF) approach illustrating distribution of regular motion behavior. 
(Kratz et al., 2009) proposed a distribution based HMM model using the local spatial and temporal 
motion behavior. Andrade et al. (Andrade et al., 2006) proposed a Multiple Observation Hidden 
Markov Model (MOHMM), which groups the video into different cluster using spectral clustering 
and trained the model for each cluster. (Mehran et al., 2009) proposed Social Force Model (SFM) for 
detection and localization of abnormal behavior of crowd based on interaction forces. (Adam et al., 
2008) presented a method for abnormal behavior detection, which observes histogram of movement 
using optical flow for normal behavior at several fixed-locations, (Wu et al., 2010) modelled chaotic 
invariants of Lagrangian particle trajectories for normal event to characterize crowded scene. (Cui 
et al., 2011) proposed an interaction energy potential function which describes the action by spatial 
arrangement with the surroundings of normal objects changing over time and if a test sample having 
abrupt fluctuations in function is categories as abnormal. (Sharif et al., 2012) proposed an entropy 
based method, which calculate entropy of the spatiotemporal data of the interest points to measure 
randomness in video frame. (Kwon & Lee, 2014) proposed a method for the detection of abnormal 
events based on predefined energy function whose parameters reflect frequency, causality, and 
significance of events. (Gu et al., 2014) proposed a method for detection of abnormal events which 
uses particle entropy to describe the distribution of objects in crowded scenes. (Wang et al., 2019) 
proposed a semi supervised method based on deep network for the detection of abnormal events. Deep 
network is used for the extraction of features and SVDD (Support Vector Data Descriptor) is used 
for classification. The performance of deep network based methods is very good but these methods 
require high computational power. 

Unsupervised techniques do not require labeling of normal or abnormal data samples in advance 
and abnormal event detection is carried out based on the statics that abnormalities are rare with respect 
to normal situation. Many of the techniques are based on clustering of data and detect abnormal events 
based on the calculation of distance between the test data sample and the nearest cluster center, if the 
distance is more the predefined threshold than test sample is labelled as abnormal.

PROPOSED METHOD

This section represents our crowd anomaly detection framework. Our proposed method works in 
two stages: feature extraction and classification. In this method two main features are extracted: 
optical flow magnitudes and optical flow directions. Optical flow refers to the visible motion of an 
object in an image, and the apparent flow of pixels with respect to its neighborhood in an image. It 
is the result of 3-D motion being projected on a 2-D image plane. In normal crowded scenes, people 
density is high, the movement of individual is constrained by other people’s movement and hence 
movement of individuals are generally slow. The speed and direction of individuals do not change so 
much within a short period. However, in abnormal situations with respect to normal situations, the 
speed of movement of crowd is very high and the direction also changes very rapidly due to the fear. 
Hence, both direction and magnitude of optical flow become significant features to describe the crowd 
movements. People started running or diverge from the places where they were. When we want to 
consider the crowd area to detect abnormal situation, the view field of cameras are kept quite large.

Flow chart of proposed algorithm based on weighted magnitude and direction histogram with 
combined classifier for abnormal event detection is shown in Figure 1.
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Optical flow is calculated for each frame of video by Lucas-Kanade derivative of Gaussian 
method proposed by Bruce D. Lucas and Takeo Kanade (Lucas & Kanade, 1981). It assumes that 
the displacement of patches or objects between consecutive frames is constant or small in a local 
neighborhood of a point under consideration. Lukas Kanade method divides the image into small 
sectors and assumes constant velocity in each sector and uses least squares criterion to solve the 
basic optical flow equations for all the pixels. It computes an estimate of the horizontal and vertical 
velocity component [U V]T that minimizes the Eq.(1).

k
x y t

W E u E v E
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…	 (1)

Where W is a window function that emphasizes the constraints at the center of each section and Ex, 
Ey and Et are derivatives of image brightness in spatial and temporal dimensions and u is horizontal 
optical flow and v is vertical optical flow. Solution to the minimization problem is given in Eq.(2)

Figure 1. Flow chart of proposed algorithm
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Magnitude and direction of optical flow for each pixel is calculated according to Eq.(3) and 
Eq.(4) respectively.

Figure 2. Extraction of Feature Vector
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Where M(x,y,t), D(x,y,t) are optical flow magnitude and direction value at each spatial location 
ux,y,t and vx,y,t are horizontal and vertical component of optical flow vector respectively.

Initially, each frame of video is divided into b blocks with 50% block overlapping and further 
each block

is divided into c cells e.g. an image is divided into 4 blocks/frame and each block is further 
divided into smaller parts or cells of some group of pixels. Then, for each cell, it builds separate 
magnitude and direction representation. Total feature vector length will be equal to 2*b*c*9 (9 no 
of bins for each cell). 

Figure 2 shows a representation how feature vector is extracted for an image, each small block 
has one arrow in some direction, arrow represents the optical flow value for particular pixel, arrow 
length shows the magnitude of optical flow value, more the length more optical flow value (more 
displacement in arrangement of pixels). Arrow direction shows the direction of displacement of 
pixel arrangement. WOHOFD and WOHOFM are extracted for each block as described below and 
histograms of all blocks are concatenated for final feature vector.

Weighted Oriented Histogram of Optical Flow Direction (WOHOFD)
The extraction of WOHOFD provides a histogram HDb,t = [h1, h2, ..., hc] at each time instant t, for 

bth block in the frame(where c is cth cell of bth block), in which each flow vector is binned according 
to its primary optical flow direction from the horizontal axis and weighted according to its optical 
flow magnitude. For each cell in frame, Direction angle Dc is binned into 9 bins and weighted (Qian 
et al., 2011; Kaltsa et al., 2015) according to magnitude MWeight given by Eq.(5)
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where Mx y c, ,  is average value of optical flow magnitude at all pixel positions within a cell. Then 
for each block, weighted oriented histogram of optical flow direction is obtained by concatenating 
histogram of cells.

Finally, a feature vector WOHOFD of frame is obtained by concatenating histogram of blocks 
HD = [HD1, HD2, ...., HDb]. Feature vector describes the global movements into successive frames.
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Weighted Oriented Histogram of Optical Flow Magnitude (WOHOFM)
The WOHOFM provides a histogram HMb,t =[h1, h2, ...., hc] at each time instant t, for each block b in 
the frame, in which each flow vector is binned according to its optical flow magnitude and weighted 
according to its optical flow direction angle. For each cell c in frame, Magnitude Mc is binned into 
9 bins and weighted according to magnitude DWeight given by Eq.(6)

DWeight
D D

x y c

x y c x y c

, ,

, , , ,* *=











+




” ”

π π
10 102 2

max






	 (6)

Where

”max maxD D D
x y c x y c x y c, , , , , ,
= − ( ) 	

And

”D D D
x y c x y c x y c, , , , , ,
= − 	

where D
x y c, ,

is average value of optical flow direction orientation at all pixel positions within a cell. 
Then for each block weighted oriented histogram of optical flow magnitude is obtained by 
concatenating histogram of cells. Finally, a WOHOFM of frame is obtained by concatenating histogram 
of blocks HM = [HM1, HM2... HMb]. Final feature vector for each frame is obtained by concatenating 
both histograms [HD HM] that describes the global movements into successive frames.

Classification
After feature extraction, pattern learning is required to analyze the extracted features and find pattern to 
classify between anomalous event and normal event or expected behavior. Real world crowd behaviors 
have much more complex distribution, that may not be modeled by single classifier (Gaussian model, 
SVM (Support vector Machine), and SVDD (Support Vector Data Descriptor) etc.), but combining 
multiple classifiers can work better for complex scene or data. Because each classifier focus on a 
selected features or distribution of data and by combining two or more classifiers will combine the 
strong points of each classifier (Tax & Duin, 2001). Based on this fact, our proposed work combines 
two one class classifiers: KNN (K-Nearest neighbor) and K-Means. Our training model is trained 
only on normal instances or normal behavior data. To make the outputs of the different classifiers 
comparable, confidence or posterior probabilities are estimated. Posterior probabilities (Pm (t)) for 
each test object t for each of the N classes on which the classifiers are trained and limited in the 
vicinity of 0 and 1. The posterior probabilities are normalized such that:

m

N

mP t� � � �1...	 (7)

In K-means, data points are described by k clusters and arranged in such way that the mean distance 
to a cluster is minimized. The objective function can be given as:
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O s s c
i i� � � �� �min

2

…	 (8)

where s is data points and ci is ith cluster center. While in KNN test objects are given to the class of 
the closest mean. Posterior probabilities are calculated by a sigmoid function. This is optimized over 
the training set using the maximum likelihood rule. KNN is an instance based learning classifier, it is 
used as base classifier and that performs classification based on the closest data point in feature space. 

As the posterior probabilitiesP tnm � �) , m = 1: N, n = 1: K, for N classes and K classifiers are 
calculated, probabilities are combined to a new set of confidence Qm(t) for m class, which are used 
for final classification. The new probabilities Qm(t) for m class can be given as:

c t mean P tm nm� � � � �� �…	 (9)

Q t
C t
Q tm
m

m m
� � � � �

� ��
…	 (10)

Final decision is made by:

D t argmax Q t
m m( ) = ( )( )…	 (11)

RESULTS AND DISCUSSIONS

In this section, results of experiments based on the proposed method are presented. To analyze the 
performance of proposed method UMN dataset, PETS2009 dataset and Avenue Benchmark Dataset (Lu 
et al., 2013) are used. All simulation is performed in MATLAB and Intel XEON processor with 8GB 
RAM. The receiver operating characteristic plot (ROC) and Area Under the Curve (AUC) are used as 
a perform evaluation parameters. ROC curve is plotted between the true positive rate (Sensitivity- the 
probability of target is 1 same as it’s true value which is also 1) on y axis and the false positive rate 
(100%-Specificity, the probability of target is 1 however its true value is 0) on x axis, for different 
cut off values. Each point on the ROC plot shows a sensitivity/specificity pair corresponding to a 
fixed threshold. A test with ideal segregation (no overlapping between two distributions) has a ROC 
curve that passes 100% sensitivity and 100 specificity. AUC value generally tells the quality of a 
classifier. AUC value equal to 0.5 suggest that classifier is randomly predicting the output, while the 
perfect classifier will have the AUC value 1. For real world application most of the classifier have 
an AUC value for 0.5 to 1. Our proposed method is also compared with the recent finding reported 
in the literature (Wang & Snoussi, 2014; Kaltsa et al., 2015; Shi et al., 2010) 

UMN Dataset
UMN dataset have three different scenes of crowd escape behavior. This dataset is recorded by still 
camera, which is mounted at some elevation. One scene is of lawn, another is of indoor, and last one 
is plaza scene. First scene is picturized outdoor in a lawn; it contains total 1452 frames. Out of total 
frames, 1156 frames show normal behavior while 296 frames show crowd escape behavior. Indoor 
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scene contains total 4144 frames, 2986 frames showing normal situation while 1158 frames shows 
panic situation, Plaza scene contains 1836 normal situation frames, while 306 frames shows abnormal 
situation. In all three scenes, initially all persons are roaming all over the area at normal speed but 
after some time they started running due to some abnormal situation. Some frames of UMN dataset 
are shown in Figure 3, where 1st and 3rd column of figures showing normal activity while 2nd and 4th 
column of figures showing abnormal activity.

Our model is trained only on normal activity frames and tested on rest of the frames. AUC value 
for all the three scenes of UMN dataset is compared with HOFO (Wang & Snoussi, 2014), HOS 
(Kaltsa et al., 2015) STCOG (Shi et al., 2010) and given in table 1. ROC curve and higher value of 
AUC suggest that our proposed method outperforms over other state of the art methods. ROC curves 
for all three scene are shown in Figures 4, 5, 6.

PETS2009 Dataset
The PETS2009 datasets contain three different sequences encompassing crowd situations with 
increasing complexity of scene. Dataset S1 is mainly for person count and density estimation. Dataset 
S2 involves people tracking. Dataset S3 addresses crowd flow analysis and abnormal event detection. 
The original resolution of the PETS2009 dataset is 728 x 576. For obtaining feature each frame is 
divided into smaller size blocks with 50% overlapping and each block is further divided in smaller 
size cells. The experiments are performed on view 1 for time sequence 14-17, 14-16, 14-06 and 14-
55. Some frames of dataset are shown in Figure 7.

The detection results on PETS2009 (time sequence 14- 16) are shown in Figure 8. Where persons 
are running or walking from left to right or right to left direction. A normal situation corresponds 
to individuals walking at normal speed. While aberrant situation corresponds to the persons started 
running.

Figure 3. UMN dataset: Lawn, indoor and plaza scene (first and third column shows normal activity; Second and Forth column 
Abnormal activity )
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Figure 4. ROC curve for UMN Lawn

Figure 5. ROC curve for UMN indoor scene
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Classifier is trained only for normal situation where individuals are walking, training frames are 
chosen form time sequence 14-16 and 14-06.By our proposed method 94.34% detection accuracy 
is achieved. ROC curve for detection result on Time 14-16 is shown in Figure 9, AUC value for roc 
curve of time 14-16 is 0.9788. 

The detection result on PETS2009 (time sequence 14-17) are shown in Figure 10, where walking 
is taken as normal situation and running is taken as abnormal situation.

Detection accuracy for time 14-17 is 91.78% and AUC value is 0.9543.ROC curve is shown in 
Figure 11.

Detection results for sequence (Time 14-06 and Time 14-55) are shown in Figure 12, where 
walking on the pedestrian way is taken as normal situation while walking on the grass or other than 
the pedestrian way is taken as abnormal situation.

Training frames are chosen from sequence (Time 14-06) and tested on sequence (Time 14-55).
our method achieves 91.99% accuracy and AUC value is 0.9721, roc curve is shown in Figure 13.

Figure 6. ROC curve for UMN Plaza scene

Table 1. Comparison results of our method with state of art methods (AUC performance of anomaly detection on UMN dataset)

S. No Dataset HOFO HOS STCOG Proposed 
method

1 UMN Lawn Scene 0.9845 0.995 0.9362 0.9928

2 UMN Indoor Scene 0.9037 0.933 0.7759 0.9885

3 UMN Plaza Scene 0.9815 0.980 0.9661 0.9995
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Figure 7. PETS2009 dataset:(left column: normal scene right column: abnormal scene)

Figure 8. Detection results on PETS2009 (Time 14- 16)
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Figure 9. ROC curve for PETS2009 (Time 14- 16)

Figure 10. Detection results on PETS2009 (Time 14- 17)



International Journal of Cognitive Informatics and Natural Intelligence
Volume 15 • Issue 3 • July-September 2021

25

Figure 11. ROC curve for PETS2009 (Time 14- 17)

Figure 12. Detection results on PETS2009 (Time 14- 55)
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Avenue Dataset
The Avenue dataset contains 16 training videos and 21 videos for testing. The videos include a total 
of 15183 frames for training and 15324 frames for testing. The resolution of video is 640*360. The 
training videos capture normal situations. Testing videos include both normal and abnormal events. 
This dataset contains abnormalities like persons running to and fro, persons are going towards such 
area form wrong direction, where only one way movement is allowed and persons are jumping. Three 
abnormal detected samples are shown in Figure 14.

This dataset also contains the challenges like minor camera shake (testing video 2, frame 
1051 - 1100) presents, a few outliers are included in training data and some normal patterns seldom 
appear in training data. ROC Curve of detection result on Avenue dataset are shown in Figure 15 and 
comparison result of our method with (Lu et al., 2013) in table 2.

CONCLUSION

In this paper, a new and effective algorithm for suspicious event detection based on direction and 
magnitude is proposed. Crowd movement information is represented by movement direction and speed 
and model is trained on combined classifier (Simple but effective), which utilizes strong points of 
both classifier and perform very great in anomaly detection. ROC curve and high value of AUC of 
our model on different datasets show good performance of proposed algorithm over state-of-the-art 
methods. High detection rate on UMN, PETS2009 datasets and Avenue dataset demonstrate that our 
proposed algorithm can be used in challenging conditions specially in little bit noisy conditions. It’s 
effectiveness in challenging crowed scenes, make our method very suitable for a wide variety of video 
surveillance applications. Our proposed method achieve good accuracy over different crowd datasets, 
however our algorithm is not suitable for real time application because optical flow calculation of 
each frame consumes a lot of time of this algorithm. So some different approach to obtain motion 
information can be used in future to make this algorithm work in real time. So in future, some other 
addition information can also be utilize e.g. deep learning, shape information etc., to make this 
algorithm work more efficiently and effectively in more challenging conditions.

Figure 13. ROC curve for PETS2009 (Time 14- 55)
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Figure 14. Abnormality Detection (Wrong Direction, Running, Jumping) on Avenue Dataset

Figure 15. ROC curve for Avenue Dataset

Table 2. Comparison results of our method with state of art methods (AUC performance of anomaly detection on the Avenue 
dataset)

S.No Method AUC

1 (Lu et al. 2013) given in (Del Giorno et al. 2016) 0.809

2 Proposed Method 0.871
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Abstract. The escalating complexity in the process control industry emanates the demand for novel and

advanced control techniques, which results in enhanced performance indices. A hybrid optimal control method

i.e., FOPID control using chaotic state of matter search with elite opposition-based learning for controlling

CSTR is proposed in this paper. Fractional order PID is a generalized form of PID Controller. It uses fractional

calculus, resulting in a more flexible and better response accompanying rigorous adoption for substantially

closed-loop system stability. Hybridization of SMS with chaotic maps and elite oppositional-based learning

results in enhanced exploration capability along with randomization. In this paper, the results show that the

CSMSEOBL tuned FOPID controller provides superior and optimum performance when compared to other

metaheuristic algorithms.

Keywords. State of matter search algorithms; chaotic maps; elite opposition based learning; continuously

stirred tank reactor.

1. Introduction

A literature review of process control depicts that in con-

tempt of many new advanced, adaptive, and optimal control

methodologies, the use of PID controllers has been stag-

nated, especially in the areas where reference tracking and

disturbance rejection are the major tasks. Some key features

which make PID popular are robust performance, self-ex-

planatory, diversified application areas, simple implemen-

tation validation, and many more [1]. Although a simple

PID controller provides the least impenetrable, most pro-

ductive, and effortless tuning of controller parameters for

the practical process. But with advantages, PID controllers

have limitations also like the less optimal solution for a

system loaded with non-linearity, time delay, high order

disturbances, noise, etc. These limitations lead to intro-

ducing new and advanced tuning methods like Fuzzy

Logic, Neural Network, Adaptive Control, Internal Model

Control, etc. which ameliorate the capability and perfor-

mance of the traditional PID controller [2] along with

enhanced flexibility of conventional PID controller.

FOPID as an alternative can be adopted with five

parameters to tune, whereas a conventional PID Controller

has only three parameters. Although it increases the com-

plexity of parameter tuning to some extent at the same time,

resulting in comparatively fine-tuning [3]. FOPID is an

advanced form of PID controller which is proposed by

Podlubny [4] as PIkDl controller, where k and l are non-

integer order of integral and differential term, respectively.

A literature review shows that FOPID gives better perfor-

mance as compared to conventional PID Controller [5]. In

continuation of this, presently many metaheuristic algo-

rithms are in great demand for control tuning parameters of

the PID controller [6]. The rising complexities in the

research area result in limiting the mathematical methods of

finding optimal solutions and this necessity results in the

investigation of metaheuristic optimization algorithms.

Major limitations with traditional methods of optimization

are time-consuming, tedious, less efficient, and less accu-

rate [7]. The imperative feature of the metaheuristic algo-

rithm which makes it prominent among researchers is its

adaptability and versatility. It can adapt to the problem and

determine the optimal solution of different types of prob-

lems, whether it is related to mathematics, engineering,

process industry, etc. [8]. Other features of the meta-

heuristic algorithm which makes it popular are:

• Can be easily integrated with the already existing

implementation

• Wide applicability area

• Gradient information is not required.

• Decision-making is easy [9].

A complex problem can be solved in a reasonable time

and may give an acceptable solution by using metaheuristic

which is based on trial and error. The main objective is to

produce an attainable solution in a reasonable time frame.*For correspondence
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Whenever a metaheuristic is chosen for a problem, it never

guarantees the best solution and even, we are not known if

it will give the optimal solution or not. The main point of

selecting an algorithm is to give acceptable or accurate

solutions most of the time with minimum deviation.

Exploration (diversification) and exploitation (intensifica-

tion) are two key components of any metaheuristic algo-

rithm with exploration searches in undetected areas while

exploitation searches in other promising territories in the

sample space. Therefore, the success of an algorithm

depends on a good balance between exploration and

exploitation which leads to the assurance of convergence to

optimality [10].

Most of the chemical processes such as continuous stir-

red tank reactor (CSTR), biochemical reactor, and conical

tank systems persist dynamic and highly nonlinear beha-

viour as they consist of multiple process variables to be

manipulated. Many advanced controlling and optimization

methods are proposed to control such types of MIMO

(Multi-input Multi-output) systems. Extensive Literature

review shows that evolutionary techniques like PSO (Par-

ticle Swarm Optimization) [11, 12], IWO (Invasive Weed

Optimization) [13], FS (Stochastic Fractal Search) [14]

FFA (Firefly Algorithm) [15], GWO (Grey Wolf Opti-

mizer) [16], CSO (Cat Swarm Optimization) [17] TLBO

(Teacher-Learner based Optimization) [18, 19], SMS (State

of Matter Search) [20], CKH (Chaotic Krill Herd) [21],

RDO (Red Deer Optimization Algorithm) [22], SOA

(Sailfish Optimization Algorithm) [23], and many more

have proved their superiority as compared to traditional

controllers like Z-N tuned PID, refined Ziegler-Nichols rule

[24], intelligent controllers Fuzzy-PID [25], Neural-PID

[26], Model-based controllers MRAC (Model reference

adaptive control) [27] and Internal model control (IMC)

[28].

The proposed methodology is used for concentration and

temperature control of continuously stirred tank reactors

(CSTR). A vast literature is available for controlling

methodologies of CSTR but as it is highly nonlinear and its

complex dynamics properties make it a complex problem.

Therefore, it is a tedious task to control CSTR by the

conventional controller [29]. Nowadays optimization-based

control is preferred over the conventional or intelligent

controller and to achieve this a hybrid CSMSEOBL

methodology is proposed. It is a modified form of SMS

algorithm (state of matter search) in which, Chaotic Maps

and Elite opposition-based learning (EOBL) are embedded

with SMS to enhance the efficiency and efficacy of the

SMS algorithm. The basic principle of the SMS algorithm

lies in the heart of the thermal energy motion system. The

whole algorithm is divided into three states of matter solid,

liquid, and gas and each state persist of a different diver-

sification-intensification ratio. The algorithm starts with the

gas state and modifying the diversification-intensification

ratio and ends at a solid state [20]. The chaotic concept is

used for the systems which have high sensitivity towards

the initial condition, and also it increases the randomness

because the range of random numbers is limited. The

chaotic theory has been used with many evolutionary

algorithms like PSO, Krill herd, BFO, etc. [21]. This con-

cept of chaotic SMS algorithms is used to define some

random variables to stimulate the convergence of SMS.

Further, chaotic SMS is merged with elite oppositional-

based learning. The concept of OBL was introduced by

Tizhoosh in 2005 which increases the exploration capa-

bility of the existing algorithm by combining two main

properties of OBL which are a global search and good

convergence rate [2]. EOBL is the superior form of OBL

which gives better global search and a higher convergence

rate [30]. A fractional-order PID control of CSTR using a

hybrid metaheuristic algorithm CSMSEOBL is imple-

mented on MATLAB and results obtained from this hybrid

algorithm prove the excellence of the proposed

methodology.

The rest of the paper is organized as follows. Section 2

describes a non-linear problem of CSTR, section 3 elabo-

rates the FOPID Controller, the considered Metaheuristic

optimization techniques have been described in section 4.

Results and discussion are illustrated in section 5, and the

conclusions along with future scope are detailed in section

6.

2. Continuously stirred tank reactor (CSTR)

A Continuous Stirred Tank Reactor (CSTR) is one of the

most significant unit tasks in the Chemical process indus-

tries. It shows a profoundly nonlinear nature and for the

most part, has wide working ranges. Chemical responses in

a reactor are either exothermic or endothermic and conse-

quently necessitate that heat either be evacuated or added to

the reactor to keep up a steady temperature [31]. A jacket

encompassing the reactor additionally has fed and leaves

streams. The jacket is thought to be entirely blended and at

a lower temperature than the reactor, energy at that point

goes through the reactor walls into the jacket, to evacuate

the heat produced by the chemical reaction. Consider for

uniform volume, exact blending, and uniform values of the

parameter inside the reactor, the mass-energy balance

condition is given by

f 1 CA;Tð Þ ¼ dCA

dt
¼ F

V
CAf � CA

� �
� r ð1Þ

f 2 CA;Tð Þ ¼ dT

dt

¼ F

V
Tf � T
� �

þ �DH
qCp

 !

r� UA

VqCp

T � Tj

� �

ð2Þ

where CA stands for concentration, r stands for Arrhenius
expression for a chemical reaction is given by
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r ¼ k0 exp
�DE
RT

� �
CA

Figure 1 shows an irreversible and exothermic compound

response that happens inside the reactor where a solitary

coolant stream cools a consistent volume reactor [32].

The description of CSTR parameters is given in table 1

[33]. The main objective is to control the reactor temper-

ature and concentration by controlling the cooling rate.

3. FOPID controller

The most common form of PID controller combines three

kinds of corrective measures to the error signal, which is

the representation of closeness or distance of the desired

output from the actual one. In general, these three correc-

tive measures are termed proportional, integral, and

derivative. The general form of a PID Controller is given by

[34].

u tð Þ ¼ kPe tð Þ þ 1

ki

Z t

0

e sð Þdsþ kd
de tð Þ
dt

Þ ð3Þ

Podlubny [35] proposed FOPID Controller in 1999 as an

extended form of PID controller which has a comparatively

wider range for controlling. The FOPID Controller is

shown in figure 2 and represented a

u tð Þ ¼ kpe tð Þ þ kID
�ce tð Þ þ kDD

le tð Þ ð4Þ

where c and l are real numbers with c[ 0,l[ 0 [5], D is a

fractional calculus operator which is defined by Riemann–

Liouville as (n is general non-integer order and is

Euler’s gamma function)

ð5Þ

The FOPID controller also takes current error, accumu-

lated error, and predicted error into account same as clas-

sical PID controller but fractional operators are non-local in

FOPID which gives a modified definition to the integral as

well as derivative action [34]. For the analysis purpose,

fractional calculus equations must be transferred into

algebraic equations. The Laplace transform of the equation

for D�nf tð Þ can be expressed as

Z1

0

e�stf tð Þdt ¼ saF sð Þ ð6Þ

Here, it is assumed that all initial conditions are zero [36].

Case I, if c ¼ 1 and l ¼ 1 results in PID controller. Case II,

if c ¼ 1 and l ¼ 0; results in PI Controller. Case III, if

c ¼ 0 and l ¼ 1, resulting in PD controller. Case IV, if

c ¼ 0 and l ¼ 0 results in gain controller only. The transfer

function of FOPID Control [37] is represented as,

GC Sð Þ ¼ U Sð Þ
E Sð Þ kp þ kI

1

Sc
þ kDS

l

� �
ð7Þ

Use of FOPID Controller results not only in enhanced

performance of the control system, better adaptability but

fine control of the dynamical system as well as very fewer

variations in parameters of a control system [38].

• Fractional-order linear matrix diversity framework

• The powerful interim check technique

• Fractional-order Lyapunov disparity technique [39].

4. Metaheuristic optimization algorithms

Figure 3 gives the flow of the proposed work with param-

eters of the FOPID Controller which are optimized by the

metaheuristic optimization and controlled parameters are

fed into the process.

4.1 Particle swarm optimization (PSO)

PSO is a swarm intelligence-based optimization algorithm

that was proposed by Kennedy and Eberhart in 1995. It

simulates the concept of cooperation, communication, and

social behavior in fish and bird schooling. Literature [40]

reveals that extensive research has been done on PSO to

demonstrate its efficiency in solving real-valued complex,

non-linear, non-differentiable optimization problems.

However, since the search space dimension can be suffi-

ciently increased, PSO is sensitive to the trend of falling

into local optima. To solve this limitation with traditional

PSO some improved and hybridized version of PSO has

been introduced from time to time to enhance its conver-

gence performance [41]. It is a population-based opti-

mization technique that gives rise to high-quality results

within a more concise time and shows stable converge

characteristics [33].

PSO is an iterative process. On each iteration of the

PSO’s main processing loop, each particle’s current

velocity is first updated based on the particle’s currentFigure 1. Schematic representation of Jacketed CSTR system.
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velocity, the particle’s local information, and global swarm

information. Then, each particle’s position is updated using

the particle’s new velocity. In math terms the two update

equations are:

v tþ 1ð Þ ¼ w � v tð Þð Þ þ ðc1�r1� p tð Þ�x tð Þð Þ
þ ðc1�r2� g tð Þ�x tð Þð Þ ð8Þ

x tþ 1ð Þ ¼ x tð Þ þ v tþ 1ð Þ ð9Þ

where r1 and r2 are random numbers with a value between

[0, 1], c1 and c2 are two acceleration constants, w is inertia

weight,x :ð Þ is the position of the particle, p tð Þ is the per-

sonal best position of the particle, g tð Þ is the global best

position of the group. The term v tþ 1ð Þ means the velocity

at time tþ 1ð Þ. Once the new velocity, v tþ 1ð Þ, has been
determined, it is used to compute the new particle posi-

tion x tþ 1ð Þ [42].

4.2 Cuckoo search algorithm (CS)

Yang and Deb [43] developed novel meta-heuristic calcu-

lations cuckoo search in 2009. The CS depends on the

brood parasitism of some cuckoo species. Moreover, the

calculation is upgraded by the purported Lévy flights, as

opposed to basic isotropic irregular strolls. Cuckoos are

interesting flying creatures, not just as a result of the

excellent sounds they can make yet additionally on account

of their forceful generation methodology. A few animal

types, for example, the ani and guira cuckoos lay their eggs

in shared homes, however, they may evacuate others’ eggs

Table 1. CSTR Parameters.

Reactor Parameter Description Values

F/V( hr-1) Flow rate*reactor volume of the tank 1

Ko (hr-1) Exponential factor 10e15

-DH (kcal/kmol) Heat of reaction 6000

E(kcal/kmol) Activation energy 12189

qCP (BTU/ ft3) Density*heat capacity 500

Tf (�K) Feed temperature 315

CAf(lbmol/ft3) The concentration of feed stream 1
UA
V

Overall heat transfer coefficient/reactor volume 1451

Tj(K) Coolant Temperature 300

Figure 2. FOPID Controller.

Figure 3. Optimized FOPID for Control of CSTR.
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to expand the bring forth likelihood of their eggs. A lot of

animal varieties connect with the committed brood para-

sitism by laying their eggs in the homes of other host

winged animals [30]. In cuckoo search calculation cuckoo

egg speaks to a potential answer for the structure issue

which has an objective function. The calculation utilizes

three glorified guidelines:

• Each cuckoo lays each egg in turn and dumps it in a

haphazardly chosen home.

• The best home with great eggs will be extended to the

next generation.

• The quantity of accessible host homes is fixed and a

host winged animal can find an outsider egg with a

probability of Pa 2 0; 1½ � [44].

4.3 State of matter search algorithm (SMS)

SMS algorithm is a nature-inspired algorithm that lies in

the category of evolutionary algorithm and can be used to

solve MIMO type global optimization problems. It is based

on a thermal energy motion mechanism. Three states of

matter i.e., solid, liquid, and gas are simulated in this

algorithm and each state has a different exploration-ex-

ploitation ratio. The algorithm begins with the gas state

which is purely exploration, then after reforming the

exploration and exploitation ratio it reaches a liquid state in

which a moderate transition takes place between explo-

ration and exploitation, and this reforming is continued till

solid-state i.e., pure exploitation is reached. This entire

process results in the enhancement of population diversity

and simultaneously escapes the particles to concentrate

within local minima [20]. The complete SMS Algorithm

can be a divided into four stages:

Stage 1: Initialization state and general procedure:

• Find the best element from population P

Pbest 2 Pf g f Pbest
� �

¼ max f P1ð Þ; f P2ð Þ; . . .. . .. . .f PNP
ð Þf g

��

ð10Þ

• Calculate initial velocity magnitude

vst ¼
Pn

j¼1ðbh
j � bl

jÞ
n

�b ð11Þ

where, bh
j is the upper bound of j parameter, bl

j is lower

bound of j parameter, b is a factor ranging [0,1]

• Update the direction vector to control the movement of

the particle

dkþ1
i ¼ dk

i 1� k

gen

� �
0:5þ ai ð12Þ

ai ¼
pbest � pið Þ
pbest � pik k

where, ai attraction unitary vector,pbest is the best

molecule in population P, pi is molecule i of popula-
tion P, k is current iteration number; gen-total number

of iterations.

• Calculate velocity,vi of each molecule

vi ¼ di�vst ð13Þ

• Calculate collision radius, r and0� a� 1

r ¼
Pn

j¼1ðbh
j � bl

jÞ
n

�a ð14Þ

• Then update the Position of each molecule,

which is given by (H is a threshold limit)

¼ pk
i;j þ vi;j�rand 0; 1ð Þ�q�ðbh

j � bl
jÞ; if rand �H

pkþ1
i;j ¼ pk

i;j; if rand [H

(15)

Stage 2: Gas state

• Set the parameters for the gas

state:q 2 0:8; 1½ �; b ¼ 0:8; a ¼ 0:8 & H ¼ 0:9.
• Apply the general procedure as described in Stage 1.

• If the no. of iteration=50% of total no. of iterations

then the process shifted to liquid state otherwise the

general procedure is repeated.

Stage 3: Liquid State

• Set the parameters for the liquid

state:q 2 0:3; 0:6½ �; b ¼ 0:4; a ¼ 0:2 & H ¼ 0:2.
• Apply the general procedure as described in Stage 1.

• If no. of iteration=90% of total no. of iterations then

process shifted to solid-state otherwise the general

procedure is repeated.

Stage 4: Solid State

• Set the parameters for solid-state:q 2 0:0; 0:1½ �; b ¼
0:1; a ¼ 0 & H ¼ 0.

• Apply the general procedure as described in

Stage 1.

• If the total no. of iteration=100% then the process is

finished otherwise the general procedure is repeated.

4.4 CSMS-EOBL algorithm

A hybrid metaheuristic approach is used to enhance the

balance between exploration and exploitation capability of

the existing algorithm along with accelerated convergence

rate. The benefits of all three algorithms are combined to

form this hybrid algorithm. Chaotic Maps are used to cal-

culate the random variable of the SMS algorithm and

increase the exploitation capability. Further, the inclusion

of EOBL enhances the exploration capability of the SMS

Algorithm.
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4.4.1 Chaotic theory and maps Chaos is a

deterministic concept that shows irregular motions and

can be used in numerous applications like non-linear

control, automobile, industrial applications, etc. It is a

randomly based optimization algorithm that uses chaotic

variables instead of random variables. The concept of chaos

possesses three important properties of non-recurrence,

randomness, and dynamic [21]. These features of chaos

ensure that various solutions produced by the algorithm can

search on the complex multimodal landscape at a higher

speed with various movement patterns. Hundreds of

metaheuristic algorithms have been designed to achieve a

good balance between exploration and exploitation,

according to the literature on metaheuristic algorithms.

In this thread, chaotic theory or COA (chaotic-based

optimization algorithm) can be understood as a system

that is nonlinear, highly sensitive to initial conditions,

and possesses the properties of randomness and non-

Table 3. Parameter Setting of Metaheuristic Algorithms.

Algorithm and Parameters Parameter Value Algorithm and Parameters Parameter Value

PSO CS
Population 50 Population 50

Iteration 25 Iteration 25

Weight Function [0.2,0.9] Pa 0.25

Acceleration constants 2 Beta 1.5

The dimension of search space 5 The dimension of search space 5

Iteration 25 Iteration 25

SMS CSMS-EOBL
Vector Adjustment, q 1 Vector Adjustment, q 1

Beta [0.8, 0.4, 0.1] Beta [0.8, 0.4, 0.1]

Alpha [0.8, 0.2, 0] Alpha [0.8, 0.2, 0]

Threshold Probability, H [0.9, 0.2, 0] Threshold Probability, H [0.9, 0.2, 0]

Phase Percent [0.5, 0.1, -0.1] Phase Percent [0.5, 0.1, -0.1]

Adjustment Parameters [0.85 0.35 0.05] Adjustment Parameters [0.85 0.35 0.05]

Iteration 25 Iteration 25

Table 2. Chaotic maps [45].

Name Chaotic Map Range

Chebyshev xkþ1 ¼ cosðk cos�1ðxkÞÞ (0,1)

Circle xiþ1 ¼ mod xi þ b � a

2p

� �
sin 2pxkð Þ; 1

� �
a ¼ 0:5; b ¼ 0:2 (0,1)

Gauss

xiþ1 ¼
1; xi ¼ 0

1

mod xi;1
� � ; otherwise

8
<

:

(0,1)

Iterative xkþ1 ¼ sin ap
xk

� �
; a 2 0:1ð Þ (0,1)

Logistic xiþ1 ¼ axi 1� xið Þ; a ¼ 4 (0,1)

Piecewise xk

P
; 0� xk\P

xk� � P

0:5� P
;

P� xk\0:5
1� P � xk�
0:5� P

;

0:5� xk\1� P
1� xk�

P
;

1� P� xk\1

(0,1)

Sine a
4

sin pxkð Þ; 1 \a\4 (0,1)

Singer xiþ1 ¼ l 7:86xi � 23:31x2i þ 28:75x3i � 13:302875x4i
� �

l ¼ 1:07

(0,1)

Sinusoidal xiþ1 ¼ ax2i sin pxið Þ; a ¼ 2:3 (0,1)

Tent

xiþ1 ¼

xi

0:7
xi\0:7

10 1� xið Þ
3

xi � 7

8
><

>:

(0,1)
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recurrence [45]. Whenever any metaheuristic

optimization algorithm is embedded with chaotic maps

it has three steps: Initialization, operator, and random

generator (table 2).

4.4.2 Elite opposition based learning algorithm
(EOBL) Tizhoosh proposed opposition-based learning

(OBL) in 2005 [46] and from the day of its introduction this

learning has been embedded with many metaheuristic

optimization algorithms to enhance the exploration

capability along with the accelerated convergence rate of

the existing metaheuristic. The main concept of OBL lies in

the fact that the current population and its opposite

population are considered at the same point in time. In

2013, Wang et al proposed a modified form of OBL

Strategy called Elite Opposition Based Learning (EOBL). It

uses dynamic bounds instead of fixed bounds which make

the search space shortening also, elite oppositional numbers

are defined at the center point of search space which results

in better convergence and exploration capability [47]. As

EOBL is a modified form of OBL so the first OBL is

explained.

Figure 4. Simulation result for concentration control of CSTR with CSMSEOBL algorithm for different types of Chaotic Maps.

Figure 5. Simulation result for temperature control of CSTR with CSMSEOBL algorithm for different types of Chaotic Maps.
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Let x ¼ x1; x2; . . .. . .::xj
	 


is a point in the existing

population and j is the dimension of search space,

xj 2 aj; bj
� �

, where, aj ¼ minfxij} and bj ¼ maxfxij}. The
opposite point of x can be defined as follows:

exj ¼ aj þ bj � xj ð16Þ

The further elite individual in the current population is

defined as xe ¼ xe1; xe2; . . .::xej
	 


, and then the elite

oppositional solution is given by

~xi;j ¼ q � daj þ dbj

� �
� xe;j ð17Þ

Where, i ¼ 1; 2; . . .:;P½ �, P is the size of the population, q is

the generalized coefficient, daj; dbj

� �
are dynamic bounds

and can be calculated as:

daj ¼ min xi;j

� �
; dbj ¼ max xi;j

� �
ð18Þ

In EOBL, dynamic bounds are used instead of fixed

bounds to secure the search space from shortening. If ~xi;j

Figure 6. Comparison of concentration control of the CSTR system among different metaheuristic algorithms.

Figure 7. Comparison of Temperature control of the CSTR system among different metaheuristic algorithms.
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crosses it’s dynamic bound it can be reset by using the

following equation:

~xi;j ¼ rand daj; dbj

� �
ð19Þ

The main benefit of EOBL is that the elite population and

current population can be evaluated at the same time which

further results in a diversified population and enhanced

global search ability [48].

Pseudocode for CSMSEOBL

Input: Define fitness function f(x), where, X = (x1, x2,.,

xD)

Output: The optimal solution x*

Step 1. Initialize the gas state parameter of the

algorithm with the dynamic boundary of the

search space.

Step 2. While stop criterion is not satisfied do

Step 3. The current population is updated by applying

the EOBL strategy.

Step 4. For each xeP do

Step 5. All random variables are updated by employing

chaotic maps

Figure 8. Variation of ITAE for different metaheuristic algorithms.

CSMSEOBL SMS CS PSO
ITAE 308.9 429.41 694.5 902.5

0

100

200

300

400

500

600

700

800

900

1000

Figure 9. Comparison of objective function ITAE for different

metaheuristic algorithms.

Table 4. Comparative analysis of controller parameters and time response specifications.

FOPID Controller Parameter

Rise time Peak time Overshoot Settling timeKp KI KD c l

SMS 12.1 32.5 1 1.006 0.1000 1.22 1.53 .38 2.27

CS 21.7 50 0.2 1.002 0.7850 1.13 1.36 .12 1.86

CSMSEOBL 15.8 43.3 1.9 .9999 0.1386 2.04 1.68 0 1.43

PSO [50] .2510 .0243 .499 .5968 .0706 3.65 4.76 7 14
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Step 6. For gas, the state calculates initial velocity and

collision radius.

Step 7. The new molecules are computed by using

direction vector

Step 8. By employing a collision operator, solve for the

collision.

Step 9. The new random position is generated by using

collision operator

Step 10. If the total no. of iterations completedB50% of

the total number of iterations

Step 11. Go to the liquid state and repeat Steps 6, 7, 8,

and 9.

Else

Step 12. Check if the total no. of iterations completed

B90% of the total number of iterations

Step 13. Go to solid-state and repeat Steps 6, 7, 8, 9

Step 14. If 100% of the total iterations completed

Step 15. Update x with x*

End if

End for

End while

5. Simulation results

To confirm the practicality and viability of the proposed

hybrid CSMSEOBL approach, a progression of compara-

tive experiments has been performed on CSTR against the

accompanying three states of the art metaheuristic opti-

mization techniques: PSO, CS, SMS, and CSMS-EOBL.

MATLAB 2018 is used for simulation and Intel (R) Core

(TM) 2 Duo CPU T6400@ 2.00 GHz 1.20 GHz, 1.99 GB of

RAM. The performance is verified for Control Temperature

and Concentration of CSTR by running CSMSEOBL based

FOPID, SMS based FOPID, CS-based FOPID, and PSO

based FOPID controller, and results are compared.

Parameter setting for all mentioned algorithms have been

shown in Table 3.

For any optimization process convergence of meta-

heuristic algorithm towards the global optima of the tuned

parameters of FOPID, the problem is defined with an

objective function or fitness function. In this paper, to get

the finest transient response as well as minimum steady-

state error along with the least overshoot, Integral time

absolute error (ITAE) is utilized as the objective functions.

Since ITAE the most aggressive controller setting criteria

that avoid peaks and give controllers with a greater load

disturbance rejection and lessen the overshoot of the system

while retaining the robustness of the system. ITAE is

defined as

JITAE ¼
ZT

0

t e tð Þj jdt

The CSMSEOBL is used to optimize the parameters of

FOPID for concentration and temperature control of CSTR

and also to show the comparative study among Cuckoo

Search, State of Matter Search and Particle Swarm Opti-

mization algorithm is also implemented on CSTR.

MATLAB Simulink environment is utilized for evaluating

the results.

Further, different types of chaotic maps are used to

enhance the randomness of the SMS algorithm. Figures 4

and 5 show the variation of concentration and temperature

for different types of chaotic maps, respectively.

Further, to prove the superiority of the proposed algo-

rithm, comparative result analysis with the best solution

obtained from figures 4 and 5 are done with the existing

algorithms i.e., SMS, Cuckoo Search (CS), and particle

swarm optimization (PSO) are shown in figures 6 and 7,

respectively. The setpoint for Concentration is taken as .119

(lb. mol/ft3) and the temperature is at 315K.

The fitness (or objective) function is optimized by using

different metaheuristic algorithms, and the dynamic per-

formance of the CSTR is strengthened by optimizing var-

ious performance indices like rise time, settling time, and

overshoot using a mathematical formulation of the objec-

tive function ITAE (Integral Time Absolute Error). ITAE

decreases not only the initial extent of error but also

decreases the error which develops in later responses [49].

Variation of ITAE for different metaheuristic algorithms

has been shown in figure 8. The comparative analysis of

considered metaheuristic algorithms in terms of ITAE is

shown in figure 9. The proposed CSMSEOBL algorithm

outperformed the other metaheuristic algorithms and it has

been shown in table 4.

From table 4 we could conclude that the proposed

CSMSEOBL shows the promising approach for concen-

tration and temperature control of CSTR because in process

control problems main aim is to obtain the least settling

time and minimum overshoot. Even though the rise time

and the peak time are large for CSMSEOBL-FOPID as

compared to SMS-FOPID, CS-FOPID, and PSO-FOPID

but the cost function is minimized along with minimum

overshoot and least settling time.

6. Conclusion

This paper fixes the limitations of the standard SMS

Algorithm by hybridizing it with chaotic maps and Elite

Opposition Based Learning. Further, this hybrid algorithm

CSMSEOBL is used to find optimal parameters of the

FOPID Controller for the temperature and concentration

control of a Continuously Stirred Tank Reactor (CSTR).

Major findings of the work are as follows:

• CSMSEOBL gives better exploration and exploitation

capability.
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• The use of CSMSEOBL on a non-linear control

problem results in faster convergence.

• CSMSEOBL shows promising results in terms of

overshoot, settling time, and ITAE for optimizing the

performance.

• The proposed controller is validated for concentration

and temperature control of CSTR.

This study of hybrid metaheuristic can be further

extended to reform the transient performance using multi-

ple models, adaptive control strategy, and other latest

metaheuristic algorithms.
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a b s t r a c t 

Current study deals with performance evaluation of the solar power tower driven recompression with main com- 

pressor intercooling (RMCIC) supercritical CO 2 cycle incorporating the parallel double evaporator organic Rank- 

ine cycle (PDORC) as bottoming cycle using low global warming potential fluids to reduce the global warming 

and ozone depletion. Using the PDORC instead of the basic organic Rankine cycle, waste heat from the intercooler 

and cycle exhaust were recovered simultaneously to enhance performance of the standalone RMCIC cycle. Exergy, 

thermal efficiency, efficiency improvement and waste recovery ratio were considered as performance parameters. 

A computer program was made in engineering equation solver to simulate the model. It was concluded that by 

the incorporation of the PDORC thermal efficiency was improved by 7–8% at reference conditions. Maximum 

combined cycle’s thermal and exergy efficiency were found 54.42% and 80.39% respectively of 0.95 kW/m 

2 of 

solar irradiation based on R1243zf working fluid. Among the results it was also found that maximum waste heat 

was recovered by the R1243zf about 54.22 % at 0.95 effectiveness of low temperature recuperator. 

1. Introduction 

Due to growing concerns about global warming and energy short- 

ages, concentrated solar power (CSP) is a potential alternative to the tra- 

ditional fossil fuels [1] . The solar power tower (SPT) technology shows 

great competition among the various CSP technologies available owing 

to its improved potential for performance enhancement and cost savings 

correlated with SPT subsystem manufacturing [2] . At the current stage, 

however, compared to conventional power production technology, SPT 

technique is not yet cost-effective [3] . The increase in the maximum 

power cycle temperature contributes to an increase in the efficiency 

of the power cycle and can reduce the cost of power generation from 

the SPT [3] . Numerous studies have been conducted to generate high- 

temperature solar components through the high-temperature power cy- 

cle for power generation [ 4 , 5 ]. However, previous studies suggested that 

as maximum temperature of the cycle increased, the efficiency improve- 

ment of the traditional steam Rankine cycle was relatively negligible. In 

addition, the relative complex structure of the Rankine steam cycle en- 

tails a high cost of capital [6] . Therefore, to achieve low costs for SPT 

electricity production, Superior output power cycles are now being pur- 

sued with low capital expenditure [7] . 

The Brayton supercritical CO 2 (sCO 2 ) cycle has been considered in 

recent years to forward-looking energy cycle technologies for power 

∗ Corresponding author. 

E-mail address: yuniskhan21@gmail.com (Y. Khan). 

conversion systems in various energy sectors, particularly SPT plants 

[ 4 , 8 ]. Earlier studies has shown that with a maximum temperature of 

450–800°C, the sCO 2 Brayton cycle demonstrates superior efficiency and 

Consequently, it satisfies the SPT technology framework criteria [9] . 

From the viewpoints of cycle enhancement, impact assessment of off- 

design and growth of control strategy, the viability of incorporating the 

S-CO2 Brayton cycle into the SPT systems can be further discussed. In 

the context of the application of CSP, Dunham and Iverson[6] described 

different high-performance power cycles and suggested that, based on 

their comparison of device simulation outcomes, the sCO 2 recompres- 

sion Brayton cycle has the maximum energy efficiency. Al-Sulaiman and 

Atif [10] carried out thermodynamic comparisons between the five sCO 2 

Brayton cycles integrated in the SPT plant and carried out exergy and 

energy analyses at six different locations in Saudi Arabia [11] at SPT 

operated recompression cycles. Wang et al. [ 12 , 13 ] examined various 

cycle configurations of the sCO 2 Brayton cycle as a power block in the 

SPT plants from of the perspectives of cycle efficiency, basic work, and 

incorporation ability with thermal storage. The authors indicated that 

among different configuration choices, the recompression cycle with pri- 

mary compression intercooling and partial cooling cycle layouts would 

be most prevalent in the context of large compressor inlet temperature. 

The impact on the SPT plant production, which was integrated under the 

sCO 2 Brayton cycle, was investigated by Osorio et al. [14] under various 

changes in the weather of multi-tank thermal storage, regenerative effec- 

tiveness, and solar receiver conductance. For an air cooled SPT system 

that uses the remaining heat to drive an absorption chiller as a cooler 
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after the cold end of the sCO 2 Brayton cycle. Ma et al. [15] suggested a 

novel power cycle concept; In the proposed cycle they registered greater 

thermodynamic and economic efficiency than in the stand-alone sCO 2 

Brayton cycle. The design and partial load models for the sCO 2 cycles 

of Brayton were designed by Dyreby et al. [16] to investigate the inlet 

temperature effects. By introducing a comprehensive sub-model of a pri- 

mary heat exchanger, Tse and Neises [17] further updated the models 

of Dyreby and, based on off-design modeling, studied the yearly effi- 

ciency of a sCO 2 Brayton cycle. Calle et al. [18] developed sCO 2 cycle 

design and off-design models and conducted an optimized cycle design 

for a concentrated solar power plant on the basis of cycle efficiency un- 

der different environmental conditions. In a solar thermal power plant, 

Singh et al. [19] have developed direct-heated sCO 2 Brayton dynamic 

mathematical model and examined the behavior of the dynamic cycle in 

various temperature inputs and environments.. Dynamic models were 

developed by Luu et al. [20] and the versatile operation of the sCO 2 

Brayton cycle incorporated into the direct-heated SPT system was ex- 

amined; There after two control methods were introduced and matched 

for temperature control of the turbine inlet. In addition, two control 

schemes were developed by the authors [21] , namely inventory control 

and flexible recompressor control; and operational changing between 

the two schemes was proposed to ensure process consistency and ef- 

ficiency. Iverson et al. [22] modeled the transient sCO 2 Brayton cycle 

process incorporated into SPT systems and matched the findings with 

experimental evidence, indicating that solar source disruption seems to 

be manageable, especially for short period. 

Apart from this solar integrated combined cycle studies have been 

already performed such as Khan and Mishra [23] performed a solar 

parabolic trough collectors driven combined partial heating sCO 2 and 

organic Rankine cycle (ORC) for recovering waste heat. They considered 

six working fluids for bottoming cycle such as R1233zd(E), R1224yd(Z), 

R1234ze(Z), R1234yf, R1243zf and R1234ze(E). They investigated that 

after integration of the ORC the standalone partial heating sCO2 cycle’s 

thermal efficiency improved by 4.47% based on R1233zd(E). In another 

study Khan and Mishra [24] also performed a combined study of solar 

power tower driven pre-compression sCO 2 cycle and the ORC for re- 

covering waste heat. They considered five working fluids for the anal- 

ysis such as isopentane, R236fa, R245fa, isobutene and R227ea. They 

concluded that by integration of ORC as bottoming cycle thermal effi- 

ciency and maximum power output of the standalone cycle improved 

by 4.52 and 4.51% respectively based on the R227ea working fluids. 

Singh and Mishra [25] also carried out the a combined parabolic trough 

collectors driven study of the simple recuperated sCO 2 cycle and ORC 

for recovering the waste heat considering the R134a, R407C,R1234yf, 

R1234ze(E) and R245fa. Result of this study revealed that the high- 

est exergy performance value of the R407c combined cycle is around 

78.07 percent, followed by the R1234Zes, R1234YF and R245fa with 

950 W/m 

2 of solar radiation. In another study Considering R123, R290, 

R1234yf, R1234ze(E), Toluene, Cyclohexane, isobutane, and Isopentane 

as working fluids in the bottoming ORC for the recovery of waste heat, 

Singh and Mishra[26] conducted a combined solar parabolic trough col- 

lector combined sCO 2 recompression cycle and ORC as the bottoming 

cycle. They discovered that R-SCO2-ORC based on R123 exhibits the 

highest thermal and energy efficiency: ~73.4 and 40.89 percent of so- 

lar irradiation at 0.5 kW/m 

2 . 

If come across to the recompression with main compressor intercool- 

ing (RMCIC) cycle, it was investigated the integration of the main com- 

pressor intercooling (MCIC) to simple recompression cycle improved the 

thermal efficiency by 2.68% at reference conditions [27] . The major dif- 

ference between IC and RC is that the main intercooling compression 

process is divided into two phases completed by the main compressor 

and the pre-compressor, and an intercooler is introduced between the 

two compressors. The highest efficiency is achieved by IC in combina- 

Nomenclature 

A h single heliostat area (m 

2 ) 

Cp constant pressure specific heat (kJ/kg-K) 

Ė D exergy destruction rate (kW) 

Ė solar solar exergy (kW) 

ṁ mass flow rate (kg/s) 

f view receiver view factor 

Q̇ r heat received by central receiver (kW) 

T temperature (°C ) 
G b solar irradiation (W/m 

2 ) 

s specific entropy (kJ/kg-K) 

h conv coefficient convective heat loss (W/ m 

2 -K) 

h specific enthalpy (kJ/kg) 

N h heliostats number 

Ė rate of exergy (kW) 

Q̇ heat rate in (kW) 

ηth thermal efficiency 

Q̇ h actual solar heat received by heliostat field (kW) 

ηex exergy efficiency 

Q̇ solar solar heat received by heliostat field (kW) 

Q̇ loss , r heat loss from the receiver (kW) 

sCO 2 supercritical carbon dioxide 

T R surface temperature of receiver (K) 

ηh heliostat efficiency 

Ẇ power (kW) 

ηr receiver thermal efficiency 

COND condenser 

CR concentration ratio 

CFC chlorofluorocarbon 

GWP global warming potential 

HTR high temperature recuperator 

HEX1 heat exchanger 1 

HEX2 heat exchanger 2 

HFC hydro fluoro carbon 

HFO hydro fluoro olefins 

IC intercooler 

LTR low temperature recuperator 

MC1 main compressor-1 

MC2 main compressor-2 

OT1 ORC turbine-1 

OT2 ORC turbine-2 

ORC Organic Rankine cycle 

PDORC parallel double evaporator organic Rankine cycle 

P1 pump-1 

P2 pump-2 

RMCIC recompression with main compressor intercooling 

RC recompressor 

MCIC main compressor intercooling 

WHRR waste heat recovery ratio 

SPT solar power tower 

Greek letters 

𝜂 efficiency 

𝛼 solar absorbance 

σ Stephen Boltzmann constant (W/m) 

𝜀 effectiveness 

𝛽 Sun’s subtended cone half angle(rad) 

𝜁 thermal emittance 

𝛿 change in property 

Subscripts 

e exit 

i inlet 
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0 environmental conditions 

r receiver 

h heliostat 

c critical 

b boiling 

tion with the molten salt system SPT [28] . This is the reason to choose 

the RMCIC for the analysis in the current study. Among other technolo- 

gies, ORC is the latest technology for the recovery of waste heat from 

different topping cycles. The parallel double evaporator ORC (PDORC) 

is a newly discovered technology. PDORC is suitable for the recovery 

of more waste heat compared to basic ORC. PDORC has produced more 

work output than the basic ORC [29] . The reason for choosing PDORC in 

this study is that, due to the use of two evaporators, also waste heat from 

the intercooler has been recovered to improve the thermal performance 

of the standalone RMCIC cycle. 

From the literature survey, it was found that recompression sCO 2 cy- 

cle’s thermal performance was improved with MCIC. It was found that 

thermal performance of the standalone RMCIC cycle can be further en- 

hanced by the incorporating the ORC as bottoming cycle for recovering 

waste heat. From the literature survey it was also investigated that in 

the RMCIC cycle waste heat also available in the intercooler. Therefore 

to recover the waste heat completely, PDORC system was used for re- 

covering waste heat available before first main compressor and at the 

intercooler simultaneously in present study. Also this combined system 

was derived by solar power tower. This demonstrates the novelty of the 

present work. In present study parametric analysis of SPT driven com- 

bined RMCIC cycle and PDORC cycle has been carried out. First ther- 

mal efficiency of the standalone RMCIC cycle and combined cycle was 

compared. Later on parametric analysis of the combined cycle has been 

carried out. Thermal, exergy efficiency, thermal efficiency improvement 

and waste heat recovery ratio were considered as performance param- 

eters. However, solar irradiations, split ratio, maximum cycle pressure 

and temperature, inlet temperature of the main compressors and effec- 

tiveness of the LTR were considered as independent variables. Design 

and analysis of the solar power tower is out of scope of the current 

study. 

2. System description 

The current model consist a solar power tower cycle which makes 

molten salt circuit and a recompression with main compression inter- 

cooling sCO 2 cycle and parallel double evaporator organic Rankine cy- 

cle as bottoming cycle for recovering waste heat from heat exchanger-2 

(HEX2) and intercooler (IC) as displays in Fig. 1 . The sCO 2 stream takes 

heat from the molten salt (heat transfer fluid) (HTF) through the heat 

exchanger-1 (HEX1) and expanded in the turbine (process 7–8). After 

that it passes through the high temperature recuperator (HTR) (process 

8–9) where heat is recuperated by the stream of sCO 2 coming from the 

recompressor (RC). After this it goes to the low temperature recuperator 

(LTR) (process 9–10) where remaining heat is recuperated by low tem- 

perature stream coming from the main compressor 2(MC2). At the state 

10 some fraction of the sCO 2 stream split to the recompressor where it 

was recompressed. Still low temperature heat is remaining, this remain- 

ing waste is utilized to drive the bottoming ORC through the heat ex- 

changer 2 (HEX2) (process 10–1). The sCO 2 stream compressed through 

the main compressor 1(MC1) (process 1–2) and after first compression 

it intercooled through intercooler and again it compressed through the 

MC2 (process 3–4). Then it takes heat through the LTR (process 4–5). 

Now come across the bottoming PDORC, after recovering the heat 

through the HEX2, the ORC working fluid expanded through the ORC 

turbine 1(OT1) (process 11–12) it mixes with the stream coming through 

the IC and then it again expanded through the ORC turbine 2(OT2) (pro- 

cess 13–14). Then through the condenser working fluid is condensed 

Table 1 

Input parameters for simulation of the proposed model. 

Geometric and operating parameters for SPT 

Direct normal irradiation 0.4–0.95 kW/m 

2 [25] 

Sun temperature 4500 K [46] 

Solar’s multiple 2.8 [31] 

Efficiency of heliostat 58.71 % [47] 

Number of heliostat 141 [45] 

Heliostat’s total mirror area 9.04 × 7.89 [31] 

Initial temperature difference 15 K [31] 

Solar receiver’s temperature approach 423.15 K [47] 

Concentration ratio 900 [47] 

Convective heat loss coefficient 10 W/m 

2 -K [47] 

Tower height 74.62 m [45] 

Convective heat loss factor 1 [47] 

View factor 0.8 [47] 

Absorptance 0.95 [47] 

Thermal emittance 0.85 [47] 

Input parameters for combined cycle 

Maximum cycle pressure 20 MPa [27] 

Maximum cycle temperature 650 °C [ 27 , 31 ] 

MC1 inlet pressure 6.25 [MPa] [27] 

Main compressors inlet temperature 32-38 °C [30] 

Turbine isentropic efficiency 0.9 [27] 

Compressors isentropic efficiency 0.89 [27] 

Heat exchanger effectiveness 0.95 [44] 

HTR and LTR effectiveness 0.95 [ 27 , 44 ] 

sCO 2 topping cycle mass flow rate 1.5 kg/s 

Mass flow rate in bottoming ORC 0.67 kg/s 

PDORC turbine inlet pressure 3 MPa [ 23 , 24 ] 

PDORC turbine’s isentropic efficiency 0.8 [ 23 , 24 ] 

PDORC pump’s isentropic efficiency 0.7 [ 23 , 24 ] 

(process 14–15). Then it splits two streams one goes to the intercooler 

through the pump 2 (P2) (process 15–16) to recover the waste heat from 

the intercooler (process 16–17). After this ORC working fluid mixes 

again with the stream coming from the OT1. Now another stream of 

ORC working fluid goes to the HEX2 through the pump 1 (P1) (process 

15–18) to recover the waste heat through the HEX2 (process 18–11). 

This cycle repeats again and again. T-s diagram for the RMCIC cycle 

and PDORC are shown in Fig. 2 a and 2 b respectively. 

3. Thermodynamic analysis 

3.1. Assumptions 

Considering the following assumptions to help the simulation, per- 

formance analysis of the SPT driven combined cycle was performed; 

(1) all system components are under conditions of steady state and 

equilibrium conditions. (2) In each element, pressure and friction loss 

are ignored. (3) All processes involving thermodynamics are polytropic. 

(4)Energy is ignored due to the height and velocity of each component 

(5) Heliostat and the receiver parameters have remained constant and 

the input data assumed to support the mathematical modeling are listed 

Table 1 . (6) The temperature of the molten salt inlet at HEX1 was 700 °C 

[30] . (7) Due to thermal losses, the turbine’s inlet temperature is 50°C 

lower than the molten salt temperature of the turbine’s inlets HEX1. (8) 

Identical inlet temperatures of the two main compressors are assumed 

to be same [27] . 

3.2. Thermal modeling of SPT 

Thermal modeling equations of the proposed system were developed 

in this part based on the conservation of exergy and energy equations, 

taking into consideration of assumptions those are made in above sec- 

tion. Also each component has been treated as control volume. 

Direct solar heat incidence upon heliostat field is defined as [ 24 , 31 ]; 

Q̇ solar = G b ⋅ A h ⋅ N h (1) 

3 
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Fig. 1. Schematic diagram of combined recompression with main compressor intercooling and PDORC. 

Where, G b is the solar irradiation per unit area also said to be direct 

normal irradiation (DNI), A h is single heliostat area (m 

2 ) and N h is the 

heliostats number. However, due to heliostat efficiency, some of that 

heat is lost in the surroundings. The amount of actual heat obtained 

through the heliostat field is therefore specified as [ 24 , 31 ]; 

Q̇ h = Q̇ solar ⋅ ηh (2) 

Where, ηh is the efficiency of heliostat. This amount of heat is di- 

rected to the solar receiver where the heat transfer fluid flows. But a 

part of heat is lost in the atmosphere. The heat available at the solar 

center receiver is therefore determined as [ 24 , 31 ]; 

Q̇ r = Q̇ h ⋅ ηr (3) 

Where, ηr is the receiver thermal efficiency, is defined as [ 24 , 31 ]; 

ηr = 𝛼 − 

𝜁 ⋅ 𝑓 𝑣𝑖𝑒𝑤 ⋅ 𝜎 ⋅ T R 4 + ℎ 𝑐𝑜𝑛𝑣 ⋅ 𝑓 𝑐𝑜𝑛𝑣 ⋅
(
T R − T air 

)
G b ⋅ ηh ⋅ CR 

(4) 

Where, T R is the surface temperature of solar reciever and CR is 

concentrated ratio. 𝜁 is the solar emittance. To calculate heat loss, this 

can be approximated as [ 24 , 31 ]; 

T R = T 1 + δT R (5) 

Where, T 1 is the turbine’s inlet temperature and 𝛿T R is approach 

temperature of solar receiver. 

The operating and geometric parameters of the solar receiver and 

the heliostat field are listed in Table 1 . 

Furthermore, exergy of the any system can be explained as maximum 

work obtainable from the system when system is brought to its dead 

conditions. Control volume exergy balance equation can be determined 

as [32] ; 

∑( 

1 − 

T 0 
T Q 

) 

Q̇ j − Ẇ c . v − 

∑(
ṁ i E i 

)
− 

∑(
ṁ e E e 

)
− Ė D = 0 (6) 

Where, Ė D is the exergy destruction rate and subscript j refers to 

thermal property at particular state. Solar exergy inlet to the combined 

system is determined as [ 24 , 31 ]; 

E solar = 

( 

Q̇ r 
𝜂𝑛 ⋅ 𝜂𝑟 

) 

⋅ E s (7) 

Where, E s is the dimensionless maximum useful work obtained from 

the solar irradiation. E s is expressed as [ 24 , 31 ]; 

E s = 1 + 

1 
3 

( 

T 0 
T su 

) 4 
− 

4 
3 

( 

T 0 
T su 

) 

( 1 − cosβ) 1∕4 (8) 

Where, T su and T 0 are the sun and reference temperature respec- 

tively. 𝛽 is the sun’s disc subtended half cone angle. Its value has been 

taken 0.005 rad on solar energy limiting efficiency [33] . Further, in the 

receiver, useful exergy obtained by the molten salt is defined as 

Ė r = ṁ ms ⋅ C p ms ⋅
[ (
T b − T a 

)
− 

( 

T 0 ⋅ ln 
T b 
T a 

) ] 
(9) 

Further chemical exergy of the system is constant throughout. After 

neglecting energy due to velocity and height, specific physical exergy at 

j th point is defined as [ 31 , 34 ]; 

E j = 

(
h j − h 0 

)
− T 0 

(
h j − s 0 

)
(10) 

3.3. Thermal modeling for combined cycle 

In this section main modeling equations are discussed while detailed 

modeling equations already discussed in the previous literature such as 

Ref. [ 26 , 27 ]. 

Effectiveness approach is considered for calculating heat transfer 

from the all heat exchanger. Heat received by the combined cycle from 

the SPT field is given by the heat balance equation in the HEX1 [24] ; 

Q̇ r = Q̇ HEX 1 = ṁ ms ⋅ C p ms ⋅
(
h b − h a 

)
= ṁ SCO 2 ⋅

(
h 7 − h 6 

)
(11) 
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Fig. 2. a. T-s (temperature- entropy) diagram for the RMCIC sCO 2 cycle. 2b.T-s 

(temperature-entropy) diagram for the PDORC. 

Heat transfer in the HTR is determined by effectiveness formula and 

energy balance equation [24] ; 

Q̇ HTR = ṁ sCO 2 ⋅
(
h 8 − h 9 

)
= ṁ sCO 2 ⋅

(
h 6 − h 5 

)
(12) 

Where, ṁ sCO 2 is total sCO 2 mass flow rate in topping cycle. Effective- 

ness of the HTR having same mass flow rate in hot side and cold side of 

HTR is defined as [24] ; 

ε HTR = 

T 8 − T 9 
T 8 − T 5 

(13) 

Heat transfer in LTR is also defined by applying the heat balance and 

effectiveness formula; 

Q̇ LTR = ( 1 − x ) ⋅ ṁ sCO 2 ⋅
(
h 5 − h 4 

)
= ṁ sCO 2 ⋅

(
h 8 − h 7 

)
(14) 

Where, ‘x’ is the fraction of ṁ SCO 2 goes to main compressors 

Effectiveness of the LTR having different mass flow rate in both hot 

and cold sides of LTR is defined as [24] ; 

ε LTR = 

C sCO 2 ⋅( T 4 − T 5 ) 
C min ⋅( T 9 − T 4 ) 

(15) 

Where, C sCO 2 is the heat capacity of sCO 2 . C min is the minimum of 

both hot and cold sides . 

Heat absorbed by the PDORC through the HEX2 can be given by 

energy balance and the effectiveness formula; 

Q̇ HEX 2 = ṁ SCO 2 ⋅
(
h 10 − h 1 

)
= ṁ PDORC ⋅

(
h 11 − h 18 

)
(16) 

Where, ṁ PDORC is the PDORC’s working fluid mass flow rate 

Effectiveness of the HEX2 is defined as [24] ; 

ε HEX 2 = 

C PDORC ⋅( T 11 − T 18 ) 
C min ⋅( T 10 − T 18 ) 

= 

C sCO 2 ⋅( T 10 − T 1 ) 
C min ⋅( T 10 − T 18 ) 

(17) 

Where, C PDORC and C sCO 2 are the heat capacity of PDORC working 

fluid and sCO 2 respectively. C min is the minimum of these two values. 

Similarly, Heat absorbed by the PDORC through the intercooler (IC) 

as heat exchanger can be given as [24] ; 

Q̇ IC = x ⋅ ṁ SCO 2 ⋅
(
h 2 − h 3 

)
= ṁ PDORC ⋅

(
h 17 − h 16 

)
(18) 

Effectiveness of the IC is defined as; 

ε IC = 

C PDORC ⋅( T 17 − T 16 ) 
C min ⋅( T 10 − T 18 ) 

= 

C sCO 2 ⋅( T 2 − T 3 ) 
C min ⋅( T 10 − T 18 ) 

(19) 

Net power output obtained from standalone RMCIC cycle is defined 

as; 

Ẇ net RMCIC = Ẇ Turbine − Ẇ MC 1 − Ẇ MC 2 − Ẇ RC (20) 

Net power obtained by the bottoming PDORC cycle defined as; 

Ẇ net PDORC = Ẇ OT 1 + Ẇ OT 2 − Ẇ P1 − Ẇ P2 (21) 

Therefore, net power obtained by the combined cycle is defined as; 

Ẇ net combined = Ẇ net RMCIC + Ẇ net PDORC (22) 

Solar powered standalone RMCIC cycle and combined cycle’s ther- 

mal efficiency are determined respectively as; 

ηth RMCIC = 

Ẇ net RMCIC 

Q̇ solar 
(23) 

ηth combined = 

Ẇ net combined 

Q̇ solar 
(24) 

In addition, the combined system exergy analysis must also be ad- 

dressed in this section. The destruction of exergy in each component is 

calculated by applying the Eq. (6) for exergy balance for each compo- 

nent after assuming no loss of heat in the component [32] . 

After calculating the exergy destruction rate for each component, 

total exergy destruction rate for the combined cycle is calculated as; 

Ė D RMCIC = Ė D HEX 1 + Ė D Turbine + Ė D HTR + Ė D LTR + Ė D MC 1 

+ Ė D MC 2 + Ė D RC + Ė D HEX 2 + Ė D intercooler (25) 

Ė D combined = Ė D RMCIC + Ė D OT 1 + Ė D OT 2 + Ė D P 1 + Ė D P 2 + Ė D COND 

(26) 

On the basis of the thermal modeling, numerous mathematical re- 

lations are used in the thermodynamic analysis of the SPT driven com- 

bined cycle have been discussed below; 

Standalone RMCIC and combined cycle exergy efficiency are deter- 

mined as [ 32 , 34 ]; 

ηex RMCIC = 1 − 

Ė D RMCIC 

Ė solar 
(27) 

ηex combined = 1 − 

Ė D combined 

Ė solar 
(28) 

The combined cycle’s thermal efficiency can also be defined by the 

relation between thermal and exergy efficiency of the combined cycle 

[32] ; 

ηth = ηex ⋅ ηCarnot (29) 
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Table 2 

Thermo-physical properties of molten salt 

(magnesium dichloride + potassium chloride) 

[42] . 

Parameters Values 

Density 1593 (kg/m 

3 ) 

Specific heat capacity 1.028 (kJ/kg-K) 

Thermal conductivity 0.39 (W/m-K) 

Solidification temperature 699 K 

Stability limit 1691 K 

Efficiency (thermal) improvement by incorporating the PDORC as 

the bottoming cycle can be defined as; 

ηimprovement = 

ηth , combined − ηth , RMCIC 

ηth , RMCIC 
× 100 (30) 

It can be also written as; 

ηimprovement = 

( ηth , combined 

ηth , RMCIC 
− 1 

) 

× 100 (31) 

At last waste heat recovery ratio (WHRR to be defined which repre- 

sents the capacity of PDORC for recovering waste heat from the topping 

cycle. WHRR is defined as the ratio of the net power output (net power 

output of PDORC) to the maximum available waste heat to be recovered 

from waste heat source [35] . WHRR for the bottoming cycle is defined 

as; 

𝑊 𝐻𝑅𝑅 = 

Ẇ net , ORC 

𝑥 ⋅ ṁ sCO 2 ⋅
((
h 10 − h 0 

)
+ 

(
h 2 − h 0 

)) (32) 

Where, h 0 , h 10 and h 2 are the enthalpy of waste heat of the topping 

cycle at environmental temperature and at the inlet of HEX2 and IC 

respectively. ṁ sCO 2 is mass flow rate of the sCO 2 flowing in topping 

cycle. While x is the split ratio, it is fraction of the total sCO 2 mass flow 

rate going to compress in main compressors. Modeling equations of the 

SPT powered combined cycle were solved in engineering equation solver 

(EES) [36] . 

3.4. Selection of working fluids 

Care must be taken when selecting the working fluid for the any ther- 

modynamic cycle because it affects the cycle performance, economic 

feasibility and environmental aspects [38] . A mixture of magnesium 

dichloride (MgC l2 ) and potassium chloride has been used as molten salt 

HTF in the receiver with mass fraction of 32% and 68% respectively 

[31] . Reason behind choosing this HTF is that this is the cheapest op- 

tion for the heliostat driven sCO 2 cycle as compared to the solar salt and 

liquid sodium (Na) [37] . Table 2 listed the thermo-physical properties 

of this molten salt. The choice of working fluid for the ORC is difficult 

since it destroys its chemical stability beyond its maximum temperature, 

but at optimum pressure and temperature, it obtains optimum thermo- 

physical properties [39] . Various parameters, critical point, including 

global warming potential (GWP), thermal stability and ozone depleting 

potential (ODP), were analyzed to select suitable fluids for the study. 

High GWP fluids have been omitted from the analysis, such as hydro 

fluorocarbons (HCFCs) and high ozone depleting potential (ODP) flu- 

ids, such as chlorofluorocarbons (CFCs). The ODP was restricted to less 

than 1. The GWP was restricted to less than 150, as constrained by reg- 

ulations such as that of the European Union [40] . For the ORC system, 

working fluids are known as dry, isentropic, and wet fluid. Due to high- 

quality vapour at the expander outlet, dry and isentropic work is better 

appropriate than the other form of fluid [ 23 , 24 ]. The waste heat supply 

also has a low temperature in the current analysis. In current study, con- 

sidering the above criteria and low temperature applications in present 

study, ultra-low GWP eight HFO working fluids such as R1234ze(Z), 

R1224yd(Z), R1225ye(Z), R1233zd(E), R1234yf, R1243zf, R1234ze(E), 

and R1336mzz(Z) were therefore considered for the PDORC analysis. 

Fig. 3. Thermal efficiency comparison and variation with the maximum cycle 

temperature. 

Table 3 includes the thermal properties, protection and environmental 

data of these working fluids. For each refrigerant, the protection cate- 

gory designation has two or three numeric values (e.g., B1 or A2L). The 

first character indicates toxicity and the numeral indicates flammabil- 

ity, with or without a suffix letter. For toxicity, there are two classes: 

lower toxicity (Class A) and higher toxicity (Class B). There are four 

flammability classes: 1, 2L, 2 or 3 [41] . 

3.5. Validation of the proposed model 

Mathematical model for the standalone RMCIC and PDORC was val- 

idated independently. RMCIC and PDORC models were validated with 

the previous literature [27] and Ref. [29] , respectively, at same oper- 

ating conditions corresponding to respective literature. The calculated 

thermal efficiency of the RMCIC and PDORC were given in the Tables 4 

and 5 , respectively. Calculated thermal efficiencies for the both the cy- 

cles were found very close to the literature at the same operating con- 

ditions. 

4. Results and discussion 

All other variables, such as 20 MPa and 650°C maximum pres- 

sure and temperature respectively, were kept constant as described in 

Table 1 during the investigation of the effect of one variable. Thermo- 

dynamic properties of main stations are given in Table 6 and calculated 

by EES software. 

4.1. Effects of bottoming cycle on the standalone RMCIC cycle 

It was found that the thermal efficiency of the combined cycle was 

improved by 7.8% based on the R1234yf working fluid at the assumed 

parameters as described in Table 1 , by integrating the PDORC into the 

existing previous study recompression with the main compressor inter- 

cooling sCO 2 cycle [27] . This also demonstrates the main contribution of 

the present study as compared to the previous study Ma et al. [27] . With 

the highest cycle temperature, the thermal efficiency of the standalone 

cycle and the combined cycle grew. The rate of change in the thermal ef- 

ficiency of the stand-alone cycle, as shown in Fig. 3 , is greater than that 

of the combined cycle. The thermal efficiency of the standalone cycle 

and the combined cycle improved by 30.92 and 18.95%, respectively, 

as the maximum cycle temperature increased from 500 to 800°C. 
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Table 3 

Properties of organic working fluids [ 23 , 43 , 51 ]. 

Working substance P c (MPa) T c (°C ) T b 
∗ (°C ) Weight (Kg/Kmole) Type ODP GWP Lifetime (years) Security group 

R1234ze(Z) 3.53 150.1 9.8 114.04 Isentropic 0 < 10 - - 

R1224yd(Z) 3.33 155.5 14 148.5 Isentropic 0.00023 0.88 - A1 

R1225ye(Z) 3.335 106.5 -20 130.5 Isentropic 0.00012 0.87 - - 

R1233zd(E) 3.57 165.5 18.32 130.5 Isentropic 0.00024 1 - A1 

R1234yf 4.597 94.7 -30 114.04 Isentropic 0 < 1 - A2L 

R1243zf 3.518 104.44 -25.41 96.05 Dry 0 < 1 - A2 

R1234ze(E) 3.64 109.4 -19.0 114.043 Dry 0 6 0.025 A2L 

R1336mzz(Z) 2.903 171.3 33.4 164 Dry 0 8.9 0.0602 A1 

Table 4 

Validation of toping RMCIC sCO 2 cycle. 

Operating conditions Thermal efficiency Estimated error 

Maximum pressure = 20MPa 

Maximum temperature = 650°C 

MC1 inlet pressure = 6.25 (MPa) 

MC1 inlet temperature = 35°C 

ηcompressors = 0.89 

ηt ur bine = 0.9 

Effectiveness of HTR and LTR = 0.95 

Ma et al. [27] Current model 1.35% 

50.05% 50.73% 

Table 5 

Validation of bottoming PDORC. 

Operating conditions Thermal efficiency Estimated error 

Heat source temperature = 110 °C ηOT = 0.82 ηpump = 0.72 Working fluid = R245fa Dai et al. [29] Current model -0.627% 

6.37% 6.41% 

Table 6 

Thermodynamic properties of main stations [36] . 

Main stations Working fluid Pressure (MPa) Temperature (°C) Enthalpy (kJ/kg) Entropy(kJ/kg-K) 

Main compressor-1 inlet (1) sCO 2 6.25 35 -70.01 -0.946 

Main compressor -1outlet (2) sCO 2 16.82 117.7 -23.11 -0.9327 

Intercooler outlet (3) sCO 2 16.82 35 -237.2 -1.551 

Main compressor-2 outlet (4) sCO 2 20 138.55 -3.036 -0.906 

HTR inlet (5) sCO 2 20 222.1 121 -0.6306 

Heat exchanger-1 inlet (6) sCO 2 20 488.2 452 -0.09441 

Turbine inlet (7) sCO 2 20 650 653.3 0.1453 

Turbine outlet (8) sCO 2 6.25 505 485.8 0.1772 

HTR outlet (9) sCO 2 6.25 205.7 145.6 -0.378 

LTR outlet (10) sCO 2 6.25 103 29.62 -0.651 

Organic turbine-1 inlet (11) R1234yf 3 97.98 418.3 1.645 

Organic turbine-2 outlet (12) R1234yf 1 51.76 401 1.652 

Organic turbine-2 inlet (13) R1234yf 1 66.83 417.6 1.702 

Organic turbine-2 outlet (14) R1234yf 0.5 46.76 404.6 1.707 

Condenser outlet (15) R1234yf 0.5 14.33 218 1.066 

Pump-2 outlet (16) R1234yf 1 14.87 220 1.068 

Intercooler outlet(ORC side) (17) R1234yf 1 81.98 434.1 1.749 

Pump-1outlet (18) R1234yf 3 15.55 221.1 -0.09464 

Condenser inlet (water side) (19) water 0.43 5.02 21.54 0.07655 

Condenser outlet (water side)(20) water 0.43 24.04 101.1 0.3534 

4.2. Performance evaluation with solar irradiation 

Performance of the current model was affected with solar irradiation. 

Thermal and exergy efficiency of the combined system increased contin- 

uously with the solar irradiation keeping constant all other variables as 

listed in Table 1 . As solar irradiation increases the central receiver uti- 

lized the solar energy effectively leads to more exergy at the inlet of the 

combined cycle corresponding less exergy destruction this further leads 

to the improvement of the exergy as well as thermal efficiency of the 

combined system. It was found that maximum thermal and exergy effi- 

ciency were obtained by R1243zf working fluid among all other selected 

HFO fluids. However minimum thermal and exergy efficiency were ob- 

tained by R1224yd(Z) as shown in Figs. 4 and 5 , respectively. As solar 

irradiation increased from 0.4 to 0.95 kW/m 

2 , maximum thermal and Fig. 4. Thermal efficiency variation with the solar irradiation. 
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Fig. 5. Exergy efficiency variation with the solar irradiation. 

Fig. 6. Efficiency improvement variation with the solar irradiation. 

exergy efficiency increased from 36.17 to 54.42% and 53.42 to 80.39%, 

respectively, based on R1243zf working fluid. 

Improvement in thermal efficiency decreases with solar irradiation. 

As solar radiation increases, the thermal efficiency of the standalone 

RCMIC increases faster than the combined cycle. As a result, the im- 

provement in thermal efficiency decreased from Eq. (22) . Maximum and 

minimum thermal efficiency improvements were achieved by R1243zf 

and R1224yd(Z) respectively. Maximum efficiency improvement was 

achieved by 9.8% at0.4 kW/m 

2 and decreased to 7.075% at 0.95 kW/m 

2 

of solar irradiation as shown in Fig. 6 . It can be seen from the Figure 6, 

the fluids R1234ze(E) and R1225ye(Z), show a different trend compared 

to other fluids, these fluids show a specific variation in the specific heat 

[ 49 , 50 ]. As the DNI increases the maximum temperature of the cycle, 

which affects the specific heat of the working fluids. As a result, thermal 

performance of the combined cycle has been affected. 

4.3. Performance evaluation with the maximum temperature of cycle 

Thermal and exergy efficiency of the combined cycle were improved 

with the maximum temperature of the cycle. Maximum thermal and ex- 

ergy efficiency of the combined cycle were obtained by the R1243zf 

working fluid among the other selected HFO working fluids while 

R1224yd(Z) gave minimum value. Thermal and exergy efficiency for all 

other working fluids lies between these working fluids. Maximum ther- 

mal and exergy efficiency were obtained 61% at the 800 °C based on the 

R1243zf working fluid as illustrated in the Figs. 7 and 8 , respectively, 

As maximum temperature of the cycle increased from the 500 to 800 

°C, thermal and exergy efficiency of the combined cycle increased from 

47.78 to 61% and from 70.57 to 90.1%, respectively, based on R1243zf 

working fluid,. It can also be seen from the figure that efficiency vari- 

ation with different fluids is very close to the each other weather some 

working fluids curve overlap as displays in the Figs. 7 and 8 . This is due 

to the close variation of the thermophysical properties of the HFO fluids. 

Improvement in the thermal efficiency also depends on the max- 

imum cycle temperature. Improvement in the thermal efficiency de- 

Fig. 7. Thermal efficiency variation with the maximum temperature of cycle. 

Fig. 8. Exergy efficiency variation with the maximum temperature of cycle. 

Fig. 9. Efficiency improvement variation with maximum cycle temperature. 

creases with the maximum cycle temperature for all working fluids. Be- 

cause of rate of thermal efficiency improvement with maximum cycle 

temperature for standalone cycle is greater than the combined cycle. 

Therefore, efficiency improvement decreased according to the Eq. (31) . 

R1234yf displayed maximum efficiency improvement only for temper- 

ature range from 500 to 548°C. However beyond the 548°C, R1243zf 

showed the maximum thermal efficiency improvement for all temper- 

ature range as illustrated in Fig. 9 . Efficiency improvement decreased 

from 9.59 to 6.88% as temperature increased from 500 to 800°C based 

on the R1243zf. While minimum improvement in the thermal efficiency 

was obtained with the R1224yd(Z) HFO working fluid. 

4.4. Performance evaluation with the maximum cycle pressure 

Figs. 10 and 11 displayed that thermal and exergy efficiency were 

improved with the maximum cycle pressure. This is due to the as pres- 

sure increases the enthalpy difference across the turbine increases this 

leads to the improvement in the turbine work. Consequently, thermal 

efficiency increased. It was found that among the all selected HFO work- 

ing fluids R1243zf gave the highest thermal and exergy efficiency while 

R1224yd(Z) gave lowest. Performance for all other working lie in be- 
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Fig. 10. Thermal efficiency variation with maximum cycle pressure. 

Fig. 11. Exergy efficiency variation with maximum cycle pressure. 

Fig. 12. Efficiency improvement variation with maximum cycle pressure. 

tween two fluids. As pressure increased from the 15 to 30 MPa, highest 

thermal and exergy efficiency improved by 42.6 to 71% and 79.72 to 

81.22% respectively. Improvement in the thermal efficiency with the 

maximum pressure is greater than the exergy efficiency of the combined 

cycle. This is because of the exergy destruction rate is faster with the 

maximum pressure of the cycle. 

Also thermal efficiency improvement decreases with the maximum 

cycle pressure. It is known that the thermal efficiency of standalone 

cycle increases faster than the combined cycle, therefore from the 

Eq. (31) thermal efficiency improvement decreases. Maximum thermal 

efficiency improvement was shown by the R1243zf working fluid. Max- 

imum thermal efficiency improvement decreases from the 9 to 7.05% 

based on the R1243zf. While minimum improvement in thermal effi- 

ciency decreases 6.22 to 3.68% based on the R1224yd(Z). Improve- 

ment in thermal efficiency for all other fluids lies between these flu- 

ids. While the overall maximum improvement in thermal efficiency was 

found 10.38% for the R1234yf at 15 MPa of maximum cycle pressure as 

shown in the Fig. 12 . 

Fig. 13. Thermal efficiency variation with the main compressors inlet temper- 

ature. 

Fig. 14. Exergy efficiency variation with the main compressors inlet tempera- 

ture. 

Fig. 15. Thermal efficiency improvement variation with main compressors inlet 

temperature. 

4.5. Performance evaluation with the main compressors inlet temperature 

From the Fig. 13 it is observed that thermal and the exergy efficiency 

of the combined cycle decreases with the main compressor inlet temper- 

ature keeping constant all other simulated data as listed in the Table 1 . 

Maximum thermal and exergy efficiency were found for R1243zf fluid 

and decreased from 55.53 to 54.73% and 82.02 to 80.84% respectively 

as compressors inlet temperature increased 32–38°C as shown in the 

Figs. 13 and 14 , respectively. However R1224yd(Z) showed the low- 

est both the efficiencies for all other working fluids thermal and exergy 

efficiency varies between these two fluids. 

Further, it was observed that the thermal efficiency improvement in- 

creased slightly with main compressors inlet temperature as shown in 

the Fig. 15 . Reason behind this is that as known than compressors inlet 

temperature increased thermal efficiency of the standalone recompres- 

sion with main compressors intercooling cycle decreased sharply. Since 

performance of the bottoming PDORC varied slightly with the compres- 

sors inlet temperature, therefore, combined cycle’s thermal efficiency 

decreased slower than the standalone cycle, therefore, according to the 
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Fig. 16. WHRR variation with the effectiveness of the LTR. 

Fig. 17. WHRR variation with main compressors inlet temperature. 

Eq. (31) thermal efficiency improvement increased with the main com- 

pressors inlet temperature. 

4.6. Waste heat recovery ratio variation 

This is one of the important parameters to be discussed. Maximum 

and minimum waste heat recovery ratio (WHR) was obtained by the 

R1243zf and R1224yd(Z) respectively. WHRR was increased with the 

LTR effectiveness as shown in the Fig. 16 . The reason behind this in- 

creased WHRR is that when the effectiveness of the LTR is increased, 

more heat is recovered by the cold stream of the sCO 2 . This leads to a 

lower sCO 2 temperature at inlet to HEX2. In other words, the low heat at 

the inlet to the HEX2 can be said. It reduces the inlet temperature of the 

ORC turbine. As a result, the lower inlet temperature of the ORC turbine 

increases the output power of the ORC turbine in case of organic work- 

ing fluids [48] . Maximum WHRR were found 0.5422, 0.5036, 0.3824, 

0.3651, 0.3406, 0.3359, 0.3218 and 0.2958 at 0.95 effectiveness of LTR 

by the working fluids R1243zf, R1234yf, R1234ze(E), R1336mzz(Z), 

R1234ze(Z), R1233zd(E), R1225ye(Z) and R1224yd(Z) respectively. 

Maximum WHRR was found 0.5422 with R1243zf, it means by incor- 

porating the PDORC as bottoming cycle to the standalone cycle RCMIC 

cycle, 54.22% of total waste heat recovered by the R1243zf. While low- 

est 29.58% of total waste heat was recovered by the R1224yd(Z). It can 

be said that R1243zf has been chosen as best fluid working fluid among 

the all considered fluids. 

Apart from this WHRR also depends on the main compressors inlet 

temperature. WHRR decreased with the main compressors inlet tem- 

perature as shown in Fig. 17 . Reason behind is that as compressors inlet 

temperature increased, outlet temperature of the compressors increased, 

maximum waste heat available increased but rate of output power ob- 

tained in the ORC cycle is less than that of the increased in the maximum 

waste heat available. Therefore from the Eq. (32) WHRR decreased with 

the compressor inlet temperature. Here also, R1243zf recovered more 

waste heat than all other considered working fluids. At the given in- 

put variables as listed Table 1 , Maximum WHRR were found at 32°C 

of main compressors inlet temperature 0.88, 0.833, 0.7828, 0.7571, 

Fig. 18. Thermal efficiency variation with the split ratio. 

Fig. 19. Exergy efficiency variation with the split ratio. 

0.7056, 0.6872, 0.6651 and 0.6141 by R1243zf, R1234yf, R1234ze(E), 

R1336mzz(Z), R1234ze(Z), R1233zd(E), R1225ye(Z) and R1224yd(Z) 

respectively. 

4.7. Performance evaluation with the split ratio 

As mentioned in the modeling section split ratio is the fraction of 

total mass of sCO 2 which goes to the main compressors. In this sec- 

tion performance of the system were evaluated with the split ratio at 

given operating conditions such as maximum pressure and temperature 

of the cycle is 20 MPa and 650 °C, while minimum corresponding values 

6.25 MPa and 35 °C, respectively. Thermal and exergy efficiency of the 

combined system improves with the split ratio as shown in Figs. 18 and 

19 , respectively. It can be explained as the split ratio increases total heat 

at the inlet of compressors increased. More heat energy to be converted 

in to work by PDORC. Therefore, performance of the combined system 

improved with the split ratio. It was also seen from the Figs. 18 and 

19 . Slop of the curve is decreasing; it means if further split ratio in- 

creases, temperature of the cold stream of the LTR is increased. While 

the work output from the PDORC increases. Combined effect shows that 

rate of improvement in both efficiencies with respect to split ratio de- 

creases. Highest thermal and exergy efficiency were obtained 53.99% 

and 79.91% respectively at the 0.8 split ratio based on R1243zf fluid. 

Furthermore in this section, efficiency improvement decreases with 

the split ratio as can be observed in Fig. 20 . It was already explained 

in previous section that rate of the increment in standalone cycle ef- 

ficiency is greater than the combined cycle efficiency. Therefore, im- 

provement in efficiency decreases. Highest efficiency improvement de- 

creases from 9.66% to 6.95% as split ratio increases from 0.4 to 0.8 

based on the R1243zf. While R1224yd(Z) revealed lowest efficiency im- 

provement among other considered fluids. 

5. Conclusions 

In the present research, performance analysis of the SPT driven com- 

bined recompression with main compression intercooling sCO 2 and or- 

ganic Rankine cycle has been carried out considering the eight low GWP 

10 



Y. Khan and R.S. Mishra Energy and Built Environment xxx (xxxx) xxx 

ARTICLE IN PRESS 

JID: ENBENV [m5GeSdc; June 2, 2021;12:13 ] 

Fig. 20. Effciency improvement variation with split ratio. 

fluids. Following conclusions have been made from the results and dis- 

cussion section; 

• The thermal efficiency of the RMCIC sCO 2 cycle was enhanced by 

7-8% by incorporating the PDORC as bottoming cycle. 
• The thermal and exergy efficiency of combined cycle were improved 

with solar irradiation, split ratio, maximum cycle pressure and tem- 

perature, however decreased with compressors inlet temperature. 
• Maximum exergy and thermal efficiency of the combined cycle were 

obtained 54.42% and 80.39% respectively at solar irradiation of 0.95 

kW/m 

2 of based on R1243zf fluid. 
• Cycle thermal efficiency improvement decreased with the solar irra- 

diation, maximum cycle temperature and pressure while increased 

with main compressors inlet temperature. 
• Maximum efficiency improvement was found 9% at 15 MPa of max- 

imum cycle pressure based on R1243zf fluid. 
• Maximum WHRR was found to be 0.5422, 0.5036, 0.3824, 0.3651, 

0.3406, 0.3359, 0.3218 and 0.2958 at 0.95, R1243zf, R1234yf, 

R1234ze(E), R1336mzz(Z), R1234ze(Z), R1233zd(E), R1225ye(Z) 

and R1224yd(Z) respectively. 
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Physicochemical Studies on Interaction Behavior of Potato
Starch Filled Low Density Polyethylene Grafted Maleic
Anhydride and Low Density Polyethylene Biodegradable
Composite Sheets

A. P. Gupta1, Vijai Kumar2, Manjari Sharma1, and S. K. Shukla1
1Department of Polymer Science and Applied Chemistry, Delhi College of Engineering,
University of Delhi, Delhi, India
2Central Institute of Plastics Engineering and Technology, Lucknow, Uttar Pradesh, India

Study presents compatibility behavior of polar group potato
starch and non-polar LDPE using 50%, 0.5% maleated LDPE.
The aim was to improve intermolecular interaction between two
different types of moieties (LDPE and Potato Starch). Samples
were prepared by mixing potato starch (upto 30% by weight) with
LDPE and LDPE-grafted maleic anhydride in a single step twin
screw extruder having vent zone. XRD and DSC results suggested
that maleic-anhydride group of LDPE helped the interaction with
starch and brought two chemical moieties closer to each other.
FTIR results also strongly supported new bond formation between
two chemical moieties.

Keywords Crystallinity; Dis-integrable polymer; FTIR; Full
Width Half Maxima (FWHM); LDPE-g-mA: Low
Density Polyethylene–Grafted-Maleic Anhydride;
LDPE: Low Density Polyethylene; Scherer’s equa-
tion; SEM; Thermal analysis; XRD

INTRODUCTION

Starch is inexpensive, renewable, fully biodegradable
natural material[1] and available in abundance in agricultural
resources rich country like India. The continuous and
exponential increase in the demand of polymer products in
daily use and thereafter the difficulties in their disposal in
environmentally sound manner, have led to immense
interest of research scientists, which are busy in developing
polysaccharide-filled polymers for last 20 years.

Polysaccharide-filled polymers have potential to provide
a solution to: a range of environmental concerns like
decreasing landfill space, declining use of petrochemical
resources[2–8]. The mixing of olefins with organic filler such
as starch has been done to develop dis-integrable polymer
material with desired combination of properties. The starch

such as corn[9], wheat[10], rice[11] and maize have been
successfully added into LDPE.

The dry starch has processing difficulties, because it
occurs in the form of discrete and partially crystalline
microscopic granules that are held together by an extended
micellar network of associated molecules[12], which makes
it difficult to melt or process. But in the presence of plasti-
cizers, such as glycerol[13–15], glycol[16] and water etc., the
glass transition temperature and melting temperature of
the starch are lowered and under high temperature and
shear conditions, a deformable thermoplastic material
can be achieved. Thus starch is suitable for thermoplastic
processing to become an essentially homogeneous
material[17,18]. The compatibilization of incompatible
polymer compositions is a major area of research and
development. The degree of compatibility is generally
related to the level of adhesion between the phases and
the ability to transmit stress across the interface.

Starch and polyethylene have less compatibility due to
the polar character of hydrophilic starch[19] and non-polar
character of hydrophobic polyethylene, thereby polyethy-
lene and starch are immiscible at molecular level. To bring
compatibility in between these two moities, polyethylene
should contain polar functional group that can interact
with hydroxyl group of starch.

It is reported that olefins based polymers having func-
tional group such as carboxylic acid, anhydride, epoxy
can react with the hydroxyl group of starch to form
miscible polymer[20]. Maleic anhydride (mA) is one of the
most widely used vinyl monomers[21] for graft modification
of poly-olefins because highly polar maleic anhydride func-
tional group is more compatible with the polar moieties
like starch.

Till date maleic anhydride grafted LDPE, was used as
compatibilizer with maximum amount up to 10% by
several researchers[4,22,23]. In the present study maleic
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anhydride grafted LDPE have been used up to 50% in the
prepared samples for better compatibility and to over-
come processing difficulties of starch, it was plasticized
with the help of plasticizer Glycerol. This way, we could
manage physical and chemical bond formation between
non-polar LDPE and polar potato starch at molecular
level.

EXPERIMENTAL

Materials

The native potato starch (10% moisture) was procured
from S. D. Fine Chemicals Limited, Mumbai, India.
LDPE-g-mA OPTIM E-126, 0.5% grafted was procured
from M=s Pluss Polymers, Delhi, India. The low Density
Polyethylene, Film Grade was procured from M=s Reli-
ance Industries, India.

Sample Preparation

Potato starch and glycerol were mixed in the ratio of
70:30. Then the suspension was left overnight to allow
the swelling action. Afterward, the suspension was rotated
in a high speed mixer at 3000 rpm and converted into pow-
der form. The LDPE and LDPE-g-mA was taken in a 1:1
ratio. The prepared composition was used as base material
and mixed with already prepared starch suspension in
different ratios. Prepared mixtures were manually fed into
an industrial standard twin screw extruder (JSW, made in
Japan) having screw diameter d¼ 30mm and length to
diameter ratio l=d¼ 36. The extrusion conditions were as
follows.

The temperature profile along the extruder barrel was
kept at 100–115–120–125–130–130–130–130–140�C (from
feed zone to die) and the screw speed was 337 rpm. The
die was a round shape with six millimeter diameter. The
material was oven dried before feeding in the hopper to
remove moisture content.

Compression Moulding

The extruded samples were compression moulded into
one millimeter thick sheets using a 12� 12 cm window
frame model in an ELCCN hydraulic pressure machine.
The plates of press were heated to 120� 5�C. The window
was placed between glazed sheets already sprayed with
silicon mould release agent on the contact surface and
filled with material. The assembly was then placed in a
hydraulic press of capacity up to 1600 kg=cm2 and initi-
ally heated for three minutes without applying pressure
to ensure uniform heat flow through the material. The
temperature was maintained at 120� 5�C for all samples
for 15 minutes at a pressure of 1600 kg=cm2. The sheet
was removed after cooling of the press through a water
cooling system. The compositions of prepared samples
are given in Table 1.

CHARACTERIZATION OF POLYMER COMPOSITION

Infrared Spectroscopy

IR spectroscopy is a valuable tool for detecting specific
structural group in organic and polymeric materials. Tran-
sitions between vibrational or rotational states of molecule
can be detected by infrared spectroscopy. Fourier Trans-
form IR spectrums of samples using Attenuated Total
Reflectance (ATR) technique were obtained in Perkin
Elmer spectrometer (Model No. RX-1) in the spectral
region in between 4000 and 1500 cm�1.

Thermal Properties (DSC)

Polymer melts over a temperature range due to the dif-
ference in size and regularity of the individual crystallites.
The melting point of a polymer is generally reported as a
single temperature, where the melting of the polymer is
complete. Crystallinity is a state of molecular structure
referring to a long periodic geometric pattern of atomic
spacing. In semi-crystalline polymer such as polyethylene
the degree of crystallinity influences the degree of
stiffness, hardness and heat resistance. LDPE is a semi-
crystalline thermoplastic polymer, which upon the appli-
cation of heat undergoes a process of fusion or melting,
where the crystalline character of the polymer is
destroyed. The percent crystallinity was calculated on
the assumption that heat of fusion of 100% crystalline
LDPE is 276 J=g[24].

The thermograms of LDPE-g-mA, LDPE and Potato
Starch were obtained using Differential Scanning Calori-
meter (Model No. Pyris-6, Perkin Elmer Corp., UK). The
5.0 to 8.0 milligram of samples encapsulated in hermeti-
cally sealed aluminium pane were prepared for each
sample. Samples were heated at 10�Cmin�1 and cooled
at 5�Cmin�1. The thermal transition; such as fusion, was
scanned from 25 to 300�C. The thermal transition was cal-
culated from the second heating cycle. The same tempera-
ture profile was applied to all samples. Each run
was performed under Nitrogen atmosphere. The melting

TABLE 1
Sample compositions

Sample Raw material

Number %
LDPE,

%
LDPE-g-mA,

%
Potato starch,

%

1 0 50 50 0
2 5 47.5 47.5 5
3 10 45 45 10
4 15 42.5 42.5 15
5 20 40 40 20
6 25 37.5 37.5 25
7 30 35 35 30
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temperature of the samples was obtained from the
maximum peak and area under the peak, respectively.

The degree of crystallinity was calculated via the total
enthalpy method, according to Eq. 1[25].

Xc ¼
DHm

DHþ
m

ð1Þ

where Xc is the degree of crystallinity, DHþ
m is the specific

melting enthalpy for 100% crystalline LDPE. We have
taken the value of DHþ

m for LDPE as 276 J=g[24].

X-Ray Diffraction (XRD)

The X-ray diffraction pattern of LDPE, LDPE-g-mA
and Potato Starch compositions were obtained with
(Model No. Rigaku RUB-200, Japan) diffractometer
operating at 50KV and 60mA using Cu=K/ wavelength
of 1.542 Å. Scattered radiations were detected at ambient
temperature in the angular region of 2h of 10 to 60� at
the rate of 2� per minute.

The degree of crystallinity was estimated from XRD
data recorded on the area detector as the ratio of scattering
from the crystalline region Icr (sample no. 1, considering
it as 100% crystalline component) to the total sample
scattering Icrþ Iam (Amorphous and crystalline regions of
different samples) using a simple peak area method. The
equation used for the analysis (Eq. 2) is:

ax ¼ Icr
Icr þ Iam

ð2Þ

The crystal size has also been determined from the XRD
recorded data, by applying the Scherer’s equation (Eq. 3)
with FWHM as the b is Full Width Half Maxima
(FWHM) of the reflection.

D ¼ 0:9 k
bCos h

ð3Þ

where D is crystal size in Å, k is wavelength in Å of X-ray,
b is Full Width Half Maxima (FWHM) and h is diffraction
angle.

RESULTS AND DISCUSSION

Infrared Spectroscopy (FTIR:ATR)

FTIR results show that chemical reaction between
LDPE-g-mA and starch could take place resulting in ester
group formation, which has improved the compatibility in
between non-polar LDPE and Polar Starch. This has
helped in improving the dispersion of starch and interfa-
cial adhesion in the resultant polymer composition. The
steps of plausible scheme for ester formation between
the polar group of LDPE-g-mA and hydroxyl group of
starch are given below.

Step-I shows the conversion of LDPE into LDPE-
grafted maleic anhydride and Step-II shows the formation
of bio-disintegrable polymer with the help of LDPE-g-mA,
LDPE and Starch.

Figure 1 depicts FTIR spectrum of LDPE-g-mA, LDPE
and Potato Starch compositions, wherein important peaks
are summarized in Table 2, along with specific characteri-
stic reasoning.

Spectrum analysis shows a peak around 1720 to 1730 cm�1

region. However it is known that the saturated ester shows
C¼O stretching bend near 1740 cm�1 but carbonyl group in
conjugation with double bond, such as CH¼CH–CO–O the
frequency is lowered near 1720 cm�1[26]. The peak observed
in this region, in analyzed samples supported the formation
of ester group due to the reaction between grafted maleic
anhydride and hydroxyl group of starch.

A plausible structure of cumulative double bond forma-
tion is given below:
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A peak is observed around the 2350 cm�1 region: The
presence of cumulative double bond O¼C¼O gives strong
absorption spectrum peak at 2350 cm�1[26]. Results
show that after mixing of starch, cumulative double bond
structures are formed, supporting chemical compatibility

between starch and grafted maleic anhydride. Both
peaks have strongly supported the new bond formation,
which proves that the starch and maleic anhydride of
LDPE had chemically reacted. A peak was observed in
between 3000 to 2800 cm�1 region. The FTIR spectrum

TABLE 2
Major IR absorptions and assignments for LDPE-g-mA=LDPE=potato starch composites

Major IR bands obtained form prepared samples

Wave number cm�1 Assignments Remarks

2916(s) C–H stretching LDPE Characteristics
All samples are showing the C–H characteristics band within this
region.

1598(s) C¼C stretching LDPE Characteristics
Alkene characteristics peak present in all samples.

1726 (s) C¼O stretching Keto group
If the carbonyl group in conjugation of double bond

the frequency is lowered to near 1720 cm�1

All the samples show peak in 1722 to 1726 cm�1 region which is
strong evidence of anhydride group presence in LDPE
backbone as a pendant chain.

2350 (s) O¼C¼O stretching Cumulative double bonds are formed after the mixing of starch
in LDPE-g-mA which shows that starch has chemically
reacted with anhydride group.

3600–3000 strong peak
(hump like shape)

O–H Stretching Hydrogen bonding is getting stronger and stronger as the ratio
of starch is increasing in samples.

FIG. 1. FTIR Analysis of Samples (1) LDPE-g-mAþLDPE, (2) LDPE-g-mAþLDPEþ 5% Starch, (3) LDPE-g-mAþLDPEþ 10% Starch,

(4) LDPE-g-mAþLDPEþ 15% Starch, (5) LDPE-g-mAþLDPEþ 20% Starch, (6) LDPE-g-mAþLDPEþ 25 Starch and (7) LDPE-g-mAþ
LDPEþ 30% Starch.
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of LDPE=LDPE-g-mA and potato starch in different
compositions have a characterized C–H stretching
bend.

A peak was observed in between 3600 to 3000 cm�1

region. The observed peak is due to the Hydrogen bond-
ing, which is consistently broadening on increment of
starch contents in prepared samples. Hydrogen bonding
characteristically involves a bond between hydrogen
(proton donor) and another group (proton acceptor or
electron donor). The polymers exhibiting ability of forma-
tion of hydrogen bonds are usually more miscible with
wide range of polymers. The broadening of peak observed
is due to the formation of strong hydrogen bond, which
supports the molecule-molecule interaction between two
polar groups.

A plausible structure of hydrogen bond formation is
given below:

As a result, it can be said that the compatibility in
between LDPE=LDPE-g-mA and Potato Starch has been
improved significantly at the molecular level.

Thermal Analysis (DSC)

The DSC results are shown in Table 3. It is clear from
the table that, as Potato Starch contents increase, the heat
of fusion and crystallinity decrease among prepared sam-
ples because heat of fusion is directly proportional to the
amount of crystalline LDPE. An apparent decrease in the
heat of fusion is due to the decrease in the weight fraction
of LDPE in the copolymer because of incorporation of
starch and bulky group of maleic anhydride.

Percent crystallinity of LDPE has significantly decreased
with the increase of Potato Starch contents among samples.
This decrease was attributed to interaction of polar group
of the LDPE-g-mA with hydroxyl group of Potato Starch
during extrusion process. This interaction has reduced the
interfacial tension between Potato Starch and LDPE, so
that the nucleus has migrated to the interface and LDPE

TABLE 3
Tm, DH, crystallinity analysis of (1) 0% Starch (2) 5%
Starch (3) 10% Starch (4) 15% Starch (5) 20% Starch
(6) 25% Starch (7) 30% Starch, Composite samples

Sample
No.

Tm
�C

DH
J=g

%
Crystallinity

1 112.14 79.635 28.64
2 111.50 73.895 26.53
3 112.0 68.280 24.56
4 112.0 53.713 19.50
5 111.50 54.232 20.04
6 111.89 42.649 15.34
7 108.65 41.887 15.00

FIG. 2. DSC Curves of (A) LDPE-g-mA, (B) 0% Starch, (C) 5% Starch, (D) 10% Starch, (E) 15% Starch, (F) 20% Starch, (G) 25% Starch, and (H) 30%

Starch.
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crystals have grown on the compatible interface between
LDPE and LDPE-g-mA.

X-Ray Diffraction (XRD)

X-ray diffraction of various compositions are presented
in Figure 3 (patterns A-J). Native starch being an amor-
phous material, A-type of crystalline pattern was observed
starting with first reflection (2h) at 16.95 and other
broadened reflections (2h) at 22.18, 24.06, 26.11, 35.57
(�), pattern is reflected in trace A. The diffraction profiles
of raw LDPE-g-mA and LDPE samples exhibited well
defined peak predominant (2h) at 21.6 (�) (trace B and
C)[27]. The typical A-type crystallinity pattern of native
starch could not be retained in extruded samples obtained
by experimental conditions employed in this work. Traces
of B-type crystalline pattern characterized by peaks with
angular locations at 2h¼ 21.0, 23.34 (�) are detected in dif-
ferent diffractograms (trace D, E, F, G, H, I and J) with
increasing starch contents up to 30%. It is worth noting
that the former diffraction peaks are coincident with LDPE
characteristic reflection. It shows the conversion of native
starch leads to loss of natural organization of starch
molecules. Therefore amylose and amylopectin molecules
crystallize into B-type crystalline structures.

The development of crystalline phase of LDPE in sam-
ples is evidenced by the appearance of its characteristics
peaks located at 2h¼ 21.0, 23.3 (�) approximately. No
additional reflection is observed in the diffractograms of
the samples. This fact suggests that the LDPE structure
do not change appreciably in the presence of starch and

LDPE-g-mA. The microstructural parameters such as
d-spacings, crystal size, D, and Degree of crystallinity has
been calculated employing X-ray Diffraction patterns
which are shown in Table 4.

The results indicate that on account of this incorporation
of Potato Starch in LDPE-g-mA and LDPE compositions:

1. The crystal size has been increased due to development
of secondary bonds (H-bonds=van der Waal forces)
between the anhydride group of LDPE and hydroxyl
group of starch.

2. The d-spacing has been observed in XRD showing the
reduction, which might be due to the interaction

FIG. 3. XRD Curves of (A) Native Starch, (B) LDPE-g-mA, (C) LDPE, (D) 0% Starch, (E) 5% Starch, (F) 10% Starch, (G) 15% Starch, (H) 20%

Starch, (I) 25% Starch, and (J) 30% Starch.

TABLE 4
d-Spacing, Crystal size, D, and Degree of Crystallinity of
LDPE and LDPE grafted maleic anhydride with different
potato starch contents in wt% (1) 0 (2) 5 (3) 10 (4) 15 (5) 20

(6) 25 (7) 30, using XRD

Sample
No.

d spacing
in Å

Crystal
size D

Degree of
crystallinity

1 4.2445 2.199 1.00
2 4.2219 2.231 0.86525
3 4.2262 2.491 0.79600
4 4.2270 2.474 0.73800
5 4.1939 2.585 0.61649
6 4.1969 2.717 0.62560
7 4.2023 2.926 0.52810
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between the hydroxyl group of starch and anhydride
group of LDPE.

3. The intermolecular interaction has brought two chemi-
cal moieties closer to each other. The results of DSC
also supported of secondary bond formation.

Scanning Electron Microscopy (SEM)

SEM micrographs of the prepared samples displayed
homogeneous phase between Potato Starch, LDPE-g-
mA and LDPE. The SEM micrographs have been pre-
sented in earlier paper of the author[28]. The SEMs have
indicated good interfacial adhesion between Potato
Starch, LDPE-g-mA and LDPE. This is due to the
hydrogen bonding interaction between anhydride group
and hydroxyl group of starch. These interactions lead
to lowering the interfacial tension between Potato Starch
and LDPE phase, leading to better compatibility and
miscibility.

CONCLUSIONS

The mixing of 50% LDPE-g-mA in the prepared com-
position has shown better compatibility as well as misci-
bility in between LDPE and Potato Starch. This is a
better approach to improve the miscibility and compat-
ibility between hydrophobic and non-polar LDPE and
hydrophilic and polar Potato Starch. The high end
technologies like DSC, FTIR, SEM and XRD available
as on date, for the determination of compatibility in
between these components, were used and have sup-
ported the fact.

LDPE containing a reactive polar group, has signifi-
cantly improved the interaction at molecular level. The
LDPE-g-mA have chemically reacted with hydroxyl group
of starch and resulted into ester formation, which devel-
oped a strong primary bond in between two moieties and
enhanced the compatibility. This reactive group has also
generated a strong interfacial secondary bond such as
hydrogen bond, because of which two chemical moieties
have come closer to each other. Therefore, it is expected
that the oxygen of anhydride group, which has been intro-
duced in the LDPE shall also help in degradation of LDPE
together with starch.
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Abstract
Tunnelling is a quantum mechanical effect which becomes significant in plasmonic sys-
tems with nanogap regions. In a system of closely spaced metal nanoparticles plasmon 
tunnelling plays an important role in the transfer of energy and hence governs the optical 
properties of the system. Plasmon assisted tunnelling through a system depends on the skin 
depth of the material in consideration, which in turn is controlled by the wavelength of 
incident light. Here, we present, ‘gradient potential dependent skin-depth theory (GPST)’ 
explaining resonant plasmons assisted tunnelling through metal nanoparticles for the oper-
ating wavelength of 1.1  μm. For a system of silver nanodisk dimer with sub-nanometer 
interparticle distance, the nanogap region between adjacent nanodisks give rise to gradi-
ent potential forming the tunnelling zone and is verified by finite difference time domain 
computational method. The energy eigenvalues and corresponding eigen frequencies are 
obtained for the dimer system. The proposed GPST can predict the behaviour of plasmon 
tunnel diode, plasmonic Josephson junction assisted superconductivity, plasmon tunnelled 
field-effect transistors etc. significantly improving the performance of integrated circuits.

Keywords  Gradient potential · Resonant plasmon tunnelling · Skin depth · Nanodisk dimer 
and energy eigen value

1  Introduction

Plasmonics is fast becoming an imperative technology being used in the development of 
nanoscale devices (Maier et  al. 2001; Huang et  al. 2009, 2010; Haes and Duyne 2002). 
With advancement in nanotechnology, metal nanostructures such as metal-insulator-metal 
geometry or metal nanoparticles (MNPs) of different size and shapes can be patterned as 
required (Wang et  al. 2011; Stellacci et  al. 2002). These metallic nanostructures offer a 
myriad of permutations for plasmonic devices with remarkable properties (Schaadt et al. 
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2005; Nagel et al. 2013; Stolz et al. 2014; Chen et al. 2016). Plasmonic systems consist-
ing of metal nanoparticles exhibit transmission characteristics that can be tuned by vary-
ing the size, shape, interparticle distance and arrangement of metal nanostructures and it 
also depends on the plasmon resonance frequency specific to the system. It is observed 
that resonant plasmon tunnelling occurs in closely spaced metal-insulator-metal systems, 
consequently contributing to the transmission spectra. Sidorenko and Martin studied reso-
nant tunnelling of surface plasmon polariton across interruption in the metallic film and 
observed high tunnelling efficiency with greater amplitude transmission (Sidorenko and 
Martin 2007). Metal-insulator-metal geometry also offers perfect tunnelling junction yield-
ing highly efficient surface plasmon polariton excitation as well as provide control over 
outcoupling mechanism (Makarenko et  al. 2020) Resonant plasmon tunnelling transmits 
energy and hence causes enhanced forward transmission (Xiao and Mortensen 2008; Park 
et  al. 2008) and it is observed that in periodically corrugated thin metal film it leads to 
extraordinary transmission even without the presence of holes (Avrutsky et al. 2000). Fur-
thermore, the structures with subwavelength aperture also exhibit enhancement in trans-
mission several orders of magnitude compared to the predicted values and were explained 
as plasmon enhanced light tunnelling through subwavelength holes (Popov et  al. 2000; 
Martin-Moreno et al. 2001; Liu and Tsai 2002). Besides, the surface plasmon (SP) induced 
resonant tunnelling can be manipulated using an external static magnetic field through thin 
structured semiconductor film (Lan et al. 2007) and monitored during the excitation of SP 
modes on the cavity embedded metal films (Lan et  al. 2009) to be used as resonator or 
waveguide. In addition, plasmons in tunnel-coupled graphene layers structures can act as 
quantum cascade gain media (Svintsov et al. 2016), and ultrathin plasmonic devices can be 
possible due to the electrical excitation of plasmons in graphene monolayers sandwiched 
structures (Vega and Abajo 2017; Abajo et  al. 2005). Thus, it is apparent that resonant 
plasmon tunnelling through plasmonic devices is opening avenues for unique applications 
such as tunnelling microscopy, two dimensional semiconductors, superconducting circuits 
etc. (Garg and Kern 2020; Ramazani et al. 2020; Smith et al. 2020). To name a few, Uskov 
et al. (2016), whereas Liu, Wolf and Kumagai reported plasmon assisted resonant electron 
tunnelling from a silver/gold tip to field emission resonances of Ag (111) surface induced 
by a continuous laser excitation of a scanning tunnelling microscope junction at visible 
wavelength (Liu et al. 2018). Another interesting work was reported by Pshenichnyuk et al. 
(2019) where they demonstrated edge-plasmon assisted electro-optical modulator. Hot car-
riers open another exciting research topic in chemical analysis, optoelectronic processes 
and these hot carriers can be excited with tunnelling electrons. Researchers have designed 
1011 tunnel junctions per square centimetre containing an array of electrically driven plas-
monic nanorods which demonstrate hot electron activation of oxidation and reduction 
reactions in the junctions (Wang et  al. 2018). Generation of hot electrons can make the 
nanoscale tunnel junctions highly reactive and can hence activate strongly confined chemi-
cal reactions which in turn can modulate the tunnelling processes. Xu, Li and Jin reported 
about negative differential resistance (NDR), a novel phenomenon based on planar plas-
monic tunnel junction, which results from plasmon assisted long range electron tunnelling 
and electron caching effect of Au@SiO2 nanoparticles and have demonstrated program-
mable organic-free memristor based on plasmonic tunnel junction (Xu et al. 2020). Hence 
it is needed that various structures of metal nanostructures should be studied and also the 
underlying mechanism to set a platform for plasmon assisted tunnelled devices such as 
plasmon tunnel diode, plasmonic Josephson junction assisted superconductivity, plasmon 
tunnelled field-effect transistors etc.
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2 � Gradient potential dependent skin‑depth theory (GPST)

In this paper we propose ‘gradient potential dependent skin-depth theory (GPST)’ a novel 
way to investigate resonant plasmon tunnelling through the dimer system with sub-nanom-
eter interparticle distance. The region between adjacent nanodisks gives rise to gradient 
potential due to the property of its geometry leading to the formation of tunnelling zone 
and is substantiated by finite difference time domain (FDTD) computational method. For 
spatial resolution, the grid size of 0.020 µm in x, y and z directions were taken with a per-
fectly matching layer for the FDTD simulation with pulse of the type Gaussian excitation. 
The material silver was chosen from the materials library for the nanodisk dimer. We fur-
ther obtain the energy and frequency eigenvalues for the dimer system. If the interparticle 
distance between two metal nanodisks is just few nanometre (see Fig. 1a), the force and 
hence the potential on bisector XY is maximum at radial centre represented by a circle 
(Fig. 1b), from both the disks lying at the shortest distance from the boundary points P 
and P’ of the two particles. Therefore, the potential decreases as the distance between the 
boundary of the particle and that of the bisector increases, with decreasing potential rep-
resented by a star symbol in Fig. 1b. So, the geometry of the nanodisks instigate region 
of varying potential (Fig.  1b) with Vmax and Vmin represented as circle and star respec-
tively. As the nanodisks come closer, this region of varying potential between both the 
particles overlaps (Fig. 1c). This overlapping gives rise to a region of gradient potential 
between two consecutive nanodisks as shown in Fig. 1d and is marked as a tunnelling zone. 
The common overlapped domain acts as a tunnelling zone for plasmons, facilitating strong 

Fig. 1   Schematic representa-
tion of closely spaced silver 
nanodisks revealing formation 
of tunnelling zone between the 
nanodisks. a Closely spaced sil-
ver nanodisks with subnanometer 
interparticle distance. b Variation 
of potential between the nano-
disks. c and d The region of high 
potential overlaps as the disks 
come closer forming a tunnel-
ling zone which assists resonant 
plasmon tunnelling. e Array of 
closely spaced nanodisks with 
tunnelling zone forming a peri-
odic arrangement
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plasmon-plasmon interaction for adjacent metal nanodisks in an array of nanoparticles 
forming a periodic system (Fig. 1e). This periodic system along with the region of gradient 
potential between the particles acts as a corrugated metal-insulator system and thus skin 
depth comes into effect.

2.1 � Skin depth

Skin effect is an important phenomenon which cannot be ignored when we expect a region 
of high potential between nanoparticles with sub-nanometre interparticle spacing. It is pos-
sible via plasmonics that optical field can be localized tightly if the size of metal nanopar-
ticles is smaller than the skin depth (Stockman 2011). Skin depth which is a wavelength 
dependent as well as material dependent function plays a pivotal role in resonant tunnelling 
mechanism since it can control the losses due to retardation effects, transmission, radia-
tion etc. As skin-depth is a function of incident wavelength, we calculate and observe that 
larger incident wavelength results in increased skin depth (see Fig. 2) and hence increases 
the total tunnelled intensity at the output end of the system. Figure 2 reveals that as the 
incident wavelength increases it has a deeper skin effect while propagating through the 
particles. Therefore, gradient potential present between the silver nanodisks along with 
wavelength dependent skin depth effect assists resonant plasmon tunnelling through the 
nanoparticles system.

2.2 � Structure

The system under study comprises a chain of silver nanodisks with radius 10 nm and inter-
particle spacing of 5 nm or less. An important point to be considered in case of the metal 
nanoparticles is that there is local field enhancement at each individual nanoparticle. With 
interparticle distance less than a few nanometres these local fields interact, and the result-
ant output is the synergy of the enhanced local field and the skin depth effect. Also, the size 
of the nanoparticle plays an important role in tunnelling mechanism, that is, if the particle 
size is smaller than the skin depth for a particular incident wavelength then the tunnel-
ling efficiency is more and if the particle size is larger than the skin depth then the system 
exhibit less tunnelling efficiency. Furthermore, the output is expected to be the resultant of 
in-phase interaction among the tunnelled plasmons (bonding mode) or out-of-phase inter-
action (antibonding mode).

3 � Result and discussion

It is realized from the plot (Fig.  2a) that as the incident wavelength increases from 0.1 
to 3.5 μm, the skin depth increases respectively and is between 3 and 4 nm for infrared 
regime. To comprehend the effect of skin depth on a nanoparticle we take a silver nano-
disk of radius 10 nm and study the transmission spectra for the same over a range of input 
wavelengths from 0.1 to 3.5 μm with transverse magnetic (TM) polarization. The normal-
ized transmission spectra are shown in Fig. 2b and the system exhibits a distinctive con-
figuration. It is perceived that there are few allowed energy bands that are particular to 
this system and the spectra is illustrated with respect to wavelength in the inset of Fig. 2b. 
Plot in the inset reveals that the incident wavelength of 1.1 μm has gained the most due to 
skin depth effect. The threshold value of the input energy can be tailored and optimized by 
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changing the device parameters such as size, shape etc. and varies for system to system. 
The peak value of these bands are the energy eigenvalues and corresponding frequency 
for the nanodisks system. Further, these eigenvalues correspond to the quantum tunnelling 
phenomena where the plasmons assist the electron tunnelling through the dimer system and 
form the solutions of the system. This is further confirmed by the data recorded on differ-
ent monitors (M1, M2 and M3) that are placed at different positions as shown in Fig. 3 and 
is described later in this section. Hence, the eigenvalues entails more tunnelling efficiency 
and the effect is maximum. We set 1.1 μm as the operating wavelength from launch L and 
proceed with a system of two silver nanodisks shown in Fig. 3a and vary the interparticle 
distance with monitors M1, M2 and M3 to record the transmission. It is observed that when 
the interparticle distance between the two nanodisks is less than 1.5 nm, there is a sig-
nificant overlap of the gradient potential of the two resulting in the formation of tunnelling 
zone and it is also verified through electric field profile obtained via finite difference time 
domain method. Electric field Ey, profile obtained for the system (see Fig. 3b) confirms 

Fig. 2   a Plot showing skin depth dependence on incident wavelength and the corresponding frequency. 
b Normalized transmission spectra for a silver nanodisk revealing allowed energy bands for the system. The 
inset highlights the wavelength of 1.1 μm gains the most due to skin depth effect
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tunnelling zone which assists resonant plasmonic tunnelling. Besides, depending upon the 
interparticle distance there can be a node (Fig. 3c) or antinode (Fig. 3d) at the position of 
the monitors M2 and M3 contributing to the overall tunnelling efficiency.

The incident wavelength of 1.1 μm is launched from L, and the monitors M1, M2 and 
M3 measure the transmission spectra with respect to the position of the monitor as shown 
in Fig. 4a–c and hence revealing the tunnelling efficiency as the distance between the two 

Fig. 3   a System of silver nanodisk dimer with subnanometer interparticle spacing with ‘L’ as the launch 
and monitors M1, M2 and M3 to record the transmission spectra. b Electric field profile for the nanodisk 
dimer with significant field intensity between the disks edifying the tunnelling zone. c  and d Illustration 
depicting formation of node and antinode between the nanodisk consequently contributing to the total tun-
nelled efficiency

Fig. 4   a–c Show transmission spectra obtained on monitors M1, M2 and M3 respectively with wavelength 
and energy eigenvalues in (b) and (c) after tunnelling through the first and second nanodisk. Inset (i) and 
(ii) reveal zoomed in transmission recorded at M2 and M3 respectively
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disks decreases from d1 to d8 as 5.00 nm, 4.00 nm, 3.00 nm, 2.00 nm, 1.75 nm, 1.50 nm, 
1.25 nm and 1.00 nm. The reason for analysing them separately through these plots is 
exciting as the response received on each monitor is different and the reason behind it is the 
position where these monitors are placed. M1 which is exactly in front of the launch shows 
symmetric response unlike M2 where tunneling effect through one disk is observed and M3 
where tunneling through the dimer is observed. It is observed that for the input monitor 
M1 all the curves obtained are symmetrical and exhibit single peak centred at λ1 = 0.84 μm 
(Fig. 4a) although there is a blue shift (or high energy shift) with respect to the input wave-
length which happens due to the interaction of the enhanced local field of the first particle 
with the incident beam.

But at second monitor M2 we notice some remarkable results. After the resonant plas-
mons tunnel through the first nanodisk the transmission characteristics obtained on monitor 
M2 reveal two additional peaks λ2 at 0.88 μm (± 0.01 μm) and λ3 at 1.0 μm (± 0.01 μm) 
along with the central peak λ1 (Fig. 4b). These subsequent multiple peaks at frequent inter-
vals represent the allowed wavelengths corresponding to the allowed energy eigenvalues 
E1, E2 and E3 for the quantum system. Also, another important observation is that as the 
distance between the nanodisks decreases from d1 to d3 it is realised that there is steady 
increase in transmission (see inset (i)) but as the distance decreases further from d4 to d8 
transmission due to plasmon assisted electron tunnelling increases significantly; with d4 
and d5 showing maximum which is attributed to the in-phase (bonding mode) interaction 
of tunnelled plasmons at M2. This happens because when the distance is 1.5 nm or less, the 
gradient potential of the two nanodisks form a tunnelling zone supporting resonant plas-
mons assisting electron tunnelling and hence increase in transmission.

Further, as we record the transmission on the third monitor M3 we observe that there are 
four additional peaks λ2 at 0.88 μm (± 0.01 μm), λ3 at 0.94 μm (± 0.01 μm), λ4 at 1.02 μm 
(± 0.01  μm) and λ5 at 1.16  μm (± 0.01  μm) along with the central peak λ1 as shown in 
Fig. 4c. These wavelengths correspond to the energy eigenvalues E1 to E5 (Fig. 4c) for the 
system. The intensity of transmission on the monitor placed at M3 position decreases (inset 
(ii)) with decreasing distance from d1 to d8 because as the nanodisks get closer, the dimer 
acts as a bigger particle offering larger resistance to the plasmons assisted electron tunnel-
ling as well as out-of-phase interaction (antibonding mode) resulting in decreased intensity. 
Moreover, observing these transmission spectra in Fig. 4b, c, it is realised that there is an 
increase in the number of eigenvalues on M3 as compared to that on M2. This is attributed 
to the redistribution of energy owing to the quantum effects when the plasmons assisted 
tunnelled electrons pass through second nanodisk (in case of M3) and the system behaves 
as a coupled oscillating system due to the formation of tunnelling zone between the two 
nanodisk unlike in case of M2. Hence the proposed theory of gradient potential with skin 
depth dependence helps in understanding the output of the quantum system of silver nano-
disks dimer.

In Fig. 5 we see the transmission spectra with respect to the distance having curves 
obtained on the three monitors for a fixed value of distance. Figure 5a–h demonstrates 
the transmission spectra obtained on M1, M2 and M3 when the distance between the 
nanodisks varies from d1 to d8 respectively. Another important observation is that there 
is notable intensity of red (M2) and blue (M3) curves which imply transmission due 
to significant plasmon assisted tunnelling with decreasing distance between the nano-
disks (Fig. 5a–h). But, there is no regular increasing or decreasing pattern when dis-
tance between the nanodisks decreases from d1 to d8. This can be understood from 
Fig. 3c, f since the position of the monitors M2 and M3 varies when distance changes 
from d1 to d8 and there can be formation of node or antinode at the position of M2 and 
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M3 resulting in less or high intensity peaks. Hence, it is inferred from Fig. 3c, d that 
when the distance is more than what is required for tunnelling zone, then the factors 
which control the tunnelling are node or antinode formation and in-phase or out-of-
phase interaction at the monitor position yielding overall resonating plasmons assisted 
tunnelling efficiency. But when the disks are appreciably close resulting in a tunnelling 
zone then it is the gradient potential and the skin depth effect which control the total 
tunnelled efficiency.

We also obtained the electric field profile for the silver nanodisks quantum system 
to understand the field behaviour. Figure 6a–h display the electric field profile of the 
silver nanodisks quantum system demonstrating formation of a tunnelling zone when 
the distance between the nanodisks decreases from d1 to d8. When observed carefully 
these results confirm that there is a region of high potential when the disks get closer 
leading to the formation of tunnelling zone thereby encouraging resonant plasmons 
assisted tunnelling and if the input wavelength is sufficient enough to result in higher 
skin depth then tunnelling efficiency is indeed high (Fig. 6e–h).

Fig. 5   a–h Transmission spectra 
obtained on monitors M1 M2 and 
M3 with distance varying from 
d1 to d8 between the nanodisks 
showing variation of tunnelling 
efficiency with varying interpar-
ticle distance
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4 � Conclusion

Proposed gradient potential dependent skin depth theory efficiently describes the quantum 
behaviour of the metal nanoparticles system and helps in envisaging the transmission char-
acteristics of the system precisely. It is observed that when the interparticle distance is 
less than 1.5nm, the system of silver nanodisks dimer exhibits tunnelling zone and skin 
depth plays an important role in resonant plasmon tunnelling mechanism. Appreciably the 
energy eigenvalues and corresponding wavelengths are obtained for the dimer system with 
significant validation with the proposed theory. Hence it is the overall effect of skin depth, 
gradient potential along with in-phase or out-of-phase interaction, node or antinode for-
mation and the role of distance between the nanodisks that comes as the final output of 
the plasmons assisted tunnelling quantum effect through the silver nanodisks dimer sys-
tem. As the advent of nanotechnology brings down the experimental regime to nanoscales, 
the quantum effects become significant in plasmonic nanostructures. Quantum models for 
plasmonic systems help in appreciating the unique properties exhibited by them. Proposed 

Fig. 6   a–h Electric field profile of the silver nanodisks quantum system with varying distance demonstrat-
ing formation of tunnelling zone when the distance between the nanodisks decreases from d1 to d8
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GPST provides an insight to explore the quantum plasmonic system, to apprehend the 
results hence providing the tool to predict the behaviour of the system under study. It can 
help to comprehend various quantum systems such as plasmon tunnel diode, plasmonic 
Josephson junction assisted superconductivity, plasmon tunnelled field-effect transistors 
etc. significantly improving the performance of integrated circuits.
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Abstract: Molecular diagnostics has been the front runner in the world’s response to the COVID-19
pandemic. Particularly, reverse transcriptase-polymerase chain reaction (RT-PCR) and the quanti-
tative variant (qRT-PCR) have been the gold standard for COVID-19 diagnosis. However, faster
antigen tests and other point-of-care (POC) devices have also played a significant role in containing
the spread of SARS-CoV-2 by facilitating mass screening and delivering results in less time. Thus,
despite the higher sensitivity and specificity of the RT-PCR assays, the impact of POC tests cannot be
ignored. As a consequence, there has been an increased interest in the development of miniaturized,
high-throughput, and automated PCR systems, many of which can be used at point-of-care. This
review summarizes the recent advances in the development of miniaturized PCR systems with an
emphasis on COVID-19 detection. The distinct features of digital PCR and electrochemical PCR are
detailed along with the challenges. The potential of CRISPR/Cas technology for POC diagnostics is
also highlighted. Commercial RT–PCR POC systems approved by various agencies for COVID-19
detection are discussed.

Keywords: polymerase chain reaction; COVID-19; electrochemical; digital PCR; point-of-care

1. Introduction

The coronavirus disease 2019 (COVID-19) outbreak crisis has changed the shape
of our world since its first report in December 2019. While some countries seem to be
recovering from the crisis and are reporting fewer cases, others are still witnessing an
increasing number of cases [1]. Clinical diagnosis has been the forerunner in controlling
the COVID-19 pandemic. Molecular nucleic acid amplification tests (NAATs) were the first
to be developed for detecting SARS-CoV-2 RNA in patient samples. Particularly, reverse
transcriptase-polymerase chain reaction (RT-PCR) and its quantitative variant (qRT-PCR)
have been the keystone for diagnosis of SARS-CoV-2 with the capacity to detect target
nucleic acids (<100 copies/mL) with remarkable sensitivity [2]. However, the analysis
proved time-intensive, requiring up to a few hours, and could only be performed in a
centralized laboratory. The high false-negative rates with some RT-PCR assays also raised
concern. Thus, attention shifted to faster, cheaper, and equally sensitive (if not more)
point-of-care (POC) biosensing devices that could be deployed for mass screening.

Therein began a major shift in the clinical diagnostic industry, with point-of-care
testing (POCT) becoming the focus of attention almost overnight. Lateral flow assays
(LFAs), chemiluminescence, and nanoparticle-based colorimetric detection were developed
for detecting SARS-CoV-2-related antigens and antibodies produced in response to its
infection [3–8]. Faster, miniaturized isothermal amplification tests emerged that could
detect the virus within a few minutes and with sensitivity at par with RT-PCR assays [5,9,10].
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Although different types of POCT devices have been authorized in various countries for
emergency use, many novel biosensing strategies and designs still seek validation and are
currently subject to academic inquiry.

These devices have shorter response times and have cost-effectively enabled population-
wide mass screening. However, evidence suggests that the analytic performance (sensitivity,
specificity, positive and negative predictive values, etc.) of current antigen diagnostic tests
is not at par with that of RT-PCR and other NAATs [11]. Thus, while rapid antigen tests
and other POCT are being widely used for COVID-19 screening, it is still uncertain whether
such tests will be regularized and used in routine diagnostic procedures. In attempt to
synergize the sensitivity of NAATs and the ease of use of POCT assays, miniaturized
NAAT-based POCT devices and assays were devised for faster screening and diagnosis
of COVID-19. One of the first such devices was the Abbott ID Now, which integrates
isothermal amplification with colorimetric detection to yield results within 5 min. How-
ever, questions were soon raised about its utility as a singular diagnostic test due to its low
positive predictive value (PPA) and high false-negative rates, especially in samples with
low viral load [10]. More rapid devices based on isothermal amplification with improved
performance were devised. Thus, although the integration of isothermal amplification in
POC devices has gained some success, they are not as successful as RT-PCR for COVID-19
detection. In general, the high temperature requirements of RT-PCR prevent non-specific
amplification, which is more common in isothermal amplification techniques. Conversely,
these temperature requirements somewhat complicate the development of PCR-based
rapid devices.

Nonetheless, efforts have been directed toward miniaturizing PCR to make it an
automated, high-throughput device that can be applied at point-of-use. In this review,
we summarize studies related to the development of miniaturized, high-throughput PCR
biosensors for COVID-19 detection. The distinct features, limitations, and advantages of
various types of PCR biosensors and chips are discussed. The advantages and limitations of
PCR chips over biosensors based on other amplification assays are listed. The potential of
biosensing formats to be integrated with RT-PCR is explored, along with the path-breaking
integration of CRISPR/Cas technology with amplification assays toward the development
of faster, miniaturized devices and chips.

2. RT-PCR: The Gold Standard

RT-PCR is the first molecular diagnostic test to be employed for detecting SARS-CoV-2
RNA in patient samples and is currently considered the gold standard for COVID-19
diagnosis. Different RT-PCR assays have been designed for detecting SARS-CoV-2 virus
RNA in different body fluids, such as nasopharyngeal swabs, lower respiratory tract fluid,
sputum, saliva, etc. [12–14]. However, RT-PCR is prone to false-negative results that reduce
the overall sensitivity of the diagnosis. This may be because of various reasons such as
low viral load in the pharyngeal, nasal, and sputum samples; storage and transport of
samples; and improper handling [15,16]. Moreover, any mismatches between the primers
and probe–target regions compromise the assay performance, leading to false-negative
results [15,17]. Another major challenge faced by RT-PCR is that it can yield false-positive
results by amplifying RNA from dead, noninfectious viruses as well [18]. Thus, recovered
patients that no longer hold the threat of transmitting the disease may be positive per
RT-PCR tests.

The current challenges of the qRT-PCR method include the use of fluorescent label
binding to the source signal produced by the amplified DNA, which not only increases
the cost of the instrument, but also the complexities. This technology is less appealing to
developing nations or remote locations with limited resources. Commercial RT-PCR kits
have not been subject to rigorous quality control. Personnel skills and good laboratory
practice play an important role in Biosafety Level 3. Optimum sample types and timing
for peak viral load remain to be fully investigated as sputum or nasal swabs are the most
accurate sample for diagnosis of COVID-19, but not throat swabs.
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Despite these limitations, RT-PCR remains the gold standard for confirming the
diagnosis of COVID-19. There have been multiple attempts to develop portable PCR
systems since the inception of the pandemic. Lab-in-tube systems incorporating lysis,
reverse transcription, amplification, and detection in a single tube within 36 min were
demonstrated in May 2020 [19]. A lab-on-chip device, CovidNudge, can be used to perform
sample processing and real-time RT-PCR outside of a laboratory setting [20] (Figure 1).
The chip consists of detection arrays for seven SARS-CoV-2 genes and one host gene
as a sample adequacy control. This device detects the virus in 90 min and reduces the
collection-to-result turnaround time significantly by eliminating the requirement of sample
transport from the site of collection to a centralized lab. The sensitivity of this POC test
(94%) is comparable to that of lab-based tests in clinical settings. As of September 2020,
over 5 M CovidNudge kits had been deployed in the U.K. for COVID-19 testing. Of note
is a portable RT-PCR workstation for COVID-19 detection in under-served and remote
areas [21]. This workstation is a chip-based, battery-operated qRT-PCR system with the
capability of network data transfer and automated reporting. Almost 3.8% (2.7 million) of
the total tests conducted in India were performed on these workstations (as of September
2020). The average cost of an RT-PCR varies in different parts of the world. In India, for
example, the cost of a conventional RT-PCR test currently varies from INR 400 (~USD 5.30)
to INR 950 (~USD 12.6), and POC rapid antigen tests are free. While the CovidNudge test
(Table 1) deployed in the U.K. costs around GBP 10 (per test) (equivalent to ~USD 13.80),
which is almost 10 times cheaper than the average cost (~GBP 100) of a conventional
RT-PCR test in the country.
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There have been several other innovations related to the fabrication of PCR chips and
biosensors for COVID-19 detection. The following sections cover some of these studies
and discuss the potential and challenges faced by such devices in emerging as viable
commercial products.

3. RT-PCR Biosensors
3.1. Digital RT-PCR

The concept of digital PCR (dPCR) was pioneered by Vogelstein and Kinzler in
1999 [24]. The principle of dPCR is to partition the reaction mixture into many sub-reactions
before amplification; the original numbers are determined by counting the partition show-
ing negative and positive reactions [25] (Figure 2). It does not require a standard curve
or reference genes and is more resistant to interference factors such as specific template
amplification inhibitors [26,27]. The quantification results are analyzed from Poisson’s
distribution and can achieve an accurate estimation of low concentrations of nucleic acid
samples [26]. Therefore, a method like dPCR offers high sensitivity, higher precision, and
resistance to inhibitors, which are required for an accurate SARS-CoV-2 diagnosis. The
dPCR method can be classified into three types based on liquid separation: droplet-based
(ddPCR), chip-based (cdPCR), and microfluidic digital PCR (mdPCR). The primary dif-
ference between these three types of digital PCR is the design of the sample partitioning
system in the detection platform: ddPCR combines several millions partitioning of the
PCR test into individual droplets in a water-in-oil emulsion [26,28], whereas cdPCR uses
an active partitioning approach. It has two chip halves with two arrays of microwells. The
chambers are aligned so that the opposite halves form continuous channels [28,29]. In
mdPCR, microfluidic chambers are used to split the samples. These chambers are fluidically
designed such that each sample can be partitioned into tens of thousands of wells [30].
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dPCR can be used for the quantification of a low viral load, monitoring of the virus
in the environment, evaluation of anti-SARS-CoV-2 drugs [28], and the detection of viral
mutations [31]. Many types of clinical samples can be used for COVID-19 testing using
dPCR, including blood, urine, sputum, stool, nasal swabs, and throat swabs. Studies
have compared RT-PCR with RT-dPCR for the presence of SARS-CoV-2 in pharyngeal
swab samples and found RT-dPCR to be more sensitive and accurate than RT-PCR [32,33].
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Lu and group showed that RT-dPCR has a detection limit ten-fold lower than that of
RT-PCR [34]. They compared the RT-dPCR and RT-PCR of 36 COVID-19 patients with
108 specimens, including blood, pharyngeal swab, and stool, in which four pharyngeal
samples yielding negative results in RT-PCR were positive per RT-dPCR. Another study
demonstrated that suspected patients who tested negative by RT-PCR were found to be
positive by ddPCR [35]. The results of ddPCR were validated by the serological testing of
anti-COVID-19 antibodies in the samples. The ddPCR can yield better and more precise
quantitation of viral loads of SARS-CoV-2 [36–38]. However, most of the reported ddPCR
procedures included an RNA extraction and purification step, which can lead to potential
amplification errors [38]. Moreover, direct quantification by ddPCR targeting the envelope
(E) gene [39], ORF1ab gene [40], and nucleocapsid (N) [41] region have also been reported.
The viral load can be quantified in throat swabs, sputum, nasal swabs, blood, and urine [37].
Droplet-based dPCR was also used to detect SARS-CoV-2 RNA in airborne aerosols [42], in
which the viral load in the toilets used by some medical personnel and patients was found
to be high. This study indicated the significance of sanitization and room ventilation for
limiting COVID-19 spread. The primary advantage of dPCR is its good sensitivity and
high-throughput analysis, which has been the key requirement for COVID-19 detection.
Currently, there are three commercial dPCR tests authorized for emergency use by the
USFDA (Table 1).

However, a few challenges require the utmost attention before dPCR can be used in
routine diagnostics. Particularly, much like conventional PCR tests, dPCR also requires
expensive instruments, reagents, and professional experts to operate the system. The fabri-
cation of the dPCR chips requires complex steps, making it a costly operation. Moreover,
much like other POC tests, strict standards and guidelines need to be followed to assure
the quality of results obtained from dPCR systems.

3.2. Electrochemical PCR: Unexplored Potential

The integration of electrochemistry with RT-PCR aims to provide a rapid, miniatur-
ized, hand-held instrument. Electrochemical biosensors work by modification of a working
electrode with a biomolecule that interacts with a specific target analyte present in an
aqueous electrolyte and generates an electrical signal corresponding to its concentration.
In the case of an electrochemical PCR, there is an electroactive species whose oxidation
or reduction signal is correlated to the amount of PCR amplified product. A more chal-
lenging approach is the use of nanomaterials to tag the DNA primers used in the PCR
amplification step, such as gold nanoparticles (AuNPs) or semiconductor quantum dots
(QDs). The labeled amplified products are then further quantified via the generation of
electrochemical signals.

Electrochemical systems offer the benefits of being seamlessly implemented into com-
pact and intelligent systems, enabling high versatility and real-time detection. Moreover,
electrochemically active labels (such as metal-complex, organic molecules, etc.) are more
durable than fluorescent dyes (Cy5, FAM, etc.) and are a notable factor toward the com-
mercial applications of electrochemical-RT-PCR (EPCR). The power and sample volume
requirements are lower for electrochemical biosensors compared with RT-PCR. Despite the
considerable interest, electrochemical biosensors have garnered in the context of COVID-19
detection, the clinical industry appears reluctant to adopt this technology for practical and
commercial use.

The pre-COVID era witnessed the emergence of PCR-free electrochemical assays for
detecting different nucleic acid targets, including microRNA, viral RNA and DNA, and
cancer-related genes [43–45]. Perhaps the research community has been confident that
electrochemical assays can compete with the existing PCR technology in terms of sensitivity
and turnaround times and eliminate the use of costly reagents and dyes [46]. There have
been some studies on PCR-integrated electrochemical biosensors in the last 5 years. Some
of the recent studies have demonstrated innovative PCR-free electrochemical sensors for
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SARS-CoV-2 RNA detection with remarkable detection limits [47,48]; however, none has
yet achieved a commercial or authorized status.

Integrating PCR with electrochemical transducers poses various challenges; the pri-
mary challenge includes the capability of the sensing surface to withstand the harsh
temperature changes and salt concentrations required during PCR [49]. Isothermal ampli-
fication techniques are preferred over PCR for integration with electrochemical sensors.
A rapid electrochemical detection system based on rolling circle amplification (RCA) was
demonstrated for multiplex detection of the S and N genes of SARS-CoV-2 [50] (Figure 3).
Sandwich hybridization was employed in this study, with oligonucleotide probes con-
sisting of redox-active labels (methylene blue-and-acridine orange) for electrochemical
detection using differential pulse voltammetry. This assay detects the N or S viral gene at a
concentration as low as 1 copy/µL within 2 h with high selectivity and sensitivity.
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The recent advances in microfluidics technology have enabled the integration of
electrochemical electrodes with miniaturized reaction chambers (or chips) designed for
PCR. The USFDA recently approved the GenMark ePlex® SARS-CoV-2 test, which auto-
mates RNA extraction and amplification, and then further integrates it into competitive
hybridization-based electrochemical detection [51]. This system uses the principle of elec-
trowetting (digital microfluidics) to manipulate the movement of samples and reagents on
a printed circuit board (PCB) (Table 1).

4. CRISPR/Cas-Based Sensors: The New Alternative

CRISPR stands for clustered regularly interspaced short palindromic repeat, which uti-
lizes genetic information of bacterial species as a part of an antiviral process. CRISPR/Cas
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is a genetic editing technology whose precise and specific DNA and RNA cleavage ability
makes it a useful tool in nucleic acid diagnostics. CRISPR/Cas-based sensors mainly utilize
single guide RNA in conjunction with the Cas system to bind to a target sequence or
cleave target DNA and RNA, resulting in signal generation. Owing to their high specificity,
they are an attractive alternative to POC RT-PCR devices. CRISPR/Cas-based diagnostics
circumvents the issue of long turnaround times and enhances the assay specificity [52].
Recently, Hou et al. developed a rapid assay known as CRISPR–COVID for detecting
SARS-CoV-2 with less turnaround time (~40 min) compared with RT-PCR and metage-
nomics sequencing [53]. Another advantage of using CRISPR/Cas systems is the exclusion
of RNA isolation and amplification, making it a faster analysis method. An ultrasensitive
RT-RPA CRISPR–fluorescence detection system (FDS) assay can eliminate the need for
RNA isolation for SARS-CoV-2 detection [54]. It uses a saliva sample that is subject to a mix
of chemicals that amplify the viral RNA, which is then subjected to CRISPR/Cas12a-based
fluorescence signal amplification. The linear range of this handheld CRISPR-based test
was found to be 1 to 105 copies/mL with a limit of detection of 0.38 copies/mL, which
is consistent with the result obtained using qRT-PCR. In another approach, the need for
SARS-CoV-2 RNA pre-amplification was eliminated with the use of CRISPR-Cas13a, which
aids the detection of SARS-CoV-2 RNA from nasal swabs [55]. The main highlight of this
study was the use of different sets of crRNAs to increase the sensitivity by activation of
a greater number of Cas13a per target RNA. Additionally, the study reported the ability
to directly translate the fluorescent signal into viral loads, thus resulting in remarkable
sensitivity compared with other CRISPR-based assays for COVID detection.

5. Future Outlook

COVID-19 diagnostics has evolved significantly since its first appearance. The range
and types of diagnostic devices that have emerged in the past year are immensely diverse.
Several earlier diagnostic devices and assays were only the subject of academic interest
and research but are now commercially available for use. However, since most of the POC
devices for COVID-19 detection have been authorized under emergency use, caution should
be taken when extrapolating the use of such devices for the diagnosis of other diseases.

Despite the advances, there are limitations associated with RT-PCR POC devices and
biosensors concerning sample preparation in ePCR, false negatives and positives, and
reagent evaporation in dPCR. Efforts to identify the limitations in current PCR devices
for COVID-19 detection can soon help in the design of improved diagnostic devices.
Additionally, different detection strategies and platforms can be integrated to develop
new, hybrid devices for improved performance. For example, electrokinetic focusing
on microfluidic chips was used to automate the process of nucleic acid purification and
amplification with a reduction in non-specific amplification [56]. A recent study used
isotachophoresis (ITP), an ionic focusing technique, on a microfluidic chip to automate
SARS-CoV-2 RNA purification and subsequent detection by CRISPR-based technique
within 35 min [57]. This on-chip device uses a smaller volume of reagents (<100 times
lower) and automates sample preparation and subsequent detection. Reduction in bubble
generation and reagent evaporation in dPCR systems was also demonstrated by creating a
vertical polymeric barrier leading to ultrafast PCR amplification [58].

Centrifugal microfluidic platforms (or lab-on-a-disc) for automated sample prepara-
tion and subsequent RT-PCR can also be conceived. These devices use different layers
of polymeric substrates to integrate multiple steps involving complex fluid flow. These
centrifugal systems were shown to improve reaction rates using efficient mixing, thus
enabling high sensitivity and reduced hybridization times [59]. Paperfluidic devices that
involve the creation of microfluidic channels on paper can also be realized for SARS-CoV-2
RNA detection. Apart from being inexpensive, paperfluidic devices do not require any
additional step to render the channels hydrophilic for fluid flow; the intrinsic hydrophilicity
of paper allows fluid flow via capillary action, thus eliminating the need for external pumps.
This allows their use in resource-limited, POC settings. These devices, much like LFAs, can
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be batch fabricated at minimal cost and can thus be used in mass screening operations in
resource-limited settings. A paper-based assay, FnCas9 editor-linked uniform detection
assay (FELUDA), was developed in India, which enables detection of single nucleotide
variants [60]. This test uses RT-PCR followed by CRISPR-based detection in a lateral flow
format. Similarly, paperfluidic devices that can integrate RNA extraction, amplification,
and subsequent detection can be realized [61].

COVID-19 diagnostics has provided new opportunities and advances in the clinical
diagnostic sector. It will be interesting to see how these developments affect the overall
diagnostics landscape over time.

6. Conclusions

Molecular diagnostics has been the cornerstone in controlling the ongoing COVID-
19 pandemic. RT-PCR is currently the primary gold standard for COVID-19 diagnosis.
Simultaneously, this crisis has brought us to realize the importance of low-cost, sensitive,
and high-throughput devices that can be deployed in POC settings. On-site analysis that
is fast, reliable, and helps to reduce the economic costs of infection transmission and
potential quarantine is required. Different rapid POC tests have been authorized and
deployed for mass screening and diagnostic purposes. Yet, RT-PCR has remained the
primary and the only method for COVID-19 confirmation. Miniaturized PCR and PCR
biosensors, devices that integrate PCR with different detection modalities, have emerged
as tools that can address the issue of the low sensitivity of the current rapid POC tests and
simultaneous analysis of samples in a high-throughput manner outside of a centralized
lab. Digital PCR has emerged as an efficient high-throughput system. However, it does
not eliminate the use of expensive reagents and often requires professional involvement
in its operation. Electrochemical PCR is also a viable option for faster, cost-effective, and
sensitive COVID-19 detection. However, the difficulty of the integration of PCR with
electrochemical systems still creates formidable challenges in realizing a commercially
adaptable system. CRISPR/Cas-based systems have further created a scope for diagnostic
devices that do not require RNA extraction and amplification before detection.

The active transition from routine diagnostic laboratories to the realm of high sensitiv-
ity molecular diagnostics can significantly increase the efficiency and responsiveness of
POCTs and facilitate the management of outbreaks in difficult settings. Devices such as
those mentioned above can readily aid healthcare professionals in making faster medical
decisions. However, there are still limitations to be addressed in such systems. Sample
preparation errors and false positives and negatives need to be addressed before these
assays can eventually be used for other diagnostic applications as well. Although different
formats of POC RT-PCR assays have emerged, there is still scope for the development
of hybrid, integrated systems that have better performance in terms of specificity and
response time. Rigorous validation protocols and a high sampling rate would determine
whether these devices are capable of use in the long run.
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Abstract
Groundwater contamination by fluoride is a typical problem associated with most of the regions in India. Mining of miner-
als can accelerate the dissolution of fluoride resulting in the further contamination of groundwater resources. The present 
study was undertaken to determine the concentration of fluoride in groundwater around the Bakhrija sandstone mine located 
in Haryana state, India. It was observed that the groundwater in immediate vicinity of the mine had relatively higher level 
of dissolved fluoride. The risk associated with consumption of fluoride contaminated groundwater was also observed to be 
higher in villages adjacent to the mines. The geochemical investigation suggested that dissolution of carbonate minerals 
may have resulted in solubilisation of fluoride in groundwater through the process of ion-exchange. The study concluded 
that fluoride level may rise in the other nearby regions if the intensity of mining increases. It may result in further spread 
of fluoride to other aquifers located around Bakhrija mine, if suitable environmental management plan is not developed.

Keywords  Fluoride · Risk analysis · Groundwater · Sandstone · Mining

1  Introduction

Fluoride in groundwater is one among the major pollutants 
that can affect human health adversely. Since fluorine is an 
abundantly present element in earth’s crust, it is prevalent as 
dissolved fluoride in groundwater around the globe. Whereas 
0.7–1.0 mg/l of fluoride in drinking water is essential to pre-
vent dental cavities and tooth decay, excess of fluoride (≥ 1.5 
mg/l) may result in dental and skeletal fluorosis. Although 
the target organ of fluoride is bones, it is also known to 
interfere with brain development in children, reduced IQ 
(Xu et al. 2020), hypothyroidism, hyperglycaemia, infertility 
(Dey and Giri 2016), and osteosarcoma (Cohn 1992). The 
accumulation of fluoride in human body may result due to 
exposure through drinking water, fluoride-rich milk (Ullah 
et al. 2017), meat, tobacco (Yadav et al. 2007), dentifrice 
(Kanduti et al. 2016), and other food materials (Fein and 
Cerklewski 2001). There are a number of reports on fluo-
ride exposure and risk analysis through food or drinking 

water, but most of the reports investigate the adverse effects 
related to fluoride-rich drinking water. Fluorite (CaF2) and/
or fluorapatite (Ca5(PO4)3F) present as natural minerals in 
soil react with ground water, thereby resulting in contamina-
tion of drinking water, particularly in rural and remote areas 
(Haritash et al. 2018).

Most of the sources of groundwater in India have rela-
tively higher concentration of fluoride since geographical 
distribution of fluoride-rich mineral is higher in Indian 
soil. The states like Andhra Pradesh (Adimalla et al. 2019), 
Rajasthan (Arif et al. 2013), Gujarat (Gupta et al. 2005), 
and Madhya Pradesh (Avtar et al. 2013) represent exceed-
ance of fluoride level (> 1.0 mg/l), but the other states like 
Jharkhand (Pandey et al. 2012), Bihar (Kumar et al. 2018), 
Uttar Pradesh (Ali et al. 2017), and Haryana (Haritash et. 
al 2008) also represent dispersed pockets of fluoride-rich 
groundwater. Studies have revealed that almost 80 percent 
of total fluoride accumulated in human body (mg/kg/day) 
is through drinking water. Therefore, assessment of health 
risk associated with fluoride-rich ground water is pertinent. 
Out of the total fluoride ingested, about 60% is absorbed; 
while the absorption on empty stomach is about 100% 
(WHO 2004). The rate of dissolution of fluoride from soil 
increases if the conditions are acidic or time of soil–water 
interaction is more. Such conditions are found due to the 
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release of acid-mine drainage and are seldom observed in 
mining areas. Sometimes, the collection of surface runoff 
in mine pits results in enhanced soil water interaction and 
higher percolation as well. Different mining operations 
(drilling and blasting) may result in formation of vertical 
cracks in subsurface impervious rock stratum resulting in 
an easy introduction of contaminants into the ground water 
(Armiento et al. 2016). Sandstone mining involves the use of 
heavy mechanical drills and explosives to fracture/fragment 
the rocks. Since fluoride is associated with such geological 
material, its interaction with outside environment increases 
upon excavation. It has been reported that the groundwater 
around sand stone mining remains contaminated by nitrate 
(NO3

−), fluoride (F−), or pathogens (Kumar et al. 2017). 
Therefore, the present study was undertaken to determine 
fluoride level in groundwater around sandstone quarries 
located in Mahendragarh district of Haryana state, India. 
Further, the exposure assessment and risk were calculated as 
per the methodology suggested by USEPA (1993).

2 � Materials and methods

The present study was undertaken in Mahendragarh district, 
Haryana, India. The district has area of 1939 Km2 with total 
population of 922,088 (Census of India 2011). Climate of 
Mahendragarh district is hot in summers and cold in win-
ters with unevenly distributed rainfall of 500 mm during 
monsoon. Mahendragarh district has nine major mining 
sites and Bakhrija stone mine is the largest with an area of 
about 66 km2. The location of Bakhrija mines is between 
27°55′1″ and 27°54′6″ North latitude and 76°03′28.34″ to 
76°03′27.56″ East longitude and it is famous for quarrying 
of calcite, limestone, and mica as chief minerals. Bakhrija 
stone mines are surrounded by Bakhrija, Dholera, Meghot 
Binja, Nujota, Meghot Halla and Khojpur Naglia villages 
(Fig. 1). In the present study, a total number of fifteen (15) 
groundwater samples were collected from bore wells located 
around the mining area. Samples were collected in pre-
rinsed fresh Polypropylene bottles of 1.0 L capacity each. 
The samples were stored at low temperature in an ice box, 
and transported to the laboratory within 6 h for their chemi-
cal analysis. The samples were characterized for different 
parameters, in triplicates, following the standard methods 
as prescribed by APHA (2012). The fluoride concentration 

Fig. 1   Location of Bakhrija Sandstone mine and borewells for collection of groundwater samples
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was determined using an ion-specific electrode (ISE—Orion 
Scientific, USA). Later, the exposure assessment and risk 
analysis were performed using the methodology as given 
by USEPA (Eq. 1). The suitability of sampled ground water 
sources was also evaluated comparing the observed val-
ues against standard prescribed values of Bureau of Indian 
Standards (BIS 2012) and WHO (2004).

2.1 � Fluoride and human health

To estimate the risk and content of adverse effects of fluoride 
on human health, the procedure is divided into four phases 
(Selinus et al. 2016). These four phases are (i) Identifica-
tion of hazard, (ii) Value selection on toxicity reference, 
(iii) Assessment of exposure and (iv) Characterisation of 
risk. Although there are alternate ways of exposure to fluo-
ride i.e. drinking water, intake of other beverages and food, 
toothpaste, tea, pan masala and tobacco, etc. (Yadav et al. 
2007), but drinking water is the prominent source of fluo-
ride. For the study area, the health risk associated with the 
daily intake of fluoride-rich water was estimated using the 
following formula

where CDI is chronic daily intake of fluoride through 
drinking water (mg/Kg/day), Cw is the fluoride concentra-
tion in drinking water (mg/l), IR is ingestion rate of drinking 
water (3 L/day), EF is frequency exposure (365 day/year) 
and ED is exposure period (70 years), BW is average weight 
of the body (60 kg) and AT is average time of exposure 
(365 × 70 Days).

The non-carcinogenic risk to human health from fluoride 
toxicity is determined with the use of formula for hazard 
quotient (HQ).

(1)
Chronic daily intake (CDI) = [Cw ∗ IR ∗ EF ∗ ED]∕BW ∗ AT

RfD indicates the reference fluoride dosage in the formula 
above in mg/kg/day. RfD is used to determine fluoride’s risk 
to health during a defined pathway of exposure. According 
to USEPA’s Integrated Risk Information System (IRIS), RfD 
for drinking water is 0.05 mg/kg/day. The HQ value less than 
one is considered safe, while the HQ more than unitary value 
has potential possibility of non-carcinogenic health effects 
that can arise due to the consumption of water contaminated 
with fluoride.

3 � Results and discussion

Based on the physico-chemical characterisation, it is noticed 
that the groundwater contains most of the cations and ani-
ons at or above measurable concentration (Table 1). All the 
samples of groundwater were observed to be slightly alka-
line with respect to pH. Since natural minerals with basic 
nature (calcium, magnesium, carbonate and bicarbonate) 
dominantly get dissolved, the pH of ground water is gener-
ally alkaline. Based on TDS, most of the samples (93%) 
were found to be exceeding the prescribed limit of 500 mg/l; 
while based on total hardness, all the collected samples were 
classified as hard. Similar to this, all the collected samples 
exceeded the prescribed limit for calcium and magnesium, 
thus, confirming the hard nature of the groundwater. Unlike 
calcium and magnesium, chloride and sulphate exceeded the 
specified limit in 33% of samples collected, indicating that 
the hardness was dominantly contributed by carbonate and 
bicarbonate salts of the cations. Nitrate was within the per-
missible limit (< 45 mg/l) in all the ground water samples 
indicating that anthropogenic addition through fertilizer or 
waste water disposal is not resulting in ground water con-
tamination in the study area. Fluoride is another important 

(2)HQ Fluoride = CDI∕RfD

Table 1   Physico-Chemical characteristics, suitability for drinking, and potential effects of fluoride in groundwater in the study area

*As per WHO (2004); TH Total hardness as CaCO3; TDS Total dissolved solids

Parameters Minimum Maximum Mean ± SD Desirable limit Exceedance (%) Potential effect

pH 7.1 8.6 7.6 ± 0.36 6.5–8.5 – Taste, corrosion
TDS (mg/l)* 366 2610 1083 ± 541 500 93* Gastrointestinal irritation
TH (mg/l) 300 3020 886 ± 688 300 100 Kidney stones
NO3

− (mg/l) 6 18 11 ± 5 45 0 Methaemoglobin-aemia
SO4

2− (mg/l) 33 597 129 ± 140 150 33 Laxative effect
Cl− (mg/l) 39 900 231 ± 229 250 33 Anaesthetic effect, Salty taste
K+ (mg/l)* 3 22 8 ± 5 – – Bitter taste
F− (mg/l) 0.5 11 2.5 ± 2.7 1.0 66 Dental and Skeletal fluorosis
Ca2+ (mg/l) 80 344 117 ± 55 75 100 Scale formation
Mg2+ (mg/l) 196 2676 769 ± 648 30 100 Nausea and vomiting
Na+ (mg/l)* 159 681 326 ± 150 30–60 100* Hypertensive effects
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anion which may induce potential health effects over the 
exposed population. It was observed to be exceeding the 
level of 1.0 mg/l in 66% of the collected samples of ground 
water. Relatively higher values of fluoride at some locations 
are a cause of concern considering its toxicity and its health 
effect. 

3.1 � Fluoride exposure and health implication

Health risk assessment is important for determining the 
extent and possibility of health consequences over the 
people living in the region since they are is vulnerable to 
life-threatening contaminants in drinking water. The oral 
ingestion of excess fluoride through drinking water plays a 
crucial role and can pose a non-carcinogenic health risk to 

the population. Accordingly, the non-carcinogenic risk of 
fluoride to human health is estimated in terms of daily intake 
or hazard quotient (Table 2). Hazard quotient of the fluoride 
for the collected samples lies between 0.4 and 8.8 and the 
mean F− concentration of the all collected samples is 2 mg/l 
which is higher than the permissible limit of BIS (2012).

Fluoride concentration more than 1.5 mg/l has been found 
in groundwater of Bakhrija village (Fig. 2) with maximum 
concentration of 11 mg/l and significantly high value of HQ. 
Bakhrija is the nearest village from the mining area. Other 
villages viz. Dholera, Meghot Binja, and Meghot Halla 
represented groundwater fluoride concentration between 
2.5 and 4.0 mg/l; and maximum concentration of 5.0 mg/l 
(Meghot Binja). Hazard quotient was in between 0.8 and 4.0 
for these villages. Nujota and Khojpur Nagalia represented 

Table 2   Prevalence of fluoride and associated health risk in groundwater of different villages around Bhakrija mine, Mahendragarh

CDI Chronic daily intake; HQ Hazard quotient

S. No Village pH TDS Risk assessment

F– (mg/L) CDI (Water) HQ Inference

1 Bakhrija 8.6 340 11 0.44 8.8 Severe dental and skeletal fluorosis
2 7.4 440 3 0.12 2.4
3 Dholera 7.7 720 2 0.08 1.6 Dental and skeletal Fluorosis on prolonged exposure
4 7.9 300 5 0.2 4
5 7.8 760 2 0.08 1.6
6 7.6 840 2 0.08 1.6
7 Meghot Binja 7.6 920 2 0.08 1.6 Dental and skeletal fluorosis on prolonged exposure
8 7.3 1020 2 0.08 1.6
9 8.0 320 5 0.2 4
10 Nujota 7.4 660 0.5 0.02 0.4 No Effect
11 7.5 1280 0.5 0.02 0.4
12 7.0 1740 0.5 0.02 0.4
13 Meghot Halla 7.1 640 1 0.04 0.8 No Effect
14 7.6 880 3 0.12 2.4 Dental and skeletal fluorosis
15 Khojpur Naglia 7.6 3020 0.5 0.02 0.4 No Effect

Fig. 2   Spatial variation of 
fluoride in groundwater around 
Bakhrija mine, Mahendragarh
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groundwater fluoride concentration within the permissible 
range. Human population living in the villages where the 
concentration of fluoride is recorded above the permissible 
limit is more likely to be exposed to potential health risks.

Fluorosis is a chronic disease involving the human popu-
lation and is exacerbated through the intake of a higher con-
centration of fluoride through food and drink (Nuccio 2016). 
Children are more susceptible to higher fluoride as compared 
to adults. Lower body weight than adults could be the cause 
of higher risk from the exposure of fluoride (Kumar et al. 
2016). Intake of fluoride (0.5–1.0 mg/l) is very important 
in early phase of life as it can stop dental caries, but higher 
level (> 1.5 mg/l) can lead to dental and skeletal fluorosis. 
Fluoride consumption for the first three years of life is the 
most important in fluorosis aetiology (Levy et al. 2002).

The groundwater of the study area was classified into 
three classes viz. 0–1 mg/l as safe; 1–4 mg/l causing dental 
fluorosis; and more than 5 mg/l causing skeletal fluorosis. 
About 33% samples fall in Class-I and can be considered 
safe for drinking; while 46% and 20% of groundwater sam-
ples come under Class II and Class III, respectively, and can 
cause dental and skeletal fluorosis (Fig. 3).

Chronic intake of excessive F− (i.e. 1.5–4.0 mg/l) can lead 
to fluorosis of the enamel and bone, and in severe cases (i.e. 
4–10 mg/l), skeletal fluorosis associated with joint weakness, 
ligament calcification, and some osteosclerosis of the pelvis 
and vertebrae may be observed (Liang et al. 2017; Narsimha 
and Sudarshan 2016; Podgamy and McLaren 2015). This 
occurs mostly because F− is highly electronegative and has 
a comparable ionic radius (133 pm) to that of hydroxyl ion 
(140 pm), which contributes to hydrogen fluoride formation 
(Kumar et al. 2016). Fluoride in the human body, in fact, 
easily diffuses through the intestines, dissolves in the blood 
and accumulates in calcified tissues (Dey and Giri 2016). 
Health-related problems in and around the areas are primar-
ily non-carcinogenic in nature, especially in the areas exam-
ined, where fluoride in drinking water does not reach 10 
mg/l. However, higher doses (> 10 mg/l) can be correlated 

with debilitating fluorosis and carcinogenic risk (Ali et al. 
2019). Confined studies on this aspect indicate that fluoride 
may allow cells to develop faster enough that will become 
cancerous over time, but it is controversial since there is no 
reliable correlation between fluoride and the influence of 
carcinogenicity (Bajpai 2013).

3.2 � Genesis of groundwater and contamination

Based on the concentration (in meq/l) of selective dominant 
anions (Cl− and SO4

2−) and a cation (Na+), the prevailing 
dominant soil water interactions in the study area were iden-
tified based on the base-exchange indices. The classification 
of groundwater was done using the following equation (all 
units are in meq/l).

As stated above (Eq.  3), the base-exchange values 
more than unitary (> 1) suggest that groundwater is 
NaHCO3

− type; on the opposite, base exchange less than 
unitary (< 1), the groundwater represents Na+-SO4

2− type. 
The base exchange index plot shows that most of the sam-
ples (87%) belong to the Na+-SO4

2− type, while only 13% 
belongs to the Na+-HCO3

− type in the study area. It is well 
known that the Na+-SO4

2− form of water accelerates the 
carbonate mineral deposition of calcite, and is linked with 
the release of fluoride from minerals in gneissic basement 
rocks and granite accumulation due to the dissolution of 
silicates and, therefore, a rise in the concentration of fluoride 
in groundwater. NaF(s) dissolves to release Na+ (aq), a con-
jugate base of strong acid fluoride that does not react with 
water. When the salt, NaF, is dissolved in water, the F-ion is 
formed (Chitrakshi and Haritash 2018; Mamatha and Rao 
2010). The ion-exchange reactions followed by the mineral 

(3)

Base Exchange (base exch)

= Na+− Cl−∕ SO2−
4
meq∕l (Matthess 1982)

Fig. 3   Classification of ground-
water sample with respect 
to risk of fluorosis in village 
around Bakhrija mine, Mahen-
dragarh
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reaction are key factors in the study area that are responsible 
for a high level of fluoride.

Carbonate-rich rocks, such as limestone and dolomite, 
are major starting materials for carbonate weathering. The 
carbonates present in these rocks are dissolved in ground-
water during water infiltration. Calcium (Ca2 +), magnesium 
(Mg2+), their molar ratio (Ca/Mg), and hydrogen carbon-
ate (HCO3 −) are the major chemical parameters describ-
ing the groundwater carbonate equilibrium. Generally, the 
molar ratio in groundwater between calcium and magnesium 
depends on the lithological composition of groundwater 

(4)Na2SO4 + CaF2 → 2NaF + CaSO4

recharge areas, i.e., if Ca/Mg molar ratio is equal to 1, it 
poses presence of dolomite while the higher molar ratio 
suggests dissolution of calcite minerals. The bivariant plot 
(Fig. 4) of Mg2+/Na+ verses Ca2+/Na+ clearly shows that 
carbonate dissolution is the dominant process which con-
tributes to the chemical quality of the groundwater in the 
study area. Once again, the cross plot of verses (Ca2+ + Mg2 

+) (HCO3 −  + SO4 2−) (Fig. 4b) is observed and implies that 
most of the samples with more than one fluoride concentra-
tion are found above equiline, which further suggests the 
carbonate dissolution, weathering and the movement of ions 
in the region are responsible for higher F− and HCO3

− con-
centrations in the groundwater. It is well known that an 

Fig. 4   a Bivariant plot of 
Mg2+/Na + verses Ca2+/Na+. b 
Cross plot of (Ca2+  + Mg2+) vs. 
(HCO3

−  + SO4
2−)



Rendiconti Lincei. Scienze Fisiche e Naturali	

1 3

increase in pH (i.e., alkaline condition), sodium, and bicar-
bonate ion concentrations eventually raises the concentration 
of fluoride in groundwater as a result of the above reactions 
and mechanisms. In general, the longer interaction of rock 
water implies the weathering of fluoride-bearing minerals 
under alkaline conditions resulting in higher concentrations 
of fluoride in groundwater (Raj and Shaji 2017; Adimalla 
and Venkatayogi 2017; Cremisini and Armiento 2016).

4 � Conclusion

The study indicates that groundwater adjacent to the min-
ing area in Mahendragarh is rich in fluoride especially in 
the villages located in southeast direction. The exposure 
assessment study reveals high exposure in these regions 
resulting in the high risk of non-carcinogenic effects due to 
fluoride. The geochemical analysis reveals presence of sili-
cate weathering in areas with higher fluoride level indicating 
that natural processes are resulting in dissolution of fluoride 
in groundwater and ion exchange is dominantly responsible. 
Further, it is important to mention that contamination of 
groundwater by fluoride may increase with time and with 
more intense rate of quarrying. It is recommended for regu-
lar monitoring of groundwater in the villages around min-
ing area so that any possibility of fluoride contamination is 
timely noticed and checked.
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Abstract— A lot of research is going on in  the field o f 

GANs and their ability to generate photorealistic images 

from their textual descriptions. St ill the images generated by 

existing tasks focus primarily on either generating birds or 

flowers from their descriptions. This paper has successfully 

implemented a sketch-refinement technique for human face 

creation from their text descriptions. This problem has a 

wide variety of industrial applications as well such as 

creating comics automatically, assisting a movie creator to 

generate frames, art creation assisting an artist to generate 

sketches and even for educational purposes. Thus, keeping 

the need for such a system in mind, a two-staged StackGAN 

architecture obtained from deep convolutional neural 

networks is proposed in this paper. The features of faces like 

blonde hair, arched eyebrows are converted into an image of 

an actual person with these features. Not limit ing to this , 

facial expressions like a wide s mile, happy face are 

converted from its textual form to the corresponding image 

of the person with the same expressions. The generation of a 

high resolution         image using captions provided in 

CelebA dataset makes it a valuable contribution in the field 

of research. Further, the proposed research work has 

successfully obtained an inception score of          
over 10 iterat ions of evaluation and have shown promising 

results. 
Keywords— StackGAN, Generator, Discriminator, Sentence-

BERT, Conditioning Augmentation Network, Inception Score 

I. INTRODUCTION

The ability to imagine things based on their physical 

description reflects the intellectual capabilities of human 

beings. Whenever we read a novel we are always curious 
about how the characters look in reality and we often 

imagine the appearances of the characters; imagining the 
complete person is still viable but getting description of some 

important details is still a daunting task. When a book is 
converted into a movie it  is very important that the cast 

matches the actual description of characters making it mo re 

realistic for the audience.  

Apart from it sketch artists often have to draw sketches of 

people that they have not seen in their life just based on the 
textual description provided to them. This finds immense use 

in tracking criminals and finding lost people. Thus 
generating photo realistic images of people based on their 

textual description is a problem of critical significance. It has 
a variety of applications from casting in media to designing 

faces of actual people to find them. There is also immense 

potential for usage in the fields of computer aided design and 
editing of photographs. Vast amount of research has been 

done in the field of image captioning and it is finding its 
implementation in commercial products like Google photos. 

Text to Image generation process is the inverse of the 

process of captioning of images that possesses its own 

variety of important uses like Criminal Face Reconstruction, 
Face Generation of characters in a story etc. and this field is 

still not much explored by the researchers. 

Prevailing ways for conversion of textual data to images 
mainly focus on generating images of objects, flowers or 

birds and only a few have addressed the issue of generating 
images of actual faces from the description. The ones which 

are based on generation of faces just reflect the basic 
meaning of the description and fail to show the details and 

vivid object parts. While image synthesis is in itself an 

arduous task in Computer Vision, generating images of high 
resolution is an even more difficult task because of possible 

lack of overlay between the substructures of distributions of 
an implied model and that of natural images in pixel space 

containing a large number of dimensions. With an increase in 
resolution further, the problem becomes more severe and 

starts giving nonsensical outputs.  

The primary intention of this research is Text to Face 

Generation - generating           resolution images of 

faces of people on the basis of the textual description 
provided. We convert features of faces like blonde hair, 

arched eyebrows into an image of an actual person with these 

features. Not limiting to this we will also convert facial 
expressions like a wide smile, happy face from its textual 

form to its corresponding image of the person with the same 
expressions.  

II. LITERATURE REVIEW

Multimodal deep learning [1] involves data estimation in 

a mode by means of provision of data in a separate mode. 

Text to Image generation is an illustration of the same.  

DC-GAN [2] employed an end-to-end conditional GAN

architecture to produce       images using features 

derived from an RNN.         images synthesized by a 
dual-stage GAN, known as StackGAN [3],        
images synthesized by an architecture consisting of nested 

discriminators in hierarchy, known as HDGAN [4] and 
attention-harnessing AttnGAN [5] are some of the more 

recent developments in the field of image synthesis by means 

of descriptive text. 

Text to Face generation is a related, under-researched 

problem that involves synthesis of the human face from the 
provided textual description of facial features of an 

individual. Face2Text [6] provides a comprehensive dataset 
that amalgamates the nature of labels (facial, inferred 

personal and emotional ) present in old datasets and renders 
rich, well-defined labels  of differing complexity in terms of 

syntax and semantics . However, the small size of the dataset 

implies that the model may remember the entire dataset and 
produce pseudo-good results. This is a contributing factor 

towards the unaddressed nature of the problem. LFW [7] and 
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CelebA [8] are large-scale datasets possessing images and 

their corresponding labels. The labels in these datasets 
contain information pertaining to physical attributes like, 

face shape and skin tone and personal attributes like, sex and 
age. 

Prior to the advent and subsequent surge in popularity of 
GAN [9], [10] , deep convolutional neural networks [11] and 

variational auto encoder [12] were employed in the field  of 

face synthesis. An attribute-oriented solution proposed by Li 
et al., [13] aimed to preserve the identity of facial image by 

employing a combination of VCG-network and Gradient 
Descent algorithm. It is constrained by the possibility of 

facial synthesis via simple features solely. Disentangled 
representation is used in DC-IGN [14] alongside SGVB 

algorithm (VAE) for the task of face synthesis. But 
computational weakness stemming from dealing of uni-

attribute per batch and requirement of labeled dataset renders 

it infeasible. 

Rapid development in GANs and their conditional 

variants are responsible for much of the gradual growth in 
the quality of generated images. TP-GAN [15] proposes a 

GAN arch itecture based on dual pathway. It provides a 
realistic generation of the frontal view via local and global 

feature details. However, there is a need for a  large, labeled 

front face dataset for the same. By employing pose code, 
instead of actual physical features, adjustment of the head 

was carried  out in DR-GAN [16]. PIM [17] improves upon 
TP-GAN and DR-GAN by carrying out unsupervised 

training in the presence of a deep architecture.  

A completely trainable GAN proposed by Khan et al., 

[18] is capable of harnessing descriptions for image

generation but its performance in terms of actual synthesis
and not mere matching from g iven dataset remains untested. 

FaceID-GAN [19] involved a competition among the 
generator, discriminator and identity classifier in terms of

preservation and quality of image. It was able to achieve 
facial modification via expression attributes. However, self -

specification of features is restrictive. To overcome this, 
FaceFeat-GAN [20] involved a dual stage process that 

produces diverse, synthesized features and identity

preserving, high quality images from these features in the 
two respective stages. However, a broader-scoped, identity-

preserving, accurate, synthesis of face from input textual 
description remains largely unaddressed.

III. METHODOLOGY

The following section aims to explain the work done in 

detail. It explains how a two-staged StackGAN architecture 

has been used to generate highly realistic images from 
textual description. This section explains how relevant data 

for our problem domain has been created. It also represents 
our model architecture and its major components. This also 

contains implementation details of Stage-I and Stage-II 
GANs, discussing the loss functions associated as well as 

their corresponding optimizers.  

A. Dataset

We used CelebFaces Attributes Dataset (CelebA) for

generating textual descriptions required for training our 

model. It  is a large-scale dataset with facial attributes of 

around          celebrity images each covering large pose 
variations and diversities. These cover around       
identities alongside five landmark places and labels 

comprising of    features per image. This aforementioned 

dataset commonly acts as training & testing subsets, to be 
employed in a plethora of tasks in the field of Computer 

Vision.  

In our work, we categorized the    attributes list in the 

CelebA dataset corresponding to each image into six 

different groups, each such group describing some peculiar 
facial characteristic. These groups were created based on the 

facial shape, hairstyle, appearance-describing attributes (such 
as young, pale etc.) accessories worn, hairstyle of the person 

and other facial features such as eyes, nose, lips etc. The 

attribute representing gender is used to identify a person as 
male/female, indicating whether to use ‘he’ or ‘she’ for the 

person in order to generate textual descriptions. Further, a 
dictionary is created with keys representing attributes from 

CelebA dataset and values from the text  with which we want 
to replace them in the descriptions. While creating a 

sentence, we first appended a prefix corresponding to the 

unique group (Eg: “He has an” for describing oval face 
attribute) and then we added the corresponding value from 

the dictionary created. After summing up all these individual 
sentences about an individual, we obtained the textual 

description highlighting the person’s facial features, outline 
and relevant accessories based on which we generated 

images. Table I presents a description of the dataset used. 

TABLE I. DESCRIPTION OF DATASET 

Face images of various celebrities 202599 

Unique identities 10177 

Binary attribute annotations per image 40 

Landmark locations 5 

B. Network Architecture

Our model is based on sketch-refinement methodology
for which we implemented a two staged GAN architecture 

with StackGAN, capable of converting the arduous task into 
relatively more feasible sub-tasks. Here, the Stage-I GAN 

makes use of the annotations to sketch the basic object colors 

and shapes. Consequently, the images generated are of poor 
resolution. Then, by means of the outputs obtained from 

Stage-I serving as inputs alongside the annotations used, 
Stage-II GAN produces detailed, high quality, realistic 

images of significant resolution. This is possible courtesy of 
the ability of the Stage-II GAN to improve upon the issues in 

images of Stage-I GAN, whilst incorporating finer details 
during the process of refinement.  

The subsequent subsections explain  each of these in 

detail. In  every stage, C-GANS are responsible for 
construction of the network of generators. Using them, it  is 

possible to create fake, photo-realistic images after training 
on image data as they help learn a conditional density model.  

Fig. 1 represents the architecture of the proposed model. 

918

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on June 11,2021 at 09:54:04 UTC from IEEE Xplore.  Restrictions apply. 



Fig.1. Architecture of proposed model 

a) Textual embedding encoder network: To encode the text 

description into an embedding for which we have used a 

pre-trained Sentence-BERT network. It introduces pooling

to the token embeddings generated by BERT in order for

creating a fixed size sentence embedding. These can be 

used for unsupervised tasks to encode the semantics of 

sentence data. The major purpose of creating embeddings

is to create vectors of constant size from input text of

random size. The text encoder network encodes a sentence 

to a 1,024 dimensional text embedding. This network is

common to both of the stages. Table II describes the shape 

of the training and test set embeddings.

TABLE II. DESCRIPTION OF T HE SHAPE OF EMBEDDINGS 

Train data embeddings shape (151949, 10, 1024) 

Test data embeddings shape (50650, 10, 1024) 

b) Conditioning augmentation network: Large number of

dimensions is a common feature of text-conditioned latent 

space that can lead to discontinuities. Hence, we have 

utilized Conditioning Augmentation technique for 

extraction of latent variables from text embeddings in order 

to facilitate creation of supplementary variables for 

conditioning. In this technique, the conditioning

augmentation block represents a single linear layer in

which the embeddings of shape (1024,) are fed and in

return, it provides a tensor of shape (256,) which is

considered as the relevant input to be understood by GAN.

This network is used to sample random latent variables

from a distribution given by  ( (  ) ∑ (  ) 
).

This technique adds more randomness in the 

network. A lso, helps in making the generator more robust 

by capturing objects with much more diversity in terms of 

poses and appearances. With a higher number of image-

text pairs, we can train a robust network that can handle 

perturbations. Through this, we not only just considered 

the training images and the noise inspiration but we also 

considered some addit ional information represented as c 

which in our case was the phrase used to describe an 

image. Th is informat ion is used by discriminator to check 

if the phrase matches with the image and for the generator, 

it is used as a part of inspiration for creating the image.  

After obtaining textual embeddings from Sentence-BERT, 

a fully-connected layer is provided with them so as to 

generate values such as the mean as well as standard 

deviation. These are then used to create a diagonal 

covariance matrix by p lacing it in a diagonal o f the matrix. 

Finally, we create a Gaussian distribution using these 

which can be represented as follows  (  (  ) ∑ (  ) 
).

Then, we sampled from the Gaussian distribution that we 

just created. To sample  ̂ , we first take the element-wise 

multiplication of standard deviation and then add the 

output to mean. The formula to compute is as follows  in 

Equation (1). 

 ̂  (   )    

c) Stage-I GAN generator network: An architecture of 

Deep Convolutional Neural Network with several 2D up-

sampling blocks, each containing an up-sampling and

convolutional layer along with a batch normalizat ion

layer, has been created by us as is shown in the d iagram 

Fig. 1. The generator network is a Conditional GAN,

which is conditioned on the conditioning variab le c and

the random variable z sampled from a Gaussian

distribution with dimension N. After concatenating the 

text-condition ing variable with the noise variable, we

created a dense layer containing

(      )  nodes - two-dimensional tensor into four-

dimensional tensor. image.

It further generates a low-resolution image of d imensions 

 which  might represent just facial outline or 

(1) 
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primitive facial features with a lot of defects. The 

architecture implemented in our work contains several up-

sampling blocks made from several convolutional layers 

followed by batch normalization or activation layers  and 

their parameters are given in Table III. 

TABLE III. DESCRIPTION OF STAGE-I GENERATOR PARAMETERS 

Total parameters  10,270,400 

Trainable parameters 10,268,480 

Non-trainable parameters 1920 

d) Stage-I GAN Discriminator Network : Another Deep

Convolutional Neural Network, consisting of various down

sampling blocks as convolutional layers, that has been used

by us is the Discriminator. These layers create feature maps

which are further concatenated to textual embeddings. The 

text embeddings are compressed to less dimensions (three-

dimensional tensor) and the image is generated via a 

number of down-sampling blocks, till the time it becomes a 

two-dimensional tensor. It is then concatenated and fed to a 

convolutional layer to facilitate joint learn ing of features

vis-a-vis the textual description and image. Ultimately, we

ascertained the probability of discerning actual data 

distribution images from those obtained via generators with

the help of a fully connected layer containing a single node. 

Hence, after stage-I, we obtained       low resolution

images with various distortions and vagueness. The 

training parameters are as given in Table IV.

TABLE IV. DESCRIPTION OF STAGE-I DISCRIMINATOR PARAMETERS 

Total parameters  3,097,601 

Trainable parameters 3,094,785 

Non-trainable parameters 2,816 

e) Stage-II GAN Generator Network : In this deep

convolutional neural network, we have used lower 

dimensional Gaussian Conditioning Vector which  is later

transformed into a 3D tensor and the sample generated

from the last stage is further compressed to 2D tensor by

various down-sampling blocks which generated tensors

with  shape           as can be seen from the given

architecture to generate image features. Both of these are 

further concatenated into a single tensor with shape 

(batch_size,   ) and finally, provided to the generator to

encode the textual features alongside the image. The

output of this is further fed through a series of up-

sampling blocks that ultimately generated a high-

resolution, more photorealistic image having d imensions

 . 

f) Stage-II GAN Discriminator Network : Structure of the 

discriminator is similar to the one used in Stage-I GAN in

the sense that it still employs a deep convolutional neural 

network, albeit with an increased number of down-

sampling blocks as the input size in this stage is larger.

These blocks are further followed by a concatenation

block and then a classifier. This arch itecture helps obtain

arrangement of better nature between the conditioning text 

and the image that has been input. By considering real 

images alongside their corresponding textual descriptions 

as positive sample pairs and real images with text 

embeddings that have been mismatched, fake with 

embeddings of text as negative sample pairs, the 

Discriminator works. 

C. KL Loss Function

Kullback-Leibler divergence (KL divergence) loss function 

also known as relat ive entropy function is calculated as the 

negative sum of probability of each event in A multiplied by 

the log of the probability of event B over the probability of  

event A. The KL Divergence loss function formula is given 

below as in Equation (2).  

  (  )  ∑  (  )  ( (  )  (  ))  ( ) 

Similar to any other GAN, train ing of the generator and 

discriminator networks in Stack-I and Stage-II GAN is done 

by min imizing generator network loss and maximizing 

discriminator network loss. KL_loss is a custom loss 

function, specified in the Training of generators of both the 

GANs.  

IV. RESULTS AND EXPERIMENTATION

The following section presents the results obtained from the 
conducted experiments. It discusses Inception Score metric 

and depicts the variation of discriminator as well as generator 

loss with the number of training epochs. This section also 
provides a visual representation of the results obtained. 

A. Inception Score

The inception score (in short IS) with its origin from 
Inception Classifier is a very widely used metric for judging 

the performance of images generated by General Adversarial 
Network. Inception score outputs a floating point number 

which is directly proportional to how realistic are the images 
generated by the GANs. The upper bound of score is infinity 

but in practicality there usually emerges a non-infinite 

ceiling. It gets well correlated with the human evaluation and 
can act as an alternative to a human actually judging the 

images for the quality. It takes into account  both factors that 
images have variety and each image actually looks like a 

data instance.  

To calculate both the conditions, the Inception score makes 

use of the Inception Classifier which classifies the image to a 
particular label by providing the probability values for each 

label. Now as similar labels sum to give focused distribution 

while different labels sum to a uniform d istribution so we 
can use this classifier on generated images from GAN by 

passing the fake images through the classifier which can 
predict the label of images in the output.  

So the score combines two factors that each image must be 
distinct (so probability distribution for a single picture must 

be narrow i.e focused on one peak) and collectively it must 

be uniform (for the sum the distribution must be uniform) 
telling that the collection has variety.  
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We also used this score for the purpose of checking how 

our model works and we obtained IS of             over 
10 iterations.  

Our inception score indicates that for every image x, 

textual encoding z and class label y, the value of marg inal 
distribution p(y) is as given by Equation (3). 

 ( ) ∫  (  ( ))   ( ) 

It possesses entropy value that is large in magnitude and of 

a nature comparable to  (   ) 

B. Loss Variation

The plots obtained from Stage-II can be shown in Fig. 2 

and Fig. 3. These help in determining when to stop the 

training of GANs. If losses are not decreasing further, it 

indicates that the training can be stopped as there is no 

chance of improvement or if losses keep on increasing, 

then it indicates that the training must be stopped. But, if 

the losses are gradually decreasing, then we must continue 

training. 

C. Visualization of Results

This section represents the results obtained with the help of 

our architecture. Fig. 4 depicts the conversion of textual 

description to facial image achieved by the model. 

Fig. 4. Conversion of textual description to facial image 

Fig. 2. Variation of Generator Loss with the Number of Training Epochs 

Fig. 3. Variation of Discriminator Loss with the Number of Training Epochs 
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V. CONCLUSION AND FUTURE WORK

The following section presents the conclusion arrived at 
from the conducted research along with prospective 

directions of future work. 

The Stack GAN architecture implemented in this paper 

has shown promising results on our dataset. It is based on 
the sketch-refinement technique. In short, we obtained IS 

of             over 10 iterations and we successfully 

synthesized         photorealistic images. Stage-I 

GAN takes a sentence as input and outputs a resultant 
picture containing colors and shapes of rudimentary 

nature whereas the second one (Stage-II) takes as input an 
image of lower resolution from Stage-I along with the 

initial sentence. This way it is able to synthesize an image 

possessing a resolution larger in magnitude having fine-
tuned the intricacies (       ). We have successfully 

synthesized people’s pictures based on their description.  

A lot of research is still going on in the field of GANs to 
handle the existing challenges such as Mode Collapse and 

Failure to converge. In  future, an appropriate network can  
be proposed in order to solve these. Apart from this, 

increasing the size of our dataset further with a greater 
variety of textual descriptions can be a consideration to 

enhance the chances of better training. Further, capsule 

networks over CNN arch itectures can be considered in 
future due to their obvious advantages. A better 

evaluation metric other than inception score should be 
proposed later so that the similarity in images can be 

captured without using classes.  
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Abstract— With frequent advancements in development of 
algorithms and need to incorporate them with clinically 
synthesized medical information is the paramount of modern-
day bioinformatics. This aspect of computational study is of 
great healthcare significance as deduced results could be 
farfetched to generalize conclusions in regular medicine 
practice and diagnosis thus fastening up the process of 
detection. This paper tries to generalize cervical cancer 
detection approach with random forest regression technique. 
Unlike other papers which focus on accuracy and precision, 
this paper emphasizes on recall-based approach and beneficial 
tenets this approach over former ones. Four diagnostic tests 
used for early stage detection of Cervical cancer are 
Hinselmann’s test, Schiller’s test, Biopsy and Cytology. Each 
test is studied individually and analysis was made on the basis 
of confusion matrix, recall score and receiver operator curve 
(ROC).  The basic aim during the entire development was to 
achieve higher recall scores with reduced false positive values. 

Keywords— SMOTE, Expectation Maximization, Recall, 
ROC curve, Oversampling, Schiller, Cytology, Biopsy, 
Hinselmann, Cervical Cancer, Random Forest, Classification,
SHAP  

I. INTRODUCTION 

As per the Indian Council of Medical Research (ICMR) 
estimates, there would be 1.04 lakh cases of cervical cancer 
in India in 2020. With a woman dying every 8 minutes due 
to this invasive disease the burden on existing healthcare 
regimes is immense to prevent its widespread. The disparity 
arising due to stark variation in socio-economic indicators of 
nations like every other community ailment has a significant 
effect on the impact assessment and policy frameworks 
undertaken to deal with it. Trends revealed from a survey 
done by the world cancer research fund further consolidate 
this notion with sub-Saharan African nations of Malawi, 
Swaziland, and Zambia being the worst-hit nations pan globe 
[1]. Although the results deduced from more developed 
regions show less prominence but a global outlook still 
indicates that the road for its complete eradication is still not 
half covered. 

Oncologically cervical cancer involves the development 
of invasive malignant tumors in lower squamous regions of 
female genitalia. The prime reason in the majority of such 
instances is Human Papillomavirus Infection (HPI) that 
could have been acquired during sexual activity. Other 
factors may include environmental triggers or lifestyle 
complications like smoking or early age sexual activity. 
Considering the mortality rate especially in developing and 
underdeveloped countries the early-stage diagnosis of 
cervical cancer primarily becomes important because 
unregulated spread in high prominence zones could have 

irreversible demographic implications. Some diagnosis 
methods followed by present-day oncologists include:- 

Biopsy - One of the techniques applied for the 
diagnosis of cancers in general. In it, a tissue sample 
from the affected region (here lower narrow portion 
of the uterus) with a similar kind of sample from the 
unaffected region is taken. The contrast in results 
obtained from two different tissue analyses is used to 
predict cancer prevalence. 

Cytology - It is a preliminary test basically employed 
to detect pre-invasive cancerous lesions.  

Hinselmann Test - It is a visual diagnostic technique 
in which a colposcope is used for a magnified 
examination of the female genitalia. In the case of 
cervical cancer, premalignant and malignant lesions 
are largely observed 

Schiller Test - It is a biochemical diagnostic method. 
Iodine solution is applied to the cervical region. 
Cells in normal cervical mucosa contain glycogen 
hence give brown stain which hitherto in the case of 
cancerous cells is not observed. Positive Schiller test 
results are generally followed by histological 
analysis or biopsy. 

All the above tests are either done alone or in 
combination for the accurate detection of cervical cancer. 
Generally, these are performed as confirmatory tests 
especially Schiller and Biopsy but after abnormal pap smear 
test results.  

Early-stage prediction techniques with a high specificity 
could prevent the further widespread of carcinogenic cells 
due to effective treatment availability at an early stage and 
lesser malignancy of tumor leading to reduced complications 
that otherwise increase drastically. At the same time will 
supplement the present physiological and biochemical 
diagnostics in yielding faster and effective throughputs. With 
the healthcare sector becoming more data-driven concordant 
with recent advancements in Machine Learning (ML) 
algorithms the scope of development of proposed alternative 
techniques is very wide. They could act as a possible catalyst 
to accelerate the process. In oncology, ML-based approaches 
could enable us to find a needle in a haystack as they rule out 
possibilities of human-based errors and biases. Classification 
is the most important ML method that can be employed in 
the diagnosis, detection and management of cancer. In this 
paper random forest classifier algorithm is used on the 
acquired dataset with statistical implications and related 
visualizations. 
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II. BACKGROUND

A. Data Imbalance
The class imbalance is one of the major challenges faced 

in classification problems and has received a lot of attention 
in ML. A dataset having binary classes is bound to be 
imbalanced when one of the classes has more number of 
instances than the other one. The class with fewer instances 
is under-represented in the dataset. This class imbalance can 
have a drastic effect on the classification algorithm when 
applied to real-world problems where it becomes disastrous 
to wrongly classify the instances from the under-represented 
class. One such example is the early diagnosis of a disease as 
such datasets usually have few instances of patients having 
the disease. This under-representation of patients having the 
disease translates to the Machine Learning algorithm 
misclassifying the patients [2] [3]. 

Numerous solutions, both at data and algorithmic level, 
have been recommended to solve data imbalance problem, 
which is encountered quiet often. At the data level, several 
data re-sampling techniques such as random over- and under-
sampling, and directed over- and under-sampling are 
employed [4]. Whereas at the algorithmic level, assigning 
weights to classes, probability estimate adjustment is some of 
the proposed solutions [5]. 

B. Random Oversampling 
Random oversampling is a simple, non-heuristic 

technique to increase the instances of the minority class in 
order to balance the data by replicating the positive examples 
[6]. However, this might result in overfitting of the ML 
model as it just makes identical copies of the instances of 
minority class. Synthetic Minority Over-Sampling Technique 
(SMOTE), introduced by Chawla et al. [4], creates new 
instances of the minority class through interpolation between 
the already positive instances that are close together. These 
new instances enable the classifier to build larger decision 
regions near the minority class. 

Oversampling the values in a dataset enhance the 
computational cost of the algorithm used for training and 
learning purposes. However, as shown by Batista et al. [6]
and Barandela et al. [7], applying oversampling is 
recommended when minority class has fewer number of 
samples in the dataset as compared to the majority class, i.e., 
majority class/minority class ratio is high.

C. Random Forest Classifier  
Random forest classifier is a powerful ensemble ML 

algorithm that has been proven to be very effective in pattern 
recognition and high-dimensional classification problems. 
Random forests were first introduced by Ho [8], Amit and 
Geman [9], and Breiman [10]. Random forest is a collection 
of decision trees and can be viewed as a classifier 
constituting various methods. The basic principle of random
forests is to construct multiple binary trees using random 
bootstrap samples coming from a training set. Each tree in 
the forest makes classification on randomly selected sub-
sample of the training data to yield a classification result. 
Then the forest selects the classification with maximum 
votes as the final result.

Random forests are based on the bootstrap aggregation 
concept of Breiman and the random feature selection concept 
of Ho. Therefore, individual trees instead of being trained on 
the whole dataset are trained on a subset of the dataset. For 

example, let the dataset has M instances then, by bootstrap 
manner, ⅔ of the instances are selected at random for 
individual tree and the rest are considered out-of-the bad 
observations to evaluate the error. Moreover, a random 
feature is chosen to be the decision node at each node. 
Therefore, for n number of features, the size of the feature 
selected at each split is either n or n/2 [11].

D. Recall value in early detection 
The rationale behind every classification-based machine 

learning project is to deduce higher accuracy results. For this 
to bring at evaluation different techniques are deployed from 
simpler ones like accuracy and precision values to complex 
ones like F1 score and recall values. The ambiguity arises in 
the selection of the technique depending and factors affecting 
the final results whether it be the nature of the dataset, its
premise/theme, or every ML algorithm is hardlined with one 
of these techniques. Considering the data dynamics and 
veracity the later proposition could be sidelined easily 
however to deconstruct the former aspect we need to 
understand these techniques briefly in relation to our 
dataset:- 

Accuracy - It is the fraction of total right predictions 
positive and negative from the total aggregated 
sample space. 

Precision -  It is the fraction of right positive cancer 
predictions from total aggregated sample space 
whether the patient has cervical cancer or not. 

Recall -  It is the fraction of right positive predictions 
from the total aggregated sample space of patients 
having cervical cancer. 

Evidently recall value thus obtained is a key to higher 
specificity and should be leveraged over accuracy because it 
involves wrong predictions as well which are of no 
prediction significance in this case. So, this leaves us with 
precision and it should also be outweighed because the 
former itself involves actual cervical cancer patients clearing 
the idea that we should not miss any actual positive case with 
negative prediction over an actual negative case with positive 
prediction. Thus, the higher the recall value higher the model 
specificity. Fringing benefits from it is the reduction in 
mental stress that one undergoes after listening about cancer, 
costs in medicare, and undergoing cumbersome diagnostic 
tests [12].

E. ROC Curve 
The receiver operator curve abbreviated as ROC is a 

machine learning-based graphical visualization method area 
under which (AUC) is used for the determination of binary 
classifier’s tendency to categorize between required 
classifiers correctly like a correct positive cervical 
prediction on one side and correct negative on the other 
[13]. Higher AUC value accounts for more accurate binary 
differentiation with lesser overlapping. For projects 
involving multi-algorithm analysis, they also help in the 
identification of the best algorithm for the used dataset. It 
can be done by plotting algorithm wise ROCs and selecting 
the one with maximum AUC. The plot constitutes true 
positive rates (sensitivity) and false-positive rates (1-
specificity) to summarize confusion matrices. Visually ROC 
curves more peaked towards the upper left-hand corner tend 
to have a higher discriminant tendency [14]. 
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III. MATERIAL AND METHODS

A. Data Source and Features 
Data is obtained from cervical cancer (risk factors) 

dataset available at the UCI Centre for Machine Learning 
and Intelligent Systems machine learning repository [15]. It 
is a multivariate dataset with 858 instances of cervical cancer 
patients reported at 'Hospital Universitario de Caracas' in 
Caracas, Venezuela. It acquired information on 36 different 
attributes ranging from demographic, lifestyle, and 
physiological to diagnostic features. Bottleneck arose due to 
missing data as several patients preferred not to share 
personal information due to privacy concerns. Thus, to deal 
with missing data a new imputation method based on the 
concept of expectation maximization was used.

Expectation maximization imputations are better than 
mean as it preserves the characteristic relationship of missing 
variables with associated features unlike mean which just 
makes simple replacement based on average from a single 
column. Statistically, it finds the maximum likelihood for a 
variable/missing value in a dataset where the value of related 
other variables is latent. Since data has missing values 
associated with variables having a distinct origin and features 
this algorithm is used. 

Further, data was highly imbalanced with only 18 1’s in 
Dx: Cancer (bool value for YES to cancer) column 
accounting for only 2.09% of true positive value. This 
imbalance could have led to erroneous values of specificity 
predictors. SMOTE was incorporated as a random 
oversampling technique to reduce the imbalance bias in the 
results. It further complimented the specificity of our 
alternative approach as well thus, serving the twin benefits. 
Dx: Cancer column acts as the label but, the final 
classification of whether the patient has cancer or not is 
made on the basis of four tests: - Hinselmann, Schiller, 
Cytology, and Biopsy. Therefore, the dataset was split into 
four parts, one for each diagnostic test.

B. Machine Learning Workflow 
The execution starts with importing the dataset, since 

data has several missing values and data imbalance, 
expectation maximization and SMOTE is used to go away 
with it respectively. After preprocessing the training data is 
fed to a random forest regression algorithm. Predicted values 
are evaluated with test values with confusion matrix. Recall 
scores are obtained and further evaluated. For data pre-
processing, in accordance with the general practice of 
deleting those columns which have less than 5% of the 
values filled is used to remove two columns, namely - 
‘STDs: Time since first diagnosis’, ‘STDs: Time since last 
diagnosis’ - as they had maximum data cells missing. 
Following this, the data was split into training and testing 
dataset (70:30 ratio) before imputing the missing values. This 
is because the test data is supposed to be the data never 
encountered by the algorithm and hence, was kept aside for 
testing purposes only. After train-test-split, the missing 
values were imputed based on expectation maximization. 
The missing values in the test set were imputed based on the 
parameters of the training set. Data imputation was followed 
by data oversampling using SMOTE function of imblearn 
library. The training set was resampled so that the model 
could have enough positive instances to learn from the data. 
And the testing dataset was resampled so that the model 
could be tested for both the classes unbiased.   

A unique method using Shapley Additive Explanations 
(SHAP) library is used. This recently developed model helps 
in comprehensive understanding of used machine learning 
models and output generated from it. The integration of this 
aspect enabled us to figure out the column attributes that 
have major involvement in forming the prediction thus 
affecting the values of ultimate indicators. Thus, the model 
for SHAP is developed separately for identification of most 
significant attributes and the results associated with each 
diagnostic test are evaluated. 

IV. RESULTS 

To obtain the results, we first cleaned the dataset as 
explained in the earlier sections. Then the dataset thus 
obtained was fed to a Random Forest Classifier, whose 
attributes were set to their default values, in order to see how 
each diagnostic test performed in combination with a 
machine learning algorithm. We chose recall as the measure 
to gauge the success of the model. In addition to accurately 
detecting the patients having cervical cancer, the detector 
should also report the least number of false-negative cases 
because if an early disease detection algorithm is reporting a 
high number of false negatives then it defeats the core 
concept of early detection of the disease. Table 1. shows the 
confusion matrix and the recall score obtained on the test 
dataset. Biopsy has the highest recall score (0.996) and 
reports a minimum number of false-negative cases (1)
whereas Cytology has the least recall score (0.912) and 
reports a maximum number of false-negative cases (22). 
Schiller test closely followed biopsy with 7 false negatives 
observations and a recall score of 0.972. Further, Hinselmann 
test gave 20 false-negatives and recall value of 0.920. 
However, all of the diagnostic tests have a recall score of 
greater than 0.9. 

Further SHAP library is deployed to identify factors 
affecting the diagnosis of cancer most and the conclusions 
drawn from evaluation are very interesting. The top 3 factors 
responsible for development or diagnosis of cervical cancer 
are ‘Dx:CIN’(Abnormal cells that grow on cervix 
epithelium. These cells are not carcinogenic but may turn 
invasive leading to cancer ), ‘Dx:HPV(Human 
Papillomavirus infection )’ and ‘First sexual intercourse’ in 
case of Hinselmann’s test, biopsy and cytology. The first two 
factors remained the same for Schiller's test as well but third 
factors came out to be ‘Dx’(Medical Diagnosis). For more 
information, the Github repository of the developed code 
could be accessed [16].  

TABLE I. CONFUSION MATRIX AND RECALL SCORE FOR VARIOUS 
CERVICAL CANCER DIAGNOSTIC TESTS

S.no Diagnostic Test Confusion Matrix Recall Score

1. Hinselmann Test 0.920

2. Schiller Test 0.972

3. Cytology 0.912

4. Biopsy 0.996

Figure 1. shows the ROC curve as well as the area under 
the ROC curve for both predictions using a random model 
and predictions using Random Forest Classifier. From Fig. 1. 
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it is observed that Biopsy has the maximum AUROC value 
(0.998) whereas Cytology has the minimum AUROC value 
(0.956). 

Fig. 1. ROC Curves along with AUROC values obtained from classifying 
the patients using both random model and Random Forest Classifier 
(a)Hinselmann (b)Schiller (c)Cytology (d)Biopsy 

V. CONCLUSIONS 

Our entire study comprehensively covered a major aspect 
in development of bioinformatics that is early detection of a 
disease in tested patients (cervical cancer here). 
Bioinformatic throughputs like these should be taken up at 
large scale. Since availability of data is the fuel to such 
studies, policy level interventions for major data storage in 
healthcare regimes are required. Bottlenecking arises due to 
lack of efficient data sources both in terms of volumes and 
versatility. Another main deduction from this study is further 
promotion of the idea of more applicability of studies 
focused on recall scores thus reducing false positive cases. 
The algorithm developed with assistance from SHAP library 
consolidated the fact that presence of CIN in cervix 
epidermis and HPV infection are the prime resaons that 
might lead to the development of cervical cancer and 
associated complications. Interestingly the age of first sexual 
intercourse came out to be the another most important factor 
for such tumour developments. Thus opening uncharted 
avenues in machine learning for both re-discovering and 
discovering new principles. However, for this,veracity and 
variety of the dataset is of the utmost importance. From the 
experimental process to collect the data to preparation of the 
final dataset, each and every step in-between plays a crucial 
role in establishing (or re-establishing) new factors (or 
already established factors). 

Chronic diseases like cervical cancer have serious 
ramificaions not only on patients but also on society and 
rapid surge in positive instances aggravate the already 
stressed healthcare and diagnostic infrastructure. Adoption of 
such studies at mass level with better quality of data inputs 
could provide eminent relief to these shortcomings. 
Collaborative inter-governmental initiatives in such 
directions could also be a good step in waging the gap arising 
due to financial and infrastructural constraints in developing 
and underdeveloped countries. The persistence of early 
sexual intercourse as one of the prime factors further directs 
as to undergo deliberations to make sex education mandatory 
with impetus to personal and reproductive health. Thus, 
making such primary studies a foundation for transforming 
modern estates of healthcare will not only alleviate untimely
loss of life but also enhance the socio-economic output of the 
nations. 
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a b s t r a c t

Food storage is a widely known practice performed since ancient times at the domestic and industrial
levels, and the vital process of food storage is food drying. The dried food has a longer shelf life than fresh
food. To obtain the dried product with good taste and quality as the original food crop, this must be dried
in a controlled environment. Solar food drying is the process through which the better quality of dried
food crop can be obtained with low investment and minimal deterioration chances. Among the categories
of solar food dryers, an indirect type solar dryer is most advantageous. It provides better quality of dried
food crop in a shorter duration, and it can be embedded with the phase change materials (PCM) to
achieve maximum efficiency during utilisation. PCM material helps to make the food dryer works during
off sunshine hours. This work focuses on the advancement of PCM-based indirect type solar dryers during
recent years. Paraffin wax emerged as a widely used PCM material for drying applications. The PCM-
based indirect solar dryer developed by Atalay and Cankurtaran showed the highest thermal efficiency
and CO2 mitigation among the various discussed drying systems.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Technology Innovation
in Mechanical Engineering-2021.

1. Introduction

Food plays a vital role in human life [1]. Without food, no one
can survive in the world. In the current pandemic situation, scar-
city of food was observed globally, leading to hundreds of people
worldwide due to hunger. However, at some places, a large
amount of food was deteriorated during the lockdown period
due to the unavailability of supply chains and food preservation
techniques available at the domestic level. Food crops such as
mangoes and tomatoes cannot be stored for a more extended per-
iod in the raw form [2,3]. Hence, these crops should be preserved
by drying.

Food drying is an energy-intensive technique [1]. It requires a
large amount of electrical energy for drying food crops using con-
ventional drying equipment. In India, the cost of electrical energy
is very high as well as its generation creates a lot of air pollution,

including the emission of greenhouse gases in the environment
[4–6]. Therefore, the utilization of electrical energy for food dry-
ing is not economical for farmers and domestic users, which
adversely affects the environment [7]. Hence, to protect the envi-
ronment by minimising food drying costs, an alternate method is
essential [8].

Solar energy is the most prominent source of energy accessible
in each corner of the world [9]. Therefore, solar energy in food dry-
ing can save greenhouse gas emissions and be economical for soci-
ety [8,10]. The general solar drying process adopted worldwide is
an open sun drying procedure in which the crop is dehydrated
under direct sunshine in open environment [11]. Even though
the method is free, but it also has some substantial drawbacks.
The method is lengthy and reduces the quality and colour of the
crop [12]. The crop can get deteriorated with dirt, moisture, and
insects [4]. If this food is cooked, it can upset human life and cause
illness [7]. Further shortcomings are deterioration of crop due to
adverse environmental circumstances like rain, forfeiture of the
crop by birdies and insects, and deterioration through micro-
organism and fungal development [8].
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1.1. Types of solar dryers

The solar dryers harness solar radiation’s energy and use that
energy in crop drying [12]. On this basis, solar drying can be cate-
gorised into various types, as presented in Fig. 1.

Mainly, solar dryers are categorised into three categories [7,8]:

� Direct solar dryers
� Indirect solar dryers
� Mixed-mode type solar dryers

1.1.1. Direct solar dryers:
In the direct solar dryers, the crop is dried in inclusion at high

temperatures. The food crop is kept in a cabinet where it receives
incident shorter wavelength solar emission on the glass, transmit-
ted inside the cabinet [13–15]. Some part of this incident solar
radiation is captivated by the crop and the inner drying cabinet,
and the other part is reflected in the atmosphere. This absorbed
radiation increases the crop’s temperature and the drying cabinet’s
internal environment, and in turn, the crop emits radiations of
long-wavelength [15]. Thus, the temperature of the food crop
inside the cabinet rises. These dryers are commonly known as solar
cabinet dryers [3]. This working principle of a direct type solar
dryer is displayed in Fig. 2.

Direct type solar dryers have the following limitations:

� The size of cabinet dryers is small, and it has limited usage [13].
� As a result of direct exposure of food crops to solar radiation,
the cabinet dryers’ dried products have faded colour, and the
original properties of the dried products are lost [16].

� As moisture condensed on the cabinet’s top glass sheet, the
solar dryers’ transmissivity gets reduced [7].

1.1.2. Indirect type solar dryers
The indirect type solar dryer consists of a solar radiation collec-

tor with a drying cabinet [7]. The solar emission falls over the solar
radiation collector, and in turn, the air temperature inside the col-
lector rises, which further passes through the dryer cabinet. The air
circulation in the solar dryer can be through either by natural con-
vection mode or forced convection mode. This air is further
dumped into the atmosphere through vents or chimneys [15–17].
The crop drying in the indirect solar dryer occurs due to conductive
and convective losses in the crop [3]. The working of indirect type
solar dryer can be presented in Fig. 3.

The advantages of indirect types of the solar dryer are:

� The drying process can be controlled, and the drying produce
has better quality than direct type solar dryers [18].

� A higher temperature inside the drying chamber can be
achieved [19].

� The colour and quality of food crops are similar to the original
crop sample.

� Food loss due to insects and birds is minimal.
� Heat losses can be minimised by insulating the drying cabinet.

1.1.3. Mixed-mode type solar dryers
This solar dryer type is a merger of indirect and direct solar dry-

ers [20]. The crop drying process occurs due to the airflow through
the solar radiation collector, and direct solar radiation is transmit-
ted through the drying cabinet [21]. The food drying rate is higher
than the other dryers, but product quality is not as good as indirect
type solar dryers [2].

A big problem with existing solar dryers is that they can only
work during the sunshine hours [22]. Due to this problem, the pro-
ductivity of the solar dryer is less. Therefore, for efficient crop dry-
ing, the dryer should also work during no sunshine hours [23]. To

Fig 1. Categories of solar drying.

Fig 2. Working principle of direct type solar dryers [7]
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achieve better solar dryer efficiency, the usage of phase change
materials (PCM) was recommended. The PCM is thermal storage
material that accumulates the surplus of the absorbed thermal
energy in daylight hours and utilise it during no sunshine hours
[23–26]. Since, the direct type of solar dryer can only work with
direct solar radiations; therefore, the phase change materials can-
not be embedded with this kind of solar dryer. Hence, the indirect
type of solar dryers can be preferred to fulfill the objectives. In this
work, recent trends of various PCM embedded indirect type solar
dryers were studied thoroughly. Their various parameters that
show their viability for drying various food materials were
reported.

2. Review of PCM based indirect type solar dryers

Atalay and Cankurtaran (2020) fabricated and tested an indus-
trial indirect type PCM-based solar dryer in Turkey. Paraffin wax
was used for energy storage. The developed solar dryer consisted
of air collectors, a drying chamber, an energy storage chamber,
and centrifugal fans. The exergo-economic and exergo-
environmental parameters were assessed for drying strawberries
using the solar dryer. It was concluded that fans consume the most
energy in the solar dryer. The cost of maximum energy destruction
by fans was 0.2286 $/h, and the exergy efficiency of the fans was
55.28%, with a minimum exergo-economic factor of 0.507.

In comparison, the drying cabinet had maximum exergy effi-
ciency of 94.46%. The total embodied energy calculated for the sys-
tem was 25283.44 kWh for an assumed average life span of
20 years. The energy payback period was reported to be 6.82 years,
and the CO2 mitigation amount was determined as 99.60 Tons [27].

Singh and Mall (2020) developed a PCM-based indirect type
natural convection solar dryer for banana drying. The setup con-
sisted of a solar collector and a drying chamber with a chimney.
The PCM used for storing the energy was paraffin wax. The thermal
performance was investigated for the drying arrangement. The
maximum drying efficiency and the overall collector efficiency
were 9.88 and 66.32%, respectively [28].

Bhardwaj et al. (2019) fabricated and tested a novel indirect
solar dryer incorporated with sensible heat storage and PCM for
medicinal plants drying in the western Himalayan region. The sys-
tem comprised a flat plate solar collector with mixed iron scraps
and copper tubing containing engine oil as sensible heat storage
material and paraffin RT-42 as PCM was placed inside two contain-
ers and kept at the bottom-most area of the drying compartment.
The dryer was tested under forced convection mode for drying
Valeriana Jatamansi, and it was detected that the vapour content
was decreased to 9% from the base value of 89% in 120 h. The sys-
tem’s average exergy and energy efficiency with SHSM and PCM
was 26.10% and 0.81%, respectively [29].

Swami et al. (2018) developed a PCM-based solar dryer for fish
drying in the coastal Konkan region. The dryer included a heating
chamber, drying chamber, chimney, and an air blower. The dryer
dimensions were 745 mm � 525 mm � 540 mm. The phase change
material used in the heating chamber was paraffin wax. The
dimensions of the flat plate collector were
1165 mm � 480 mm � 150 mm. The dryer works under forced
convection mode. The dryer was tested for fish drying using paraf-
fin wax (C-23) and paraffin wax (C-31) simultaneously, and it was
concluded that paraffin wax (C-23) was suitable for fish drying. It
reduced the drying period of fish by 75% [30].

El-Sebaii and Shalaby (2017) fabricated and investigated an
indirect solar dryer with PCM for drying Thymus leaves. The whole
experiment was conducted inside a room. The IDSD system con-
sisted of two flat plate solar collectors installed over the roof of a
room, an air blower, and a drying chamber kept inside the room.
The PCM was stored in two shell and tube storage units attached
at the drying chamber’s bottom. Paraffin wax was selected and
used as PCM for drying the selected sample. The experiment was
performed with and without PCM, and it was concluded that the
drying time was reduced by 50% in a system integrated with
PCM compared to without PCM [22].

Khadraoui et al. (2017) fabricated and examined a PCM-based
indirect type forced convection solar dryer. The dryer was verified
in the no-load condition with paraffin wax as PCM was kept inside
the solar energy accumulator. The solar energy accumulator’s daily
energy and exergy efficiency was observed as 33.9% and 8.5%, cor-
respondingly. It was reported that the drying chamber’s tempera-
ture was maintained between 4 and 16 OC during the night [23].

Aiswarya and Divya (2015) analysed a PCM-based indirect solar
dryer’s economic feasibility for drying cultivated products. The
constructed solar dryer comprised an inclined solar air heater
and a drying compartment. Paraffin wax (PCM) was kept at the
bottom of the drying chamber. The dryer’s capital investment
was $406.88, and the payback period was 0.578 years during the
drying of crops like potato and cassava [24].

Jain and Tewari (2015) developed an indirect pass natural con-
vective solar crop dryer embedded with PCM. The dryer compo-
nents were a flat plate solar collector, natural ventilation system,
drying chamber with crop trays, and packed bed PCM energy stor-
age. It was detected that the drying chamber’s temperature was

Fig 3. Working of an indirect type solar dryer [17]

Table 1
Summary of literature review.

Literature Year PCM used Parameters investigated

Atalay and Cankurtaran [27] 2020 Paraffin wax Exergy efficiency, total embodied energy, energy payback period, CO2 mitigation amount
Singh and Mall [28] 2020 Paraffin wax Maximum drying efficiency, Overall collector efficiency
Bhardwaj et al. [29] 2019 Paraffin RT-42 Performance parameters, Average exergy, and energy efficiency
Swami et al. [30] 2018 Paraffin wax Performance parameters
El-Sebaii and Shalaby [22] 2017 Paraffin wax Performance parameters and statistical analysis
Khadraoui et al. [23] 2017 Paraffin wax Performance parameters, Daily energy, and exergy efficiency
Aiswarya and Divya [24] 2015 Paraffin wax Various economic parameters such as capital investment of the dryer, payback period
Jain and Tewari [31] 2015 Paraffin wax Thermal efficiency, Various economic parameters such as capital investment of the dryer, payback period
Shalaby and Bek [32] 2014 Paraffin wax Maximum thermal efficiency and other performance parameters
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6 �C more than the ambient during the night. The reported thermal
efficiency and the dryer’s payback period were 28.2% and 1.5 years,
respectively [31].

Shalaby and Bek (2014) constructed a PCM-based novel indirect
solar dryer. The drying system components were two solar air hea-
ters, a drying chamber, a PCM storage unit, and a blower. The sys-
tem was experimentally verified for drying of O. basilicum and T.
neriifolia using paraffin wax as PCM, and it was described that
the final moisture was obtained in 12 h and 18 h of drying
and the extreme thermal efficiency of the arrangement was 70%
[32]. The summary of the literature reviewed is given in Table 1.

3. Conclusions

Food drying is an essential process of saving food for future pur-
poses. It helps in storing the food for a long time and minimising its
wastage. The conventional food drying process uses a large amount
of high-grade energy, viz. electricity can be saved using solar food
drying processes, reducing greenhouse gas emissions in the atmo-
sphere. The widely-used open sun-drying process results in low-
quality dried products and some food product loss due to various
environmental conditions, which can be decreased by employing
solar dryers for food drying purposes. The indirect type solar dryers
embedded with PCM for energy storage have various advantages.
They produce a better quality of dried products with high effi-
ciency, and these can be utilised during off sunshine hours. Recent
advancements of PCM-based solar dryers were studied in this
state-of-the-art review. The following conclusion were drawn from
this study:

� Paraffin wax was a primarily used PCMmaterial for solar drying
applications.

� The PCM-based solar dryer developed by Aiswarya and Divya
exhibited the lowest payback period of 0.578 years.

� The PCM-based solar dryer fabricated by Atalay and Cankur-
taran reported the highest maximum exergy efficiency of
94.46%, and it also had the highest CO2 mitigation of 99.6 Tons.
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ABSTRACT 

As in Today’s fast-paced growing world, all technologies are continuously advancing in every 

field to increases performance one such advancement in the manufacturing sector is additive 

manufacturing which is one of the recent technology and it’s expected to have a market reach 

of 26.68 billion dollars by 2027 growing at a rate of 14.4%  according to report by reports and 

data. Additive manufacturing is the process of combining material to make objects by layer 

addition from the 3D CAD model. It is the opposite of subtractive manufacturing and it can 

produce products with greater accuracy. In this paper, we will be discussing briefly the spray 

powder process of additive manufacturing which includes 3D printing and direct energy 

deposition(DED), and we will be briefly going through the various metal and alloys which can 

be used in this process, working of these processes, mechanical properties of the product, 

various applications and its use in future. 

 

Keywords:-Computer aided design(CAD), Additive manufacturing(AM), Direct Energy 

deposition(DED), 3D printing(3DP) 

 

INTRODUCTION 

Additive manufacturing(AM) is the process 

in which first the computer takes the 

information from a CAD (Computer-aided 

design) fileand then convertit into 

STL(Stereolithography) file, in which the 

3D CAD design in CAD software is 

approximated by triangles and then it is 

sliced layer by layer with every layer 

containing information to be printed. There 

are various types of additive manufacturing 

process like liquid, molten/filament, 

powder, solid layer processes. The Powder 

bed process and spray powder process are 

the two type of powder processes in 

additive manufacturing.The Spray powder 

process consists of  

1. Direct energy deposition (DED) and 

2. 3D printing  

DED definition As per ASTM(F2792): 

“An additive manufacturing process in 

which focused thermal energy is used to 

fuse materials by melting as they are being 

deposited” 

Direct energy deposition, blown powder 

additive manufacturing is an additive 

manufacturing method the uses a focused 

energy source such as an electron beam, 

plasma arc, laser to melt a material which 

then simultaneously will be deposited by a 

nozzle. It uses two different techniques: 3D 

cladding and 3D welding. 

 

DED normally uses wire feed through a 

nozzle with plasma, laser or electron beam 

to create a molten pool. It is harder to 

deliver the wire in rougher surfaces and 

complex geometries which limits its 

application in various fields. Therefore, due 

to this reason powder is preferred mostly 

and is used frequently as the material used 

in the Direct energy deposition process. 

It has attracted a lot of interest because of 

its ability to print any metal or metal-alloy 

device, primarily functionally gradient 

materials[13]. It is also used for 

remanufacturing and repairing parts to 

extend their life  and decrease its 
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environmental effect. One of the examples 

of DED laser engineered net shaping 

(LENS) and laser deposition [3,4].  

 

The 3D printing process involves spraying 

a water-based liquid binder onto a starch-

based powder in order to print data from a 

CAD drawing. It is an MITlicensed 

process. The various advantages of 3D 

printing are less expensive machines, more 

cost-effective process, no resins to cure, no 

chemical post-processing required.  

 

There are two major processes in 3D 

printing (1) material jetting 3D printing and 

binder jetting 3D printing. In material 

jetting 3D printing uses droplets which are  

then poured by passing a UV light through 

each layer [5,6]. In the binder jetting a 

binder in fluid form is sprayed and 

imprinted onto a powder bed utilizing an 

inkjet head to bind  the powder particles 

layer by layer as shown in Figure 2. The 

determination of binder significantly 

affects the mechanical strength and various 

properties of the manufactured part. 

 

Great advancements has been made in 3D 

printing such as metal extrusion which  is 

now  used in which a product is made from 

the material by the mechanical head like the 

way inkjet printers extrude ink onto 

paper[7]. That’s it is also known as inkjet 

3D printing. 

 

PRINTING PROCESS 

Direct Energy Deposition 

  
Fig.1:- Wire feed DED    Fig.2:- Powder feed DED 

 

In direct energy deposition, control and 

direction of the heat source and feedstock 

involve in the main process and it mainly 

depends on the energy and melts dynamics. 

 

The various heat sources utilized indirect 

energy deposition are: electron beam, 

electric arc, laser and plasma. The 

feedstock is directed by the heat source at 

the place of deposition deposition that’s 

why it is called direct energy deposition as 

shown in Figure 1. After this, the feedstock 

either powder or wire is fed into the path 

where heat source melts it, which cause the 

heat source to spray or drip into a 

comparative large melting pool. Meltpool is 

directed by controlling the motion of 

feedstock and heat source around the 

toolpath where it freezes and forms solid 

metal bead. Generally, in wire-based DED, 

the bead size is much larger than the input 

feedstock. The melting mechanism is 

similar  as that for traditional welding and 

have high energy requirement for melt pool 

and successful bond formation of the 

deposited material to the part. 

 

3D Printing 

The 3DP process is quite a long process and 

it involves transforming a digital CAD file 

into a solid 3D object. The  process is 

shown in following 4 steps in Figure 3 

below:
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Fig.3:-    3D printing process[6]

Step-1  

CAD file 

In starting, a 3D CAD model is being made. 

This program creates a file containing all 

the information is then sent to the 3D 

printer within this process the software 

slices the design into thousands of 

horizontal layer. After this these layers are 

printed one on top of each other until the 3D 

object is being made. Various programs 

used for designing are AutoCAD, 

Solidworks, and various other programs 

like Google Sketchup etc. 

 

Step-2  

Motoring  

The operating of 3D printing requires 

driving a stepper motor with high accuracy 

and low torque. The function of the stepper 

motor is to converts mechanical shaft 

rotation in motor from digital pulses. It 

provides high reliability at low costs, high 

torque at lower speeds. They are a special 

type of synchronous motors which when 

receives an electric impulse by its control 

unit rotates a certain degree. A 3d printer 

generally needs 4 stepper motors, 3 of them 

for motions in X, Y, Z directions and one 

for moving the bedplate. 

 

Step-3 

Processing  

For independent operation and higher 

efficiency and flexibility an AM335x 

microprocessor is used which consists of 1) 

a microprocessorunit  2) a Graphics 

accelerator subsystem for 3D graphics to 

support the display. It can scale the speed of 

operation from 600MHz to greater than 1 

GHz. 

 

Step-4  

MOSFET drive 

Since the stepper motor is an open-loop 

system, it requires a high accuracy 

component to print in the specific places so 

MOSFET drive with a bipolar stepper 

motor is used which allow the motor to 

move in both direction with fast frequency 

operation due to MOSFET. 

 

MECHANICAL PROPERTIES 

DED 

Tensile Strength 

The printed part’s ductility and tensile 

strength are controlled by the various 

process parameters in DED and the 

material’s microstructure. In various cases, 

a varying trend of ductility and tensile 

behaviour for the same material printed by 

direct energy deposition was seen like 

tensile strength of Ti-6Al-4V manufactured 

by DED was found quite similar to the 

wrought manufactured  Ti-6Al-4V, with a 

decrease in ductile power[8]. in one other 

research, it was seen that the Ti-6Al-4V 

manufactured by DED was more tensile 

because it had a finer microstructure when 
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compared with wrought Ti-6Al-4V, but 

still, the ductilite power was less than that 

of wrought Ti-6Al-4V due to a mixture of 

internal defects and finer microstructure[9]. 

and in one another research part made from 

DED showed tensile behaviour and 

anisotropic porosity in three different 

orientation, due to micro-

structuralanisotropy[10]. 

 

Hardness 

Due to the variation in build direction, 

microhardness value may change along the 

build direction. The microhardness is 

comparatively lower in the central layer and 

relatively higher in the last and first layer. 

Thermal history in process can be the 

reason that heat is built at the central layer 

which results in lower microhardness 

values[11]. It was reported with the 

increase in the substrate thickness more 

hardness and finer microstructure was 

found because the addition of substrate 

mass leads to a faster heat sink.With the 

increase in the substrate, hardness 

decreased because of the decrease in 

cooling rate and thermal gradient which 

lead to lead to a coarser microstructure. 

[12]. post-processing of Additie 

Manufactured parts(like heat treatment or 

ageing ) or selection of alloy can provide 

better control on the hardness, instead of 

varying process parameter in direct energy 

deposition process as reported by Zuback et 

al.[13]. 

 

Fatigue 

The fatigue is seen mainly by the defects 

growth and microstructure[14]. Fatigue is 

one of the important factors to see the 

structural integrity of the direct energy 

deposition printed part. By determining the 

probable fatigue initiation site and fatigue 

crack growth we can estimate the fatigue 

life of the part processed by DED[15]. 

Growth of fatigue crack was mainly found 

in the plane with some cracks moving in the 

direction of tensile force. It was found that 

the crack growth rate was location-

dependent and also was varying along with 

different directions[16]. As reported by 

several authors fatigue results were not 

consistent. Such as, Ti-6Al-4V processed 

by LENSTM had greater fatigue life as 

compared with cast Ti-6Al-4V[17]. In one 

research it was found out  that DED 

processed Ti-6Al-4V has alike properties to 

that of cast Ti-6Al-4V and heat-treated 

DED Ti-6Al-4V had alike properties to that 

of wrought Ti-6Al-4V[18]. It was seen that 

the fatigue life improved by hot isotactic 

pressing of the DED processed because it 

closes the pore sites inside that part.[19]. 

 

Residual Stress 

Because of the occurence of a steep thermal 

gradient between surrounding material and 

heat source residual stresses are generated 

during DED or any other additive 

manufacturing methods. By the cracking 

and distortion, residual stress may damage 

the printed parts. It was found out in the 

research that in the centre compressive 

stresses were present while at the surface 

tensile stresses were found. Generally, in 

dissimilar metals, residual stresses were 

found to be higher [20]. Residual stresses in 

additive manufacturing can be categorized 

into two types based on the length scale on 

microscale and nanoscale and the 

macroscale[21]. Some of the most common 

methods to reduce the residual stresses are: 

using in-situ process in which process 

parameter are monitoring with the feedback 

loop to tune them; by decreasing the 

thermal gradient with preheating the initial 

substrate; post-processing methods such as 

heat treatment can relieve residual 

stresses[22]. 

 

3D Printing 

Tensile Strength 

Various studies have discovered that, for all 

materials, 3D printed material’s tensile 

strength is majorly dependent on the 

specimen’s mass. The tensile strength can 

be estimated using a two-step process.  
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First, the printed material's exterior is 

visually tested for sub-optimal layers 

caused by under and over extrusion[22]. 

The mass of samples is then reported to 

determine if the substance is under 

extrusion. In a study on ABS, Nylon 618, 

HIPS, PC,T-Glass, Semiflex, Ninjaflex. 

Polycarbonates were found to be strongest 

with a tensile strength of 49Mpa. And most 

flexible was found out to be Ninjaflex as it 

did not fracture till an extension of 800%, 

with a tensile strength of 12Mpa at 800% 

extension. Nylon was found out to be 

stronger than Ninjaflex and more flexible 

than most materials, which contribute to a 

good combination of strength and 

flexiblity. [22].

 

 
 

Fig.4:- The results of residual stresses in 3D printed parts[23] (a) distortion and separation 

from the base plate (b) crack formation 

Residual Stresses 

In 3D printing, materials usually go under 

repeated contraction and expansion from 

cooling and heating during the printing 

process. This leads to residual stresses in 

the printed material Which further leads to 

cracks, warpage, and other forms of 

deformation[23]. 

 

The Figure 4 shows the results of residual 

stresses in 3D printed parts (a) separation 

and distortion from the base plate (b) 

formation of crack For these reasons 

several methods are used to compensate the 

residual stresses some of which are 

simulating print scenarios to get optimal 

print conditions to ensure proper printing 

and varying post-processing treatments are 

used to reduce the effect residual stresses. 

Ultrasonic waves can be used during both 

the build and after the build. In which short 

pulses are sent of ultrasonic waves which 

help in detecting internal flaws[24]. 

Surface Finish 

In comparison to traditional machining 

techniques, 3D printed metals have rougher 

surfaces due to various factors which are 

3D printing has layer by layer deposition 

mechanism which yields rougher surfaces, 

metal powder is required as raw material, 

partially melted particles are found in 3D 

printed metals which leads to rougher 

surfaces. The surface quality of 3D printed 

metals can be improved with the help of 

machining, polishing, and various surface 

hardness treatments such as shot peening, 

high-frequency mechanical impact 

treatment[25]. 

 

Fatigue Behaviour 

Fatigue in the case of polymeric 3D printed 

materials depends on various factors which 

are environmental conditions, physical 

properties, mechanical loading factors as  

shown in Figure 5 [26]
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Fig.5:-Factors which effect the fatigue life of polymeric materials[26]. 

 

Fused deposition modelling based fibre 

composites had better bending and tensile 

strength than neat polymers. The fibre 

properties of FDM printed composite could 

help in higher fatigue life[26]. In the case of 

3D printed metals factors which helps in 

better fatigue life are optimal heat input, 

correct building direction, better surface 

finish, and various heat treatment 

processes[25]. 

 

APPLICATIONS 

DED 

In Repairing components 

Repairing is one of the most important 

operations to extend the life of parts and 

enhance their functionality. Repairing help 

in reducing environmental impact, as a 

lower amount of material and energy waste 

occurs. DED is used as a standard repairing 

technique in gas turbines  in which Ni-

based superalloy is given through coaxial 

powder feeder[27], and repairing of steam 

circuit parts at the thermal power station, by 

depositing Co-based alloys on them in 

order to keep the high temperature bearing 

thermal properties [28] 

 

In construction materials 

Traditional casting makes primitive 

structures(uniform microstructure) but with 

DED engineered microstructure is possible, 

which might have better mechanical 

properties. Using DED in construction 

could help largely in tackling greenhouse 

gases as 30% of greenhouse emission is due 

to construction industries which could be 

decreased by partially adopting DED for 

specialized parts[29]. 

 

In cladding and welding of parts 

During the welding of dissimilar material, 

traditional welding produces high residual 

stresses at the interfaces which might lead 

to early failure and the outcome can be 

dangerous. Whereas in DED the 

composition is the function of position, 

which results in a seamless transition from 

one joint to the other. This can decrease the 

residuals and increase the mechanical 

integrity of the joints[30]. Multi-axis 

cladding can be done with the help of DED 

through which it is possible to deliver 

material at any angular positions. 

 

Various Biomedical applications 

DED alters the mechanical properties of a 

material by varying the geometry  or 

orientation  of the printed  parts. It is more 

beneficial to make porous implants using 

Direct energy deposition as compared to 

traditional casting[31]. It has gained 

priority in the dental and implant industry. 

Mostly Co-based alloys,Ni-Ti based 

alloys,Ti and its alloys,316L stainless steel. 

DED is used in biomedical industries since 
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it can combine different materials to 

achieve optimal properties, and it is easier 

to build custom implants as per patients 

need.Biocompatibility testsvia LENSTM on 

porous Ti-6Al-4Vproved that it has the 

ability of cell growth on implants having a 

pore size of 200 micrometer or greater than 

that. [31]. 

 

3D Printing 

Medical Applications 

3D printing have a huge implementation in 

this field some of the major applications are 

Organs can be printed which can be used as 

a substitute to real body parts such as 

titanium jaws, titanium pelvic etc. tissues 

engineering has great strides as it can print 

3D blood vessels[32]. Additive 

manufacturingof stem cells has to lead to 

various possibilities in printing artificial 

organs and we can say an endless world of 

possibilities are waiting due to 3D 

printing[33]. 

 

The Figure 6 shows 3D printed human heart 

which is made by bioprinters which can 

print human tissues[34]

 

 
Fig.6:- 3D printed human heart which is made by bioprinters which can print 

human tissues[34] 

 

 

Nowadays, prole is using 3D printed teeth 

which can be customized as per patients and 

also hearing aid are being made using 3D 

printing. 

 

Aerospace and Automotive Industry 

3D printing has great potential in the 

aerospace industry as it can be used to 

create lightweight parts, improved and 

complex geometries. T the same time it can 

reduce the material which in turn willhelp 

in the reduction of fuel usage.[35]. It can be 

used to print automotive parts as it was 

done by a local motor which printed the 

first electric 3D printed car and they also 

created the first 3D printed bus named 

‘OLLI’ which is driverless,  recyclable, 

electric 3D printed bus. Ford has also used 

3D printing to print protoengine parts and 

prototypes of the car also BMW uses 3D 

printing to printing hand tools which are 

then used in automotive testing[36]. 

 

Food Industry 

3D printing has a great future ahead in the 

food industry as it is used to print 

customized foods which can remove 

unnecessary things from food and enhance 

the presence f vital nutrients.[37].therefore 

food can be customized as per individual 

preferences. And food can have higher 

quality and lower costs. It can help in a 

world where people can have a diet that 

doesn’t enforce exercise[38]. 

 

3D Printing in Various Other Industries 

 3D printing is being used in industries 

like the electric and electronic industry 

for the manufacturing of structural 

electronic devices like electrodes, 
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electronic materials etc. It can help in 

providing low cost and higher time 

efficiency for mass production of 

materials[39]. 

 3D printing has entered in fabric and 

fashion industry for the manufacturing 

of 3D printed shoes and jewellery. For 

instances, large companies such as 

Nike and Adidas have applied 3D 

printing for the mass production of 

athletic shoes [40] 

 3D printing technology can also be 

applied to the construction industry, 

where it can be used to construct whole 

buildings or individual parts.Also in 

China, they built ten single-story 

houses in a day which requires months 

to be complete by traditional methods. 

Therefore 3D printing is a faster, 

cheaper and safer method[41]. 

 

CONCLUSION 

The above work is the utmost effort to 

dicuss various spray powder additive 

manufacturing and learn about the process 

and how the functioning of 3D printing and 

DED takes place, discuss about the 

mechanical properties such as fatigue, 

residual stresses and hardness of both DED 

and 3D printing manufactured products. 

We have also tried to explain the various 

applications of both DED and 3D printing 

over various domain. So as we can infer 

from all this there these processes will work 

as a revolution in future in manufacturing 

of various component and making the 

components more efficiently. Apart from 

manufacturing of machine component both 

3D printing and DED has a great future in 

other fields such as construction, medical 

industry and fashion products and even 

food industry. We have tried to talk about 

all these domains in very precise and brief 

manner so that the reader will understand 

them. And can do further research in the 

specific domain as per their interests. 
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Abstract—When a person loses vision, he/she ordinarily 
does not lose the capability to see; they get deprived of the 
ability to relay the sensory signals to the brain which is evident 
in congenitally blind people. It has been said that brain is a 
highly flexible task-machine which means that even with input 
from alternate senses the regions of brain can retain and 
conserve their ability to visualize which is the plasticity 
property of human brain. This is where sensory substitution 
comes into the picture. Sensory vision substitution has come a 
long way since it first came into existence. This concept was 
realized into a device called sensory substitution device (SSD) 
which produced exciting experimental results and even assisted 
in further understanding how human brain functions. In this 
review, various mechanisms designed for visual restoration 
with its technical and biological functioning will be discussed. 
Towards the end, how effective the models are at solving the 
problem with further scope of improvements will be 
elaborated.

Keywords—brain plasticity, electrotactile, neuromodulation, 
somatosensory, vibrotactile 

I. INTRODUCTION

In this review we have shed light on how we can retrieve 
sensory perception by exploiting sensory substitution to
assist the visually impaired. Section 2 introduces, how 
human brain perceives vision, its properties and its related 
disorders and impairments. Section 3 briefly explains what
SSDs are their role in sensory substitution and also lists 
down different types of stimulators being fabricated and 
tested and further development for better functionality and 
accuracy. Section 4 gives a detailed explanation about the 
design and functioning of tactile vision substitution system 
(TVSS) and also presents some of the other TVSS-based 
designed systems having better performance. Section 5 and 6
states some applications and concludes this review and 
provides some opinions on future scope.

II. VISION AND PROBLEMS IT FACES

A. Functioning of Visual Perception 
Visual perception can be defined as the ability to 

construe the surrounding environment using the incident 
light reflected by the objects in the environment. We can 
divide human visual perception into two parts:

First part constitutes scene acquisition (capturing 
light) where the light rays are focused on retina which 
converts light energy into electrical energy patterns 
which are further processed and transmitted via visual 
pathway to visual cortex in central nervous system 
which is evident in Fig. 1.

Fig. 1. Visual Perception - how light from external source reaches the 
brain via visual pathway. [23] 

Second part is the visual perception which is a knotty
integration of various parameters which are light
sense, form and contrast sense, as well as sense of
color. The receptive field organization of the retina 
and visual cortex are used to encode this information 
about a visual image.

Apart from the above-mentioned parameters another 
important parameter is depth. Keeping the eyes as well as the 
head maintained in a fixed position and one eye closed, what 
one sees is the area comprised of visual field for that eye. If 
the second eye is opened, the area it perceives is almost the 
same as what was visible with one eye. Hence, it can be said
that a large part of the visual fields of both the eyes 
converges. However, there is a small part of area that is only 
visible from one eye. Even though, almost same areas are 
visualized by both the eyes, the small difference in vision 
becomes the cause of the depth perception of the 
environment. This happens because of the dissimilarity in the
relative position of the target object present within the area
of the two eyes, as these objects are viewed from marginally
different angles which holds significant importance for
stereoscopic (depth) vision.
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B. Target Problem 
Vision plays a critical role in assisting humans for 

existence. Hence, it becomes next to impossible to survive 
without vision. Vision is very much taken for granted but 
when it deteriorates, one struggles while walking, reading,
working and while participating in daily crucial activities for 
living. It’s been consistently stated that damage to vision 
severely impacts quality of life. As per WHO reports [1],
globally, more than 2.2 billion people face vision impairment 
or worse (blindness), of whom more than 1 billion of them 
face vision impairment, which if taken care of, could have 
been averted or are yet to be tackled. 80% of visual 
impairment is either preventable or curable with treatment 
which includes quality eye care and rehabilitation. Severe 
conditions, however, may require surgical treatment and their 
cost increases radically. In vision impairment either the eye 
which processes and transmits the spatially encoded pulse is 
damaged or the vision processing pathways and visual cortex 
is compromised. The scope of this survey is limited to the 
problem where the person has just lost the capability to relay 
image from the eye (retina) and the vision processing 
pathways are still intact [2].

C. How Plasticity is basis of Visual Rehabilitation? 
Brain plasticity [3], is the capability of the brain to 

reform continuously all through the person’s life. The adult 
brain is not completely hard-wired. The neural connections 
keep changing throughout the lifetime. Sensory substitution 
devices are in existence because of “instrumental sensory 
plasticity” which is nothing but the ability of the brain to 
reform and reorganize. This can occur when there is: (a) a
functional demand, (b) some sensor technology to achieve
that demand, and (c) training and psycho social factors that 
keep up with that particular functional demand. 

Brain plasticity alternatively can be defined by 
classifying into 2 categories: structural plasticity where 
brain’s physical structure and it’s functional plasticity is 
changed by experiences or memories. In this case the 
functions of the brain shifts from to undamaged area from
damaged area. With an intention to exploit both structural 
and functional plasticity, to overcome sensory loss 
specifically vision loss, renowned neuroscientist Dr. Paul 
Bach-y-Rita, also well-known as "father of sensory 
substitution", started working on sensory substitution system, 
producing exciting results. Since then he has published many 
of his researches which will summarized in this paper. 
Tactile vision substitution system (TVSS), termed by him, is 
based on the principle of brain plasticity in which one 
sensory modality is used to retrain another sensory modality 
which has lost its sensation, for example, vision.

III. SENSORY SUBSTITUTION DEVICE (SSD) 

A. Can the use of SSDs be thought-out as “Seeing”?
SSDs are been studied significantly for vision impaired 

since a long time in laboratories. This survey further 
elaborates how sensory substitution model functions with its 
practical implementation. Sensory substitution is grounded
on the ideology that the brain holds capacity to figure out
sensory data even though the source is not a natural channel. 
Information from touch receptors is transduced into an 
electric action potential to the visual cortex which is 
otherwise the job of photoreceptors in the eye.

Fig. 2. A particular type of tactile tiles used in parking lots and streets. [4

A very relevant and enlightening but a very common 
example is tactile paving [4] as shown in Fig. 2. They are 
used on footpaths, stairs and train stations for visually 
impaired, moreover blind, and they are used as ground 
surface indicator. Tactile warnings alert the visually impaired 
if he/she is approaching streets or any hazardous surface or
any grade changes. This is done by providing a unique 
surface pattern of pruned domes or cones which can either be 
detected by long cane or person’s underfoot. Hence, we can 
see that the visually impaired indirectly visualizes 
environment around him/her.

Another non-invasive brain-machine interface was 
Braille reading, a SSD. Here the blind uses the sense of 
touch, by moving the hand from left to right along each line 
designed using raised dots representing letters of the alphabet 
and punctuation marks too, to fetch information for the sense 
of vision. The user actually visualizes the information using 
touch. This technique was originally developed by Barbier
and with the rise in innovation and technology, it was later 
developed to automatic text-to-braille converters for example 
Optacon. Studies demonstrated positive results with respect 
to feasibility. To see this in action, fMRI was used, which is 
a noninvasive test to measure minute changes in flow of
blood because brain activity and hence finds out the sections
of the brain which are triggered during perception of sense.
In blind people, it was found that after receiving tactile 
information itself, along with somatosensory cortex some
visual cortex is even activated as they try to see objects.

We can categorize SSDs based on the type of feedback 
system which are of two types mainly: vibrotactile and 
electrotactile feedback systems. 

B. Vibrotactile Based Feedback Systems 
Vibrotactile stimulators trigger action potentials by using 

pressure and the characteristics of the mechanoreceptors of 
the skin which are a necessity for the vibrotactile sensory 
perception. The vibrotactile perception depends mainly on 
two types of corpuscles namely Pacini and Meissner’s 
corpuscles which are fast adapting receptors and Merkel 
discs being slow adapting ones. Depending on the skin 
surface, several characteristics of vibratory perception in the 
periphery were found. A detailed explanation on sensory 
physiology for touch is given by Kurt A. Kaczmarek in [5].
He described the characteristics of different tactile receptors 
of human skin. From a technical point of view, the vibration 
sinusoid has two different significant characteristics (firing 
frequency and amplitude), which hold diverse properties and 
will generate distinct features in the vibro-tactile perception
[6].
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Based on these, Optacon was designed which was one of 
the widely known devices based on vibrotactile based 
feedback systems. It is an electro-mechanical device which 
helps the blind to read printed matter which cannot be 
reproduced into Braille [7]. The Optacon has capabilities 
which are not offered by any other device. It provides the 
ability to visualize a printed page or whatever actually 
appears on a computer consisting of drawings, fonts, and 
special text designs. The blind user places their index finger 
onto a tactile array of 24-by-6 matrix of tiny metal rods,
being one part of its electronics unit [8]. The user then scans 
the camera module across the printed line and an image 
formed, which has the size of a letter space, is transmitted to 
the main electronics unit via a connecting cable. In the 
electrode, rods that correspond to black parts of the image 
vibrate, thus forming a tactile image of the letter visualized 
by the camera module. The camera module when moved by 
the blind across the printed line creates a sensation of the
image formed by tactile perception of printed letters under 
user’s finger by a matrix of rods.

C. Electrotactile Based Feedback Systems 
Electrotactile stimulator-based feedback systems are the 

whole focus of this review and the concepts governing them
are a bit complex. But the basic idea is, by activation of 
sense of touch by stimulating skin with electric current, non-
tactile information is relayed to the brain. Practically, this 
means that inputs from a device like a camera is fed into a 
group of electrodes called an array, which then provide
small, regulated and painless current at precise locations on 
the skin based on how the signal is modulated and encoded.
A more technical explanation is they are array of electrodes 
used to initiate the action potentials in superficial nerve 
endings by giving electrical stimulation to the skin. Due to 
electric discharge there can be sensations of burns, itching, 
pain and pressure.

In order to apply non-tactile vision signal which is an 
encoded pulse, there are a set of electrode-skin interface 
parameters that are needed to be taken care of which are (a) 
stimulation voltage, (b) current, and waveform (c) size and 
material of the electrodes and (d) the location, thickness, and 

hydration of the skin. Lower impedance or resistivity, better 
conductivity and higher sensitivity to touch of the skin are 
also among the prime factors to be taken into consideration 
for better results. He tested his designed electrotactile 
stimulator/electrodes, on different skin interfaces of the 
human body and performed a comparative study to realize 
which one resulted the best outcome. He designed and tested 
his electrodes on different anatomical regions like the 
fingers, the back, the abdomen in the front, the forehead, and 
the tongue [9]. 

His test results made evident that dry skin is an insulator 
and thus offers high impedance when the skin is stimulated 
directly, so there is a need of high voltage current for 
stimulation. Normally the touch sensations are relayed to the 
parietal lobe while the visual sensations are relayed to 
occipital lobe. Electrical stimulation of the skin excites the 
afferent nerve fibers which take the encoded signals to the 
parietal lobe. 

Stimulation mechanism and skin-electrodes 
characteristics: The current in neurons flows when its 
receptors are stimulated and an action potential is generated. 
The current (action potential) flows by the exchange of ions 
across the axonal plasma membrane. Hence a stimulator 
(electrode) is used to stimulate the receptors present on the 
neuron. Many investigators suggest that the afferent fibers 
are directly stimulated by the stimulator [10]. Pfeiffer in his 
review suggested that receptors of the skin are stimulated 
directly if small electrodes of the size of 1 mm2 are used 
[11].

If performance of the system was measured, a
compromise with comfort was observed. For an instance, the 
electrotactile stimulation in presence of perspiration or an 
electrolyte conductor between electrode and skin is most 
comfortable. The presence of electrolyte is a must as it 
bridges the flow of electrons in the electrode and the 
stimulation of receptors on neurons and also it stabilizes the 
electrode-skin adhesion.

The behavior of current distribution under the electrodes 
at the microscopic level was observed and it was found that

TABLE I. THRESHOLDS OF DIFFERENT PARAMETERS OF ELECTROTACTILE SENSATION AND PAIN/SENSATION RATIOS [5]

Electrode 
type/material Body location Electrode 

area (mm2) Waveform Frequency 
(Hz)

Sensation 
current (mA)

Sensation 
Charge (nC) P/S

Silver Coaxial Abdomen 15.9 M- 60/200 20 40 80.1 70

Gold, silver coaxial 
gelled Abdomen 11

M-/B Single pulse 5.0 312

?1.5 1500

M+ Single Pulse 6.1 381
2.5 2500

Silver Square Wrist 49 M Single pulse 2.7 270 ?1 1000
Stainless Steel 
Coaxial gelled

Trunk 8.42 M Best frequency
1-100 Hz

1.5 150 1.6Fingertip 8.42 M 6 600
Stainless Steel/ 

Aluminum gelled Abdomen 0.785 M 50 0.4 100 6.25

Steel electrode pair Fingertip 0.0078 M Best frequency
1-200 Hz

(a) 0.2 100 1.5(b) 1.0 500

Coaxial Forearm, back, 
abdomen 7.07 ? 25 17 17 8.42.5 250

a. M stands for monophasic, + or - indicated if known; B stands for biphasic (c), (d) 0.79 and 6.35-mm electrode spacing respectively. P/S is pain/sensation current ratio. 
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for any electrode type the conductive path through the skin is 
non-uniform. Saunders [12] and Grimnes [13] showed that 
current takes small regions of low resistance, for example 
small breaks in the epithelium (1-6/mm2 of skin area),
sebaceous glands and sweat ducts, as its path to flow. Under 
metal electrodes of size > 100 mm2 (categorized as large 
electrodes) on dry skin, it was found that resistance of one of 
the conductive paths of the skin, drops suddenly from time to 
time hence much of the current of the electrode faces a shunt
through that pathway [14]. This results into a high current 
density which leaves a red spot mark on the skin surface. The 
user also feels a sudden sharp sting which is the likely to 
occur because of electrodes which are negatively-pulsed.
Kurt A. Kaczmarek has further discussed in some detail in
[5]. So far most of the sensory substitution systems have 
considered metals to design electrodes; the most common 
metals being (a) gold, (b) platinum, (c) silver, and (d) 
stainless steel. It is also necessary to consider comfort and 
safety when it comes to practical implementation of TVSS. 

 There are various factors which define the comfort and 
pain sensation levels because of electrotactile stimulator. 
There can be mild discomfort to intolerable pain and it varies 
with training and psychological condition of the test subjects.  
Experienced and trained subjects can bear as much as twice 
the exposure of stimulation levels as naïve subjects. 
Threshold of Pain/Threshold of Sensation that is P/S ratio 
proves to be a useful attribute. Table I shows how P/S ratio 
varies as a function of (a) electrode material, (b) size and (c) 
placement and (d) even different attributes of stimulation 
waveform. It also summarizes the test results of various 
investigators. [5] 

IV. TACTILE VISION SUBSTITUTION SYSTEM (TVSS) 
Bach-y-Rita designed TVSS as a visual prosthetic system 

which is non-surgical and non-invasive method. It takes 
input from a camera and converts visual information to 
gentle electrical signals which are given on tongue. TVSS 
was also used to study brain plasticity.

A. Why “Tongue” was chosen for Sensory Perception and 
Associated Complications? 

 After many trials with different electrotactile interface 
areas an ideal interface for tongue was developed for sensory 
perception. Tongue demonstrated significantly better 
performance over other anatomical regions that were tested. 
It was found that only 3% of voltage about 5-15V was 
required and comparatively lesser current of about 0.4-2.0 
mA than other places like fingertip. The tongue has a higher 
representation in the cortex of brain in comparison to 
fingertips, forehead, back, abdomen, etc. In other words, the
upper surface of tongue is very sensitive to sense of touch, 
both in terms of (a) spatial acuity and (b) pressure sensitivity.

  The tongue is present inside the mouth; and it doesn’t 
have the top keratinized layer of dead cells which is usually 
present on the skin of other areas of body. The saliva present 
in the mouth and on the surface of tongue act as a conductor 
which results in better conduction of current and thus better 
signal transmission than at other sites. The cutaneous 
receptors (the somatosensory receptors) lie close to the 
tongue surface. These properties make tongue a better option 
for tactile stimulation.

A recent research [15] on tongue-based electrotactile brain-
machine interface revealed that an electrotactile system was 

Fig. 3. A broad perspective of tactile vision-substitution system. [16] 

specifically designed to study the properties of the human 
tongue. This system found that there is non-uniform 
perception of sensation intensity and varying electro-tactile 
stimulation (ETS) dynamic range of the tongue in both 
posterior-anterior and lateral-medial directions. The reason 
behind this irregularity was: difference in type and density of 
tactile receptors and differential innervations of the tongue. 
Having established this fact, a spatial map had to be 
developed of the electrotactile percept magnitude across the 
area stimulated. With the help of this map, it can be ensured 
that using an algorithm system designed specifically to
nullify the different patterns in local touch sensitivity, any 
ETS pattern that is presented across the tongue maybe 
appropriately and unvaryingly perceived.

B. Block diagram-based design of TVSS 
 TVSS, point by point, plots an optical image from the 
outside world onto the skin surface, to provide a perception 
of vision through the skin. With training, a totally blind user 
becomes capable of developing perceptual skills just like 
how the input from eyes is used generally for the same. Dr. 
Paul Bach-y-Rita’s results of all his experiments made 
evident how blind test subjects could develop and visualize 
various perceptual concepts like perspective, looming, and 
parallax. 

To explain the working model of TVSS designed, we 
will describe it using a block diagram as shown in Fig. 3. It 
has four main blocks: 1) an optical sensor (i.e. a digital 
camera), 2) a data processor for image processing, and 3) a 
cluster of electrodes [16].

For the optical sensor, any digital or television camera 
could be used along with a digital frame grabber which 
captures individual still frames from both an analog or digital 
video stream. A digital fingerprint is formed by either of the 
device used of the information present in the image, fetched 
from the camera, which is actually a numerical format of the 
image. A number according to the level of brightness of a 
pixel (elements) in the image captured, having finite number 
of pixels, was assigned. Even though usage of multiple 
numbers for different levels of brightness was possible but 
the system reviewed here used just two (black and white) 
levels. A sequential raster-scan format was used to store the 
image data. In raster scan format the top row 
points/elements/pixels are stored first, then the next lower 
row points, and so on until all rows are stored.

Coming to the second block, the image processor alters 
and formats the image such that we can get a highly efficient 
tactile representation for the brain to perceive. It can be seen 
as a data processor or a computer program that performs 
several image processing techniques such as edge detection 
and edge enhancement to outline the objects that are useful 
for improving image perception. To consecutively present 
the small sections of the captured image time division 
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multiplexing (TDM) was used. This also led to an increase in 
the effective overall spatial resolution. 

The processed image was further sent to the transducer, a 
cluster of tactile stimulators or electrode matrix, in the form 
encoded electronic pulses. The encodes pulse is nothing but a 
representation of the camera image in the form of amplitude, 
frequency and pulse duration which are the basic pulse 
attributes. If the image is multidimensional, then it can be 
represented based on variations in pulse voltage and current, 
duration of pulse, intervals between two pulses and various 
other parameters. The set of electrodes presents the encoded 
pulse to the blind user as a array of optical pixel points on the
surface of skin. Each of the electrodes are triggered with a 
current directly proportional to the corresponding pixel 
brightness/intensity of the image so as generate a spatial 
distribution of pixels of the image on the skin.

C. Electrotactile Stimulators Designs and their Test Result 
 A wide range of designs for an electrotactile interfaces of 
stimulators were designed and fabricated and tested, over the 
last few decades, for different body surfaces. The test results 
then helped in tweaking the designs based on which tongue 
was chosen as an ideal organ for sensory perception and an 
array of tactile stimulation electrodes was designed for the 
tongue. Collins had proposed a portable design having 64 
electrodes in an array [17]. Vuillerme et al. [18] developed 
and proposed a stimulation matrix of 6 x 6 electrodes for the 
tongue for the purpose of balance improvement and 
proprioception. Further studies of electrode array comprised 
of a 7 x 7 array of 1.8 x 1.8 cm, that is a 49-point array of
electrodes with a diameter of 8.89 mm stainless-steel 
electrode “pins” with flat-topped structure as shown in Fig.
4. Each of the electrodes were surrounded by an air gap 
insulator of 2.36 mm diameter. A flat stainless-steel plate, 
which is co-planar with the electrode pins, was kept in order 
for the current to have the return path. This whole setup of 
electrodes was arranged on a square grid having 
interelectrode spacing of 2.54 mm [19].

 With this design of set of electrodes, TVSS was tested on 
5 test subjects –A) 3 Males and B) 2 Females, all of them 
being sighted. They were subjected to 12 different tactile 
patterns that were 2-D approximations of a)square, b)circles 
and c)vertex-up equilateral triangles of size of 4×4, 5×5, 6×6, 
and 7×7 arrays of electrodes to which the subject just 
acknowledged to shape of each of the figures. They inform 
the experimenter that they felt like a buzzing or tingling 
sensation on the tongue. The subjects were just asked to 
identify the shapes they were subjected to. As a result, a
performance of 79.8 percent was found in recognition of the 
shapes, across all the four sizes.

 Thanh Huong NGUYEN et al. [20] developed a device 
having stimulator array of 33 copper electrode pins of 2 mm 
diameter, arranged on a round grid having diameter of 4 cm 
and 1 mm of interelectrode spacing, as shown in Fig. 5. (a). 
The goal of designing this type of electrode cluster was to 
implement orientation navigation in 8 different directions: (a) 
straight forward, (b) backward, (c) left, (d) right, (e) right and 
forward, (f) left and forward, (g) right and backward, and (h) 
left and backward. This device was tested on 4 test subjects 
and after a short time of training of around thirty to forty-five 
minutes, all of them could recognize the four primary 
directions correctly. They even concluded that the edge of 
the tongue was more effective than the inner parts based on 

              (a)                       (b)

Fig. 4. Different designs of electrodes (a) Structure of round matrix [21].             
(b) 144-point electrode array of TDU [22]. 

the feedback form the test subjects. For a detailed description 
on control circuits and signal generation refer [20].

 Tongue Display Unit (TDU): In 2003, Dr. Paul Bach-y-
Rita proposed another functional electrotactile interface 
having matrix size of 12 x 12, that is 144-point array as 
shown in Fig. 5-(b). With this a device, which they named as 
Tongue Display Unit (TDU), was designed having flexible 
and thin matrix of stimulators connected via a thin cable, 
both having 100 μm of thickness. They were fabricated using 
a polyester material – Mylar, on top which gold-plated 
copper circular electrodes, in the form of rectangular matrix, 
were deposited using photolithographic process. The center 
to center distance between two electrodes is 2.32 mm with 
each electrode being 1.55 mm in diameter and these copper-
based electrodes are gold plated so as make them 
biocompatible, that is to reduce electrochemical reactions at 
the tongue. Hence, the overall dimensions turn out to be 27 x 
27 mm [21].

 The design of TDU got its motivation from TVSS. Based 
on how strong or weak the tactile sensation on the tongue is, 
different brightness and darkness levels of the captured 
camera image are defined. A weak sensation corresponds to 
dark areas of the image. The encoded pulse includes 40-μs 
pulses transmitted consecutively to each of the 144 
electrodes in the pattern generated as per the image. At a rate 
of 50 Hz a burst of three pulses each are transmitted, having 
200 Hz pulse rate within the burst. This configuration 
produced strong and comfortable electrotactile percepts. 

 So, TDU can be described as a programmable electronic 
device that can generate encoded pulses, which are dc-
balanced, to pass through 144 channels connected to the 
electrode interface for stimulating the anterior and upper 
surface(dorsal)of tongue as shown in figure 7. It can be used 

            (a)                   (b)

Fig. 5. (a) TDU device. (b) 144-point electrode array of TDU. [22] 
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Fig. 6. A 7 x 7 stainless-steel array of electrodes shown in comparison 
with a U.S. penny for size comparison. [19] 

as an autonomous device or it can be controlled by an 
external system, as per user needs. It has three modes of 
operations that the user can select: Remote, Standalone and 
Update Pattern. TDU consists of pre-programmed 
patterns(around 53) in its permanent memory. Depending on 
what mode the user selects, these patterns are selected. An 
in-depth information about the design overview, architecture 
and operation of TDU can be found in review paper by K.A. 
Kaczmarek [22].

 TDU was tested on various blind users and as part of the 
learning process, it can take from 2-10 hours of user 
participation. During the training period, the test subjects 
informed that they got sensations of soda bubbles fizzing on 
their tongue. In the initial few minutes of usage, the user can 
understand the locations (up, down, left and right) of 
stimulation in space, hence, also the movement directions. 
User could then identify and get hold of the objects close by, 
by practicing for less than an hour. For objects far away, they 
could point their location and even estimate how far they are. 
After the users were trained further, they could even identify 
numbers and letters and in case the user the moving in a 
particular scenario, he/she can pinpoint the landmark around. 
A few more hours of training helped the user experience a 
low-resolution vision which once they used to have. Visually 
impaired users were even able to accomplish tasks such as 
reading text, tasks which include hand and eye coordination, 
for instance: catching a moving ball, avoiding obstacle  while  
walking. The user could retain such development for hours to 
weeks and even more, even after no use.

V. APPLICATION

Tongue based electrotactile substitution system, that is 
TDU, has been under examination for a wide range of 
practical applications in neurorehabilitation and sensory 
substitution. More than a hundred budding applications in the 
domain of sensory substitution systems, brain–machine 
interfaces, and applications in neurorehabilitation have been 
identified; out of which the significant ones are listed below. 
For a specific application of electrotactile sensory 
substitution, based on tongue and basic principles of TDU, 
state-of-the-art BrainPortTM Vision Pro device was designed 
and manufactured by Wicab, Inc., located in Middleton, 
USA, for commercial purpose. It is a vision aid headset with
tongue stimulating array of 394 electrodes connected to it 
also called as lollipop. TDU also inspired the researchers in 
producing balance substitution device which they named as 
BrainPortTM Balance Pro by Wicab, Inc.

VI. CONCLUSION AND  FUTURE SCOPE

An explicatory research on tactile vision substitution 
systems (TVSS) was done. TVSS turned out to be a potential 
system for neurorehabilitation in case of vision related 

sensory impairments in humans. It can be concluded that in 
order to take a step forward to this important goal, structured 
training programs must be created under proper supervision 
of investigators. The researches can also incorporate self-
training option, independent of the investigator.  Even 
though, we can see successful advancement towards our goal 
but it should be noted that in the real world the user which 
can benefit from this research cannot completely able to use 
these devices yet since they are not yet fully mature for full-
fledged use. The TDU served as a tool to study sensory 
perception using tactile stimulation on the tongue. It also 
proved as a successful device in further exploring brain 
plasticity and other untouched parts of brain functions. 
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Abstract –PV cell work at its full efficiency when it 

is operating at its maximum power point. The 

energy derived from the solar-cell is used to power 

the load. A DC-DC converter is used as an interface 

between the cell and the load. A boost converter is 

implemented to get boosted output voltage. 

Perturbation and Observation technique is a basic 

technique which is used to track the MPP. Fuzzy 

Logic Control (FLC), Artificial Neural Network (ANN), 

Particle Swarm Optimization (PSO) and Flower 

Pollination Algorithms (FPA) are some modern 

techniques which can to track the MPP more 

efficiently. This literature distinguishes different 

MPPT techniques. 

 

Introduction –  

The model of a basic PV cell is taken in this 

literature. The constant irradiation value of 

(500W/m2) and temperature of (25°C) is taken. It is 

vital to consider MPPT as it is needed for supplying 

maximum power to the load under varying 

environmental conditions. 

Numerous analysts and industry delegates from all 

over the world have built up many MPPT 

techniques. Some main algorithms like perturb and 

observe (P&O) technique, fuzzy logic control, 

Artificial Neural Network, Particle Swarm 

Optimization and Flower Pollination Algorithms are 

implemented in this study with detailed 

explanation.  

This paper focuses on comparing and looking at 

differentMPPT strategies like Perturb and Observe,  

 

 

 

Fuzzy Logic Control (FLC) , Artificial Neural Network 

(ANN), Particle Swarm Optimization (PSO) and 

Flower Pollination Algorithms (FPA). For simulation 

tasks and modeling of dc-dc converter and for 

detailed comparison, different MPPT methods are 

implemented.  

 

System Description – 

The whole model can be classified into:-  

(a) Electrical force producing Solar PV framework  

(b) DC/DC support converter  

(c) MPPT procedures.  

The PV cell can be represented by its basic electrical  

circuit shown in the figure below.  

                                               Rs          I 

                                            + 
             Io        Ish 

Im                             Rsh                 V                                   

                                             

                                            _ 

 

               PV cell circuit 

Here, 

Io - diode leakage current 

Im - module current 

Ish - shunt current  

V   - outputvolatge 

I   - output current 

 

According to Kirchhoff's law: 

I= Im – Io – Ish          …Equation (1)  
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Im is given by  

Im = Ipv – IoNp{exp(V + Rs(Ns/Np)/1)/ (VtaNs) } – 1                                                  

…Equation (2) 

 

Np - Number of modules connected in  parallel 

Ns - Number of modules connected in series 

a  -Ideality factor  

Ipv - PV current  

Io - Reverse leakage current  

Vt - Thermal voltage 

 

The expressions of PV cell are simulated in MATLAB 

SIMULINK using 1 SOLTECH-STH-215-P module. 

Diagram shows the I-V and P-V graphs of the pv 

cell under constant irradiance and 

constanttemperature.  

For irradiance of 500 Watt per meter square the 

ideal Pmaxis 431.9 Watt and Vmpp is 58 Volts. 

 

 
                                  P-V Graph 

 

 
                                I-V Graph 

 

The PV array is connected to the boost                  

converter to get a high boosted voltage.The 

calculated ratings 

 

DESRIPTION  RATINGS  

SWITCHING FREQUENCY  25000Hz  

VOLTAGE RIPPLE  5%  

CURRENT RIPPLE  3%  

CAPACITOR  0.1mF  

INDUCTOR  2 mH 

RESISTIVE LOAD  20 Ω 

 

 

 

MPPT CONTROL STRATEGIES – 

 

(a.) PERTURB AND OBSERVE 

P&O is a simple and easy-to-design MPPT process. 

It only uses one voltage sensor unit to sense the 

voltage value of the PV array, so the cost of 

completion is low and the process is simple. The 

MPPT algorithm has a low time complexity, but it 

does not stop disquieting on both directions of the 

MPP. The current power and voltage values are 

compared to the previous values in this comparison 

and thus duty cycle is calculated.Perturbation and 

Observation principle is simply as follows:  

1) If the power and voltage changes are both 

positive, the duty cycle should decrease. 

2) If the difference between the power (ΔP) and 

voltage changes (ΔV) is negative, the duty cycle can 

increase. 

 

(b.) FUZZY LOGIC CONTROL 

Recently, FLC is introduced for maximum power 

point tracking in the PV system. The different 

processes of a fuzzy logic controller are as shown in 

the Figure below. FLC controllers are very 

advantageous as well as robust. 

 

 

 

 

                                              D                                                                                                                         

E                                      

CE 

 

The two inputs i.e. change of error (CE) and error (E) 

are defined as,                   

𝐸(𝐾) =
𝑃𝑝𝑣(𝐾)−𝑃𝑝𝑣(𝐾−1)

𝑉𝑝𝑣(𝑘)−𝑉𝑝𝑣(𝐾−1)
 

            …Equation (3)                

  

CE(K) = E(K)-E(K-1)                …Equation (4) 

Rule Base 

Fuzzification Inference Defuzzification 
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The Instantaneous power of PV array is PPV.Fuzzy 

inference is processed using Mamdani’s method. 

Defuzzification is done to find out the duty cycle.  

Dutycycle output is processed by using center of 

gravity method.The fuzzy rule base matrix which is 

used in this literature is given as follows: 

 (E , CE) NB NS Z PS PB 

NB PB PS NS NS NB 

NS PS PS NS PB NB 

Z NB NB NS PS PB 

PS NS NS PB NB PS 

PB NS NS PB PB PB 

 

(c.)ARTIFICIAL NEURAL NETWORK 

The ANN is trained using NNTOOL BOX in 

Matlab. Data set of  Temperature and irradiation 

varying between 25-50°C and 200-1200W/m2 

respectively is given as input to neural network 

and their corresponding   Vmpp values are 

obtained from P-V array plots. 

Sx 

T 

Radiation 

Temperature                                                                                                                

αi                                                                                                      Optimum D    

αv 

 

(d.) PARTICLE SWARM OPTIMISATION  

The Particle Swarm Optimization explores the 

Search-Space, and can be utilized to decide the 

segments and settings needed to streamline a 

particular Objective Function. The operation starts 

with a random selection, proceeds with a search for 

ideal solutions through prior iterations, and 

assesses the solution quality through the 

wellness/fitness. The PSO controller is appropriate 

for the deduction of the worldwide ideal. It is a 

basic algorithm, and has a high following precision.  

The principle of the PSO algorithm is shown in the 

following flowchart. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
                                            Yes 
 
 
                   No 
                                                            
 
 
 
                                                             No  
 
   
 
                 YES 
 
 

(e.) FLOWER POLLINATION ALGORITHM 

Initialize PSO Algorithm 

 

 

 

 

 

 

           i=1 

Acquire Vpv and Ipv 

Fitness 

check 

update particle phase 

Convergence 

criteria met?  

End 

Calculate the power Ppv 

Generate randomly a Duty 

cycle(D) for each particle i 

Set the initial particle velocities 0 

BEGIN 

Update Pbest and Gbest 

          i= i + 1 

Dc/Dc 

converter Load  

PV module 
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All of the initial pollens must be spread throughout 

the entire duty cycle spectrum, and the entire 

power-duty cycle curve (P-D curve) must be 

searched. For the global quest, the best pollen 

number m selection is critical. The probability of 

finding the global optimal solution increases as the 

number m is increased, yet the convergence time 

increases. 

The flower pollination algorithm has been shown to 

be efficient in finding global optimal solutions in a 

short amount of time. It's been commonly used to 

solve nonlinear optimization problems in recent 

years. In comparison to other approaches, the FP 

algorithm is easy to modify and has less 

parameters.The conversion probability parameter 

can be used to enforce dynamic conversion 

between global and local search, and thus the 

balance between global and local search is well 

solved. It also outperforms PSO in terms of 

convergence speed. 

 

SIMULATION RESULTS AND COMPARISONS – 

(a.)P&O ALGORITHM : 

INPUT VOLTAGE =60 VOLTS 

BOOSTED VOLTAGE = 90 VOLTS 

 
                                Voltage time graph 

Maximum Power =424.78 Watt(Run for 1 Second)

 
               Power time graph 

TRANSIENT PERIOD of 0.1 second (Slow Time 

response) 

 

 

(b.)FUZZY LOGIC CONTROL 

 

INPUT VOLTAGE =60 VOLTS 

BOOSTED VOLTAGE = 90 VOLTS 
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Maximum Power = 428.6 Watt (Run for 1 Second) 

 

TRANSIENT PERIOD of 0.1 second (Moderate Time 

response) 

 

 

 

 

(c.)ANN 

INPUT VOLTAGE =60 VOLTS 

BOOSTED VOLTAGE = 90 VOLTS 

 

 

               Voltage time graph  

Maximum Power = 430.8Watt  (Run for 1 Second)   

 

               Power time graph 

TRANSIENT PERIOD of 0.1 second (Fast Time response) 

 

 

(d.)PSO ALGORITHM 

INPUT VOLTAGE =60 VOLTS 

BOOSTED VOLTAGE = 90 VOLTS 
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              Voltage time graph 

 

Maximum Power = 426.69 Watt   (Run for 1 Second)   

 
 

           Power time graph 

 

TRANSIENT PERIOD of 0.1 second (Slowest  Time 

response) 

 
 

(e.) FLOWER POLLINATION ALGORITHM 

INPUT VOLTAGE =60 VOLTS 
BOOSTED VOLTAGE = 90 VOLTS 

 
                         Voltage time graph 
Maximum Power = 427.23 Watt    (Run for 1 Second)   

 
               Power time graph 

 

TRANSIENT PERIOD of 0.1 second (Slow Time response) 

 
 

 

 TRANSIENT 

RESPONSE 

COMPLEXITY POWER 

CONSUMPTION 

P&O  SLOW SIMPLE LESS EFFICIENT 

FLC FAST COMPLEX HIGH EFFICIENT 

ANN VERY FAST VERY COMPLEX VERY HIGH 

EFFICIENT 

PSO SLOWEST COMPLEX  

METAHEURISTIC 

TECHNIQUE 

EFFICIENT 

FPA SLOW COMPLEX 

METAHEURISTIC 

TECHNIQUE 

EFFECIENT 
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CONCLUSION 

This paper shows the detailed comparison of 

different maximum power point tracking 

controllers. It can be seen from the graph that the 

time response in reaching maximum power point is 

fastest in the ANN controller and time response in 

the FLC controller is moderate while P&O controller 

has slow time response. PSO controller has the 

slowest time response. All the controllers are 

successfully tracking ideal maximum power i.e. 

431.9Watt.  

 

ANN is the most efficient technique achieving 

power point followed by fuzzy controller and then 

P&O algorithm. P&O is a simple technique while 

Fuzzy and ANN are two very complex modern 

techniques. PSO and FPA are two complex met 

heuristic techniques. FPA is better than PSO in 

convergence speed. 

Hence ANN has most power consumption and is 

the most efficient algorithm.  
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Abstract—In today’s World, social media platforms such as
facebook, instagram, linkedin connects various users forming a
social network graph. In these social media graphs, detecting
communities is a very essential task as communities helps us in
grouping users showing similar behaviour and in this way the
social network can be divided into different clusters of nodes
with same behaviour. This community information can help us
take useful decisions and extract important information about
users in a particular community. In last few years scientists and
researchers from different fields are trying to solve this problem
using various methods and techniques. The proposed research
work has conducted an extensive and exhaustive survey on
different methods applied to the problem of community detection.
This paper summarizes and compares all those techniques by
classifying them into four broad domains - matrix factorization,
random walk, deep learning and spectral methods. With so much
of work going in the field in last few years, this survey paper
helps researchers in getting started in the field of social networks
and detecting communities within these networks.

Index Terms—Community Detection, Social Network Analysis,
Deep Learning, Matrix Factorization, Random Walk, Spectral
Clustering, Label Propagation

I. INTRODUCTION

A network can be defined in a number of ways by computer
science researchers, mathematicians, statisticians or physicists.
But to visualize any network, the definition from graph theory
will be used. According to which there are some users and
any interaction between them leads to an edge creation.
The interaction between different users/nodes is a result of
characteristics such as friendship, relations between family,
business relations etc. A network is not the same as a graph
because a network can contain much more information or data
about users or their interaction than a graph. A network can
also be dynamic in nature which means continuously changing
the nature of graph structure by addition or deletion of nodes
or edges.

Communities are found everywhere from simple graph
dataset to real world human interactions. Detecting these
communities is an important problem as it helps us to gather

a lot of information about a cluster. A community can be
visualized as a cluster/collection of vertices/users with more
interaction between them than other members of the graph
structure as shown in Fig1. Users within the same community
will exhibit similar behavior and functions. In real life it can
be compared with a group of friends or people having the same
background or interests. Detecting communities in a graph
can also be considered as a graph partitioning problem which
comes under the category of NP-hard problems.

Community detection has a variety of applications in a
number of different fields. Some of these applications are
detecting communities in networks of criminal organizations,
analysing and study of groups which are susceptible to an
epidemic disease, also used by companies for dividing market
into smaller groups and clusters for advertisement targeting,
suggesting products or friends on social media platforms and
recommendation system, link prediction and influence max-
imization. This survey paper summarizes and compares the

Fig. 1. Community structure [24]

recent work of researchers and scientists working in the field
of community detection in graphs in the last 5-6 years. This
survey paper consists of 6 sections which are divided as follow.
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Section 2 defines the community detection problem. Section 3
consists of work done in recent years in the area of community
detection. Section 4 lists the information about famous datasets
that are publicly available. Section 5 summarizes the various
methods categorized by us. Section 6 discusses the future
scope and challenges in this domain and concludes this survey
paper.

This research work has conducted a thorough survey of
papers on community detection that were published on top
international conferences in the area of artificial intelligence,
deep learning and data mining such as NIPS, AAAI, ICLR,
KDD etc. Also, this survey includes articles, which were
published in top reputed journals. This paper will serve as
a platform for researchers and scientists to follow trends in
the field of social network analysis and community detection.

II. PROBLEM FORMULATION

Fig. 2. Graph Structure [27]

In this Paper, a network is considered as a graph structure
that is used to represent complex and real life interactions and
relationships as shown in Fig2. According to graph theory, a
weighted graph is defined as G = (V,E,W ) where V and E
are the set of vertices and edges. W represents the weights
between those edges. On a similar note, an unweighted graph
is defined as G = (V,E). Here weight is considered as 1
and thus it can be ignored in the definition. A community
is defined as a cluster or subgraph within the graph that
has more connections within that cluster than the vertices
outside that cluster. A subgraph Ci is considered to be a
community of graph G if deg−(vi) > deg+(vi) where
deg−(vi) refers to indegree of node vi and deg+(vi) refers
to outdegree of node viand vi ⊂ Ci. The aim of community
detection algorithms is to detect communities C in graph G
where C = {C1, C2, ...., Ck} refers to the set of k different
communities within graph G.

III. RELATED WORK

This section covers the recent progress by researchers
and scientists to solve the problem of community detection.
After reading research papers and articles of last few years
from top conferences and journals, the approaches to solve
community detection can be divided into these subcategories
- matrix factorization, random walk, deep learning and spectral
methods as shown in Fig3. We will go in more detail about

Fig. 3. Community Detection Techniques

work done in each domain in each subsection summarizing
various methods and algorithms used for community detection.

A. Deep Learning

The research in the area of deep learning is growing
exponentially for the last few years. There is no denying
the fact that deep learning has been used to solve various
problems in computer science and other fields such as protein
folding,capturing black hole images, drug discovery and sports
analytics. Neural networks are very powerful tool which can
be used to approximate any mathematical function according
to universal approximation theorem and has also shown strong
representation power. The main contribution of deep learning
in solving community detection has been discussed below.

Autoencoders are a very popular and powerful neural
network architecture which has very strong representation
powers. It consists of two neural networks. One neural network
is encoder which encodes our input into lower dimension
representations. Other neural networks called decoder tries to
reconstruct original data from this lower level representations.
It is trained by minimizing the error which is a function
of original input and reconstructed output. It is unsuper-
vised technique. The encoder and decoder can be any neural
network like simple Artificial neural network, convolution
neural network or LSTM. This encoding of input into lower
representations is the main reason why it has been used in
detecting communities in a graph.Yang et al. [1], proposes a
deep learning architecture by stacking autoencoders in series.
They feed the input modularity matrix into first autoencoder
and try to obtain the lower dimensional representation from
this encoder by minimizing the reconstructive error loss and
feed it into next auto encoder. After a series of similar steps,
they finally applied the k-means clustering technique to the
encoded output from last autoencoder to detect communities.
Dhilber et al. [2] proposes a similar architecture but rather
than connecting autoencoders in series and training separately
each autoencoder, they stacked them parallely and trained all
autoencoders simultaneously.

Generative adversarial networks are another powerful deep
learning architecture which consists of two neural networks.
One is called discriminator and the other one is known
as generator. GANs can be considered as a minmax game
where generator tries to generate data from real data set and
discriminator tries to distinguish between real data and data
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generated by generator. In this way both tries to minimize
their loss by competing with each other trying to fool the
other model. GANs and adversarial machine learning has
shown successful results in the task of graph embedding
and representations. Yuting Jia et al. [3] proposes a new
architecture CommunityGAN that solves one of the problem
arising in traditional methods that is not able to detect overlap-
ping communities. Most of the previous techniques believed
that one node belongs to only one community that is why
they are not able to work on overlapping communities. But
CommunityGAN is able to solve this problem. Other than
this, the embedding generated by CommunityGAN is able to
represent the relation between nodes and communities showing
their membership power.

Deep network embedding techniques refers to mapping
higher dimensional data which in case is graph into a lower
level representations in such a way that the data preserves its
original structure and information. After obtaining the lower
level representation techniques any clustering technique can
be applied to obtain communities. Sanjay Kumar et al. [4]
used SDNE embedding framework for obtaining the low level
representation of input graphs and after that used K Means
algorithm optimised with gravitational search algorithm to ob-
tain communities. Sandro Cavallari et al. [5] introduced a new
framework where they learn community embedding instead
of individual node embedding. They form a cyclic structure
of node embedding, community detection and community
embedding in which node embedding gives communities,
and better communities will help generate better community
embedding, and better community embedding will optimize
node embedding.

Graph Neural Networks and Graph Convolutional Networks
are a new class of neural networks that works on graphs and
Non-Euclidean domains. Idea of GCNs is based on convo-
lution neural networks. CNNs usually operate on images by
capturing the surrounding information of a pixel of image. On
a similar note, here convolution framework of GCNs tries to
capture the surrounding information of a node or edge. There
has been rapid research development in domain of graph neural
networks. Zhengdao Chen et al. [6] propose a new graph
neural network called Line graph neural network that solves
the community detection problem in a supervised manner and
it uses a non backtracking operator which is defined on the
edge adjacency list.

B. Label Propagation and Random Walks

Label propagation is a semi-supervised algorithm Zhu and
Ghahramani [7]that initially assigns labels to a small subset
of the data and then as the algorithm proceeds the labels
are propagated to all the unlabeled data points in the space.
Random walks is a stochastic process in which an object
randomly moves through a mathematical space or structures
like a network of connected nodes which can then be used to
gain information on the hidden structures ( like communities
) in the given space.

Krylov Subspace Approximation HE et al. [8] is a technique
in which local community is detected by finding a linear sparse
coding on the Krylov subspace i.e. the local approximation
of spectral subspace. There is a local sampling which uses
a seed node to find a comparatively small subgraph Gs in
a given graph G. Based on different random short walk
diffusion and local community detection by finding sparse
relaxed indicator vector lying in local spectral subspace we
find the subordinative probability of the corresponding nodes.
To get the “Local Spectral subspace” random short walks
for probability diffusion from seed set is used instead of
eigenvalue decomposition

Multiple Community Detection Hollocou et al. [9] technique
uses seed nodes to extract communities from the given graph
structure. For each seed node a score is calculated to obtain
a local community around the seed nodes. The scores are
used to define an embedding which maps all the nodes to
a vector of appropriate dimension which can be fed to a
clustering algorithm DBSCAN M. Ester et al. [10] to obtain
K clusters of nodes. Clusters with lower threshold than a
specified value are considered the direction to be moving
forward, the algorithm moves forward by picking a new seed
in each of them. Repeating the steps over multiple iterations
till no new seeds are formed.

Targeting influential users in a network and then prop-
agating flow of information originating from those nodes
with certain probability can help use identify closely grouped
nodes. Community detection by simulating information flow
Venkatesaramani and Vorobeychik [11] uses this technique to
identify community structures in a given graph network. In
this technique “Alpha detection” i.e. identifying users that are
likely to be the source of information in a network. After these
alpha nodes are identified they are treated as the source from
where information will be propagating through the network.
We end up with X communities where X is the number of
alpha nodes.

Random walk is a stochastic process describing a path that
consists of random successive steps on some mathematical
space. This method can also be used on graph data structure.
The basic idea is that we have a walker that randomly explores
a network, so a node having high visiting probability is
considered to be near the central node of a community and
can be considered to be part of that cluster. A method utilizing
this approach, Multi-Walker Chain Bian et al. [12] is proposed
where a group of K walkers is used. These walkers explore
the network one by one for multiple iterations updating the
visiting probability of each node. To identify the communities
the top L nodes the the largest mean scores is selected and the
conductance value of the subgraph introduced by the nodes is
calculated. Node set with the smallest value of conductance is
returned as a community.

Diffusion methods can be used to detect community struc-
tures in a network. In this type of approach a conceptual
dye is injected on a particular node of multiple nodes in a
network and watch the spread of the dye diffused over time
steps across the edges of the network. The manner in which
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the dye diffuses provides us with hidden information on the
structure of a graph. A Nonlinear Diffusion Ibrahim and Gleich
[13] method for community detection is proposed where a
semi-supervised technique is used, meaning that the diffusion
adjusts by using feedback from the results. This method is
repeated for a specified number of iterations or until there are
no significant changes in the diffusion method.

C. Matrix Factorization

Matrix factorization (decomposition) is a collaborative fil-
tering algorithm that works by decomposing the input matrix
into two lower dimensional matrices making it easier to infer
and calculate information from them. For example if we take
number 10 then it can be factored into two parts, 2 and 5. Two
most widely used methods are LU matrix decomposition and
QR matrix matrix decomposition.

Embedding is a process of representing a high dimensional
non-linear structure like a graph into multiple 1d vectors each
of same dimension preserving as much information possible
from the original structure. The algorithm proposed in Skrlj et
al. [14] traverses the embedding space and for each embedding
tries multiple values of k (number of clusters). The method
SCD uses two-step approach in finding the optimal value of
k and further use it to identify communities in the networkIt
does that based on a Silhouette score - SilhouetteGlobal(p, k)
where p is the parameters passed to the embedding technique
and k is the number of cluster to obtain in the network.

Hierarchical knowledge graphs can provide us with relevant
real-world information about the clustering structure in a
network, they are not always explicit in a network but can be
useful in finding communities. We can decompose such HKGs
to provide contextual information. This proposed approach
Bhatt et al. [15] uses this knowledge graph to enhance the
detection of communities by using the graph and the HKGs
as input and finds community labels as well as the context
from the HKG.

Normally graph embedding techniques and community de-
tection are done separately. The proposed vGraph method
Sun et al. [16] tries to solve both the problems by learning
the embedding and detecting communities simultaneously by
introducing a concept of node and community embedding
also assuming that every node can be a part of multiple
communities. Using this approach the representation of node
can take advantage from the information gained by detection
of node communities and vice versa.

Non negative matrix factorisation (NFM) based methods
factorize the adjacency matrix of a graph and converts it into
two non-negative factor matrices. Now each column in the
factor matrix can be analyzed as an inclination of a node to
belong in different communities and the other can be used
to identify mappings between the original network and the
community membership. This proposed method Ye et al. [17]
uses Deep Autoencoder like NMF for community detection
which uses auto encoders to learn the mappings between the
factor matrices. The components of the autoencoder guide
each other in the learning phase obtaining an ideal community

membership of nodes. This proposed method Adaptive Affinity
Learning for Accurate Community Detection, Ye et al. [18] is
another that uses Non negative matrix factorisation (NFM).
Using a technique to adaptively learn an affinity matrix and
capture the essential equivalence between the nodes leading
to an improved community detection. This method embeds
each node into a low-dimensional vector using transformation
matrix, preserving the community structure. Using a mutual
guiding system makes the model more accurate in detecting
the similarity between the nodes.

D. Spectral Clustering

Spectral clustering is one of the oldest methods to detect
clusters in graph dataset or real world non graph dataset. This
clustering technique is inspired from graph theory. A graph
can be represented in many different forms such as degree
matrix, adjacency matrix or graph laplacian matrix. Spectral
clustering clusters nodes on the basis of information gathered
from eigenvalue of these matrices. The main contributions
of spectral clustering in detecting communities are discussed
below.

Fang Hu et al. [19] proposed a novel algorithm called
node2vec-SC which consists of two phases. Node2vec is used
to learn node embeddings of each node in the graph. Then
spectral clustering technique is used to detect communities
after calculating and finding eigenvalues and eigenvectors of
similarity matrices, degree matrices and normalized laplacian
matrices. This algorithm is also equally feasible for real world
datasets.

Xiang Li et al. [20] discusses how spectral clustering can
work on Heterogeneous Information Networks. Heterogeneous
Information Networks (HINs) are the networks which are
used to model real world interactions where every edge or
link refers to a different type of interactions and relations
between different types of vertices. Meta paths are a method
of representing and modelling relations between different
nodes in knowledge graphs or HINs. They propose a spectral
clustering method where they form clusters by forming a
similarity matrix with the help of meta paths rather than
random walks.

Spectral clustering being one of the oldest techniques to
detect communities has one disadvantage that it is not scalable
to large graph datasets and real world datasets because of
its high computational complexity due to the formation of
similarity matrix, graph laplacian and calculating eigenvalues
and eigenvectors of this similarity matrix. Lingfei Wu et al.
[21] uses random binning features to speed up the process of
formation of similarity matrix and calculation of eigenvalues
and eigenvectors as they help in faster convergence. They also
used single value decomposition(SVD) factorization method
to calculate the eigenvalues faster.

Detecting overlapping communities is one the major chal-
lenges faced by researchers in the field of social network
analysis. Yuan Zhang et al. [22] proposes an extended version
of spectral clustering to solve the problem of overlapping com-
munities. They have used K median technique for clustering
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eigenvalues of similarity matrix rather than using K means
technique. This version of spectral clustering works well till
communities are not largely overlapped.

Yixuan Li et al. [23] proposes a new spectral clustering
method to detect communities in networks of large sizes. They
propose two major changes in traditional spectral clustering.
One of them is to initialize a random walk from seed nodes
to detect nodes that may be present in target communities
to reduce the number of computations of eigenvalues and
eigenvectors. Other is to replace k-means algorithm in spectral
space and find sparse vectors in to detect communities.

All these reviewed papers are mentioned in Table1 with
all the datasets and techniques that were used.This table also
lists all the the different evaluation metrics that were being
used by different researchers to assess their techniques such as
NMI score,F1 score both of which are most popular evaluation
metrics.

IV. DATASET

Stanford Network Analysis Project (SNAP) provides a col-
lection of large network datasets with more than 50 networks.
Each having millions of nodes and edges. They include
networks spanning a wide range of real world applications
like social network, road network, citation networks, web
graphs, communication networks etc. The majority of papers
that we surveyed used networks from this dataset only like
Amazon networks, where the nodes are representative of
the products and the edges are linked with commonly co-
purchased products. Other networks include ego-Facebook,
ego-Gplus, ego-Twitter, DBLP etc.

Fig. 4. Karate Club Network [25]

Apart from SNAP datasets, other datasets that are publicly
available and frequently used are Dolphins dataset which con-
sists of a graph of dolphin interactions, football dataset which
consists of a network of different football games visualized
as a graph, Les miserables dataset which consists of a graph
made from characters based on novel Les miserables, Zachary
Karate dataset which contains a graph made from relationship
of around 34 karate students of a particular karate club shown
in Fig3, Polblogs which is network of different left and right
political bloggers and Polbooks which is a network of United
states political books.

Lancichinetti Fortunato Radicchi(LFR) generated networks
were also used throughout the papers we surveyed.a sample of
LFR network in shwon in Fig5. This algorithm generates arti-
ficial graph networks that are closely similar to the real world

TABLE I
THE TABLE CONTAINS INFORMATION SUCH AS DATASET USED,

TECHNIQUES USED AND EVALUATION METRIC USED IN DIFFERENT PAPERS
WE SURVEYED

Publication Dataset used Technique
Used

Evaluation Met-
ric

Fang Hu et
al. [19]

Karate, Dolphin,
Football, Les
Miserables
networks

Node2Vec
embedding
with spectral
clustering

NMI,AMI,FMI,
ARI scores

Xiang Li et
al. [20]

DBLP, Yelp,
Freebase

Spectral
clustering
with meta
paths

NMI, Purity,
Rand index

Lingfei Wu
et al. [21]

Pendigits,
letter, mnist,
ijcnn1, acoustic,
ijcnn1, codrna,
covtypemult,
poker

Spectral
clustering
with SVD
and random
binning
features

NMI score,
Rand index,
F-measure,
accuracy

Yuan Zhang
et al. [22]

SNAP ego-
networks

Spectral
clustering
optimized
with K
meadians

Extended
normalized
variation of
information

Yixuan Li et
al. [23]

Amazon,
youtube,
dblp,orkut

Spectral
clustering
and random
walk to find
seed nodes

F1 score

HE et al. [8] SNAP, DBLP,
Amazon,
Youtube, Orkut

Linear
Sparse
coding
on krylov
subspace

F1 score

Hollocou et
al. [9]

SNAP Seed nodes
to extract
communities
from the
given graph
structure

F1 Score

Venkatesaramani
and
Vorobeychik
[11]

Karate Club net-
work, SNAP

“Alpha
detection”
to identify
nodes likely
to be the
source of
information
in a network

Conductance

Bian et al.
[12]

SNAP - Amazon,
Youtube, Orkut,
LiveJournal

K multiple
random
walker chain

F1 Score and
consistency

Ibrahim and
Gleich [13]

SNAP, LFR syn-
thetic graph

Semi-
supervised
nonlinear
diffusion

F1 Score, Con-
ductance

Skrlj et al.
[14]

E-mail network Embedding
space
traversal
based on
Silhouette
score

NMI score
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Ye et al. [17] Email, Wiki,
Cora, Citeseer,
Pubmed

Non negative
matrix
factorisation
(NFM),
Deep
Autoencoder
like NMF

NMI, Adjusted
Rand Index
(ARI)

Ye et al. [18] Polbooks,
Football,
PoliticsIE,
Polblogs,
Olympics,
PoliticsUK,
EmailEU

NFM,
Adaptive
learning
of Affinity
matrix

NMI scores,
ACC

Yang et al.
[1]

Karate, Dolphins,
polblogs,
polbooks,
football,
friendship6,
friendship7, cora

Stacked au-
toencoders

NMI score

Yuting Jia et
al. [3]

LiveJournal,
youtube, Orkut,
dblp, amazon

Generative
adversarial
networks

F1 score

Sanjay
Kumar et al.
[4]

Karate, football,
polblogs,
polbooks, word
networks

SDNE
embedding
technique
with k
means and
gravitational
search
algorithm

NMI score

Sandro Cav-
allari et al.
[5]

Blogcatalog,
DBLP,
wikipedia, karate
network, flickr

Deep
community
embeddings

Conductance,NMI,
micro F1, macro
F1 scores

Zhengdao
Chen et al.
[6]

Amazon,
youtube, dblp

LINE GNNs Overlap score

Bhatt et al.
[15]

G+ ego network,
Twitter, DBLP,
Reddit

Hierarchical
knowledge
graphs(HKG)
to enhance
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detection of
communities

F-Measure, Jac-
card measure

Sun et al.
[16]

Citeseer, Cora,
Cornell, Texas,
Facebook,
Youtube,
Amazon, Dblp,
Coauthor-CS

Simultaneous
embedding
and
community
detection
with shared
information

F1 Score and Jac-
card similarity

networks. It has an advantage of accounting for heterogeneity
in node degree distribution and community sizes.

V. DISCUSSION

Spectral clustering techniques are also used by various
researchers to detect clusters or communities in graphs and
networks. The advantage it has over other clustering tech-
niques like k means is that spectral clustering does not presume
any information about clusters or communities such k-means
where it assumes that all the data points will be clustered
around some centroids. The disadvantage it has shown is that it
is very computationally expensive for large real world datasets
because before clustering it has to make similarity matrix and
calculate eigenvectors. Various researchers have used different

Fig. 5. LFR Network [26]

techniques to speed up this process by using techniques such
as SVD and random binning features.

Theoretically Neural networks can approximate any math-
ematical functions and possess great representation powers
making it a very strong tool to work on graphs and networks.
Neural networks architectures such as autoencoders, deep em-
bedding techniques generates low level non linear embeddings
which will be able to better represent the data in lower vector
space and also able to preserve the non linear features of the
data.

Matrix factorization techniques are able to decompose the
matrix into smaller matrices which can improve the ability to
detect the hidden features and ways the nodes are connected.
One of the decomposed matrices can be used to identify one
feature in the network and the others for a different feature
and then use them in parallel to get better/accurate community
detection results. These decomposed matrices are also able to
preserve as much information as possible so we don’t have
to worry about significant information loss as the result of
decomposition.

Label propagation and random walk techniques have been
proved to be very effective in detecting communities as they
are able to go inside structure and propagate information at
the node level. Label propagation is able to diffuse information
from one node to the neighbouring nodes and by analyzing the
pattern of the diffusion of the labels we can gain important
insight on the existing community structure in the network.
Similarly random walk algorithms walk on the network space
from node to node learning information about the neighbours
and thus aiding in the community detection process.

VI. CONCLUSION AND FUTURE WORK

Today we live in a world where being connected is the
norm, and forming communities is a natural flow that happens
when people stay connected. These communities can vary in
sizes and forms and contain intricate information on how these
systems interact with each other and the factors that bring them
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to from different communities. Analyzing this structure helps
us understand the surrounding environment and demystifies
the relationship amongst different nodes, giving us insight on
the social phenomena.

In our paper, we conducted a thorough survey of the latest
papers in the field of community detection and analysed
state of the art techniques and methods applied by different
researchers and scientists to solve community detection. We
also categorized these papers into four subcategories on the
basis of algorithms used to solve the problem of community
detection. Apart from algorithms and methods, we also analyze
the popular and publicly available datasets and listed them in
our paper.

There has been a rise in the research of social network
analysis in the last few years and it is only going to increase in
the future. There has been lots of opportunities and challenges
in the problem of community detection. In last few years a
lot of research has been conducted in graph representation
learning and graph neural networks and it will be interesting
to explore the intersection of graph neural networks and com-
munity detection. There are also lot of challenges that need to
be tackled such as scalability on real world networks, detection
of overlapping communities and also make algorithms robust
to changing nature of real world graphs. These are some of
the major problems that needs to be solved and can pave a
way to new research directions.
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[14] Škrlj, Blaž Kralj, Jan Lavrac, Nada. (2020). Embedding-based Silhou-
ette community detection. Machine Learning. 109. 10.1007/s10994-020-
05882-8.

[15] Bhatt, Shreyansh Padhee, Swati Sheth, Amit Chen, Keke Shalin,
Valerie Doran, Derek Minnery, Brandon. (2019). Knowledge Graph
Enhanced Community Detection and Characterization. WSDM ’19:
Proceedings of the Twelfth ACM International Conference on Web
Search and Data Mining. 51-59. 10.1145/3289600.3291031.

[16] Sun, Fan-Yun Qu, Meng Hoffmann, Jordan Huang, Chin-Wei
Tang, Jian. (2019). vGraph: A Generative Model for Joint Community
Detection and Node Representation Learning.

[17] Ye, Fanghua Chen, Chuan Zheng, Zibin. (2018). Deep Autoencoder-
like Nonnegative Matrix Factorization for Community Detection. 1393-
1402. 10.1145/3269206.3271697.

[18] Ye, Fanghua Li, Shenghui Lin, Zhiwei Chen, Chuan Zheng, Zibin.
(2018). Adaptive Affinity Learning for Accurate Community Detection.
1374-1379. 10.1109/ICDM.2018.00188.

[19] F. Hu, J. Liu, L. Li et al., Community detection in complex net-
works using Node2vec with spectral clustering, Physica A (2019), doi:
https://doi.org/10.1016/j.physa.2019.123633.

[20] Li, Xiang Kao, Ben Ren, Zhaochun Yin, Dawei. (2019). Spectral
Clustering in Heterogeneous Information Networks.

[21] Wu, Lingfei Chen, Pin-Yu Yen, Ian Xu, Fangli Xia, Yinglong
Aggarwal, Charu. (2018). Scalable Spectral Clustering Using Random
Binning Features.

[22] Zhang, Y., Levina, E., Zhu, J. (2020). Detecting Overlapping Commu-
nities in Networks Using Spectral Methods. SIAM J. Math. Data Sci.,
2, 265-283.

[23] Li, Y. He, Kun Bindel, David Hopcroft, J.E.. (2015). Uncovering the
small community structure in large networks: a local spectral approach.
Proceedings of the 24th international conference on world wide web.
658-668.

[24] https://en.wikipedia.org/wiki/File:Network Community Structure.svg
[25] https://www.researchgate.net/figure/Zacharys-karate-club-

network-Members-of-the-communities-resulting-after-the-split-
are fig2 225168779

[26] https://www.researchgate.net/figure/Sample-LFR-benchmark-graph-of-
size-n-100-with-parameter-values-set-to-M-axDeg-30 fig8 325719324

[27] https://towardsdatascience.com/a-tale-of-two-convolutions-differing-
design-paradigms-for-graph-neural-networks-8dadffa5b4b0

245

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on June 11,2021 at 09:55:33 UTC from IEEE Xplore.  Restrictions apply. 



                                                                                                        e-ISSN: 2582-5208 
International Research Journal of  Modernization in Engineering  Technology and Science 

 Volume:03/Issue:04/April-2021               Impact Factor- 5.354                                     www.irjmets.com                                                                                                                                                                                                                                                                                         

www.irjmets.com                              @International Research Journal of Modernization in Engineering, Technology and Science 
 [2003] 

STOCK PRICE ESTIMATION BASED ON HISTORICAL INFORMATION AND 

TEXTUAL SENTIMENT ANALYSIS 

Abhay Gupta*1, Aman Gupta*2, Anshul Chaudhary*3, Rajesh Kumar Yadav*4 

*1Department of Computer Science &        Engineering, Delhi Technological University, New Delhi, India. 

*4Assistant Professor Department of Computer Science &   Engineering, Delhi Technological University,  

New Delhi, India. 

ABSTRACT 

Stock Market Price estimating has been a subject of interest among experts and scientists for quite a while. 

Stock costs are difficult to foresee due to their unstable nature, which relies upon an assortment of political and 

financial variables, change of administration, speculator feelings, and numerous different things. Foreseeing costs 

dependent on verifiable or literary information alone has end up being lacking. A fruitful assessment of future 

share costs may capitulate a critical benefit. A stock trade hypothesis is the obligation to select future 

assessments of an entity's share or other currency-related items traded on a market. But there are methods and 

technologies that are supposed to allow us to get future price details. However, not a single good forecasting 

model has succeeded in beating the market trend further. As per the timetable information custom, theory is 

regularly founded on previous verifiable information and market patterns, authentic connection information and 

hypothesis can be determined. 

Keywords: Stock Price Estimating, Financial Blogs, Sentiment Analysis, Prophet. 

I. INTRODUCTION 

In this precedented times, when people losing jobs, exhausting savings and struggling to cope with the 

economic challenges there are facing. Speculation is a protected choice for getting their future yet one doesn't 

have a clue where to contribute and the amount to contribute on the grounds that one couldn't say whether 

there will be a benefit or a misfortune on one's venture. This raises a fascinating issue on the grounds that a 

great many people for the most part wind up putting resources into any of the financial exchange areas. The 

answer for this issue permits us, find out about financial exchange choices and assisting with settling on it more 

precise choices. Stock market is most volatile and dynamic marketing system and to address this problem of 

chaotic and dynamic stock market we not only minimize our prediction based on technical factors[18] rather 

considering, analysing and pre-processing the fundamental factors such as customer ratings, brand value, 

financial news sentiment, etc. of companies. 

Stock market forecasts[7] are an endeavour to anticipate what's to come, the estimation of an organization's 

stock or other monetary instrument available to be purchased to trade. stock exchange forecasts are moreover 

alluring tests. As indicated by a compelling business sector theory, stock costs ought to follow an arbitrary 

travel example and thusly ought not be the case can be anticipated with in excess of 50% precision. 

Appropriate stock anticipating[8] can prompt extraordinary advantages for both the dealer and the purchaser. 

Frequently, it is expressed that estimates are more turbulent than irregular, which implies that they can be 

anticipated via cautiously investigating securities exchange history. We in this way need a framework that can 

foresee the market esteem near the apparent worth, consequently expanding precision. Introduction of essential 

highlights like client suppositions, monetary sites, news, and so on nearby stock anticipating has pulled in 

numerous analysts as a result of its proficient and exact estimations. 

In our project, we attempt to improve the exactness of stock worth gauges by get- together a ton of time game 

plan data. Apart from technical factors, we will also take into account fundamental factors like brand value, 

customer sentiments, ratings, performance graph, etc. to reflect upon the dynamic changes in the stock market 

and eventually provide stable and accurate results. 

An essential goal of this task is to share the scholarly comprehension of more exact and exact financial exchange 

expectation. 

To develop an accurate automated system for precise stock value prediction to have higher return on 
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investment and thus reducing risk and making greater profit. 

To address the problem of chaotic and dynamic stock market we not only minimize our prediction based on 

technical factors rather considering, analysing and pre-processing the fundamental factors such as customer 

ratings, brand value, financial news sentiment, etc. of companies. 

II. RELATED WORKS 

Different procedures in the stock assumption space[16] can be orchestrated into two social affairs. The essential 

social event joins tallies that attempt to improve the introduction of figure by redesigning the supposition 

models, an assortment of contraptions has been utilized, including Support Vector Machine[4], LSTM, etc., while 

the sub optimal of assessments bases on improving the highlights subject to which the supposition that is in the 

primary get-together of the calculations that emphasis on the guess models. 

STOCK PRICE PREDICTION BASED ON ANN 

In 2011, a connection between the introduction of ANN plus, SVM was finished. Every count has its technique 

for learning models and subsequently expecting. Artificial Neural Network (ANN) is a notable and later 

procedure which similarly combine particular examination for making estimates in financial business areas. 

ANN[5] incorporates a bunch of edge capacities. These capacities prepared on recorded information subsequent 

to associating each other with versatile loads and they are utilized to make future expectations. ANN fuses a lot 

of edge limits. These limits arranged on recorded data ensuing to partner each other with flexible burdens and 

they are used to make future assumptions. ANN can consider as a computation or a mathematical model which 

is animated by the utilitarian or essential ascribes of natural neural associations. These neural associations are 

made so it can remove plans from riotous data. ANN[4] first train a system using a huge illustration of data 

known as getting ready stage then it familiarizes the association with the data which was avoided from the 

arrangement stage, this stage known as endorsement or assumption stage. 

STOCK PRICE PREDICTION BASED ON LSTM 

LSTM is that where the data having a spot with the past state drives forward. The main purpose behind using 

this model in protections trade figure is that the assessments depend on a ton of data and are all around 

dependent on the drawn-out history of the market. So, LSTM[3] guides jumble up by giving a manual for the 

RNNs through holding information for additional organized stages making the measure more careful. In this way 

approving itself as by and large more solid wandered from different strategies. 

III. PROPOSED METHOD 

Our approach is to examine the historical data of stocks of different companies and using that dataset to train 

our proposed model. After obtaining the processable data we select relevant features from this large dataset 

that may impact the prediction. It's an optimisation step and has a lot of importance as a good feature 

engineering leads to lesser time and space complexity of the project and more manageable system[14]. 

Also, our model expects feature vectors derived from the processed data as input to get trained and make 

predictions. To yield excellent results, a set of technical as well as fundamental features could be used so that 

our prediction could get an overall exposure to all expectations that could affect the price of the stock. 

 

Figure 1 : Model Flow Chart 
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PRE-NECESSITIES 

• Timeline testing can be done on a PC / workplace or on servers. 

• To carry out the mentioned work, we will utilize the Jupyter Notebook. In the event that the product can now 

be imported, you need to launch and configure the Jupyter Notebook Python 3 pad. 

• Operating on larger databases has increased memory and will need a system with any 2GB of working 

primary storage capacity to execute computations. 

News Information: 

Presently, official information sources to get authentic monetary news are restricted. Most sources like News 

API[2] just permit admittance to the most recent couple of long stretches of information free of charge and it 

would cost roughly ₹70000 to assemble all the information important for this venture. I had the option to 

discover a news Programming interface, The Stock News API, giving news to stocks at similarly lesser cost and 

is a basic HTTPREST Programming interface that empowers us to get the most recent stock news from 

different uplifting news sources from web. We used the API to get news, date of publish of the news, sentiment of 

the news[2] and its popularity of companies in the stock market. 

Numerical Measures: 

Opening Value - The underlying expense is the expense at which the security is first sold opening of the 

exchange upon the appearance of trading. The beginning exchanging cost of any stock is its own day by day 

opening cost. Cost open key imprint for the business movement of the day, particularly for those intrigued 

estimating transient outcomes like informal investors. 

Closing Value - The end cost of the stock is the standard seat used to follow its exhibition over the long haul. The 

end cost is considered as the last an incentive at which the stock sold during the ordinary exchanging period day. 

Low Price - The lowest price is the least selling cost in stock at the most recent day exchanging. Today's 

minimum is the lowest internal security trade Price. 

High Price - Higher stock price means higher stock trading price. Today's top price is where the stock is sold at 

highest during trading day course. Top prices are often greater than closing or starting prices of stocks. 

Volume - Volume alludes to the quantity of offers exchanged a given time span. A stock's volume alludes to the 

quantity of offers that are sold, or exchanged, throughout a specific timeframe (normally every day). 

Stock Split - A stock split[10] is the point at which an organization separates the current portions of its stock into 

numerous new offers to help the stock's liquidity. 

A stock split or stock separation expands the quantity of offers in an organization. A stock split causes a decline 

of market cost of individual offers, not causing a difference in absolute market capitalization of the organization. 

Dividend - It is a movement of advantages by an undertaking to its financial backers. Exactly when an 

association secures an advantage or overabundance, it can pay a degree of the advantage as a benefit to 

financial backers. 

Here, including fundamental features is the tricky part as to get the sentiment of the stakeholders is not an easy 

task to execute. Albeit certain other basic highlights are effectively accessible in the library yfinance itself, for 

example, net revenues, profit, revenue on valuation, additional information for deciding an organization's 

capability for subsequent development, incomes and basic worth. 

Our implementation includes sentiment analysis of the stakeholders and the news related to the stock to get 

hold of the market and make predictions to higher accuracies even when external factors affect the stock price. 

It is seen that generally ARIMA[1] is best utilized for expectation yet it isn't most appropriate for non-straight 

information designs. It gives best outcomes for time strategy which has a couple season(s) of authentic 

information and solid occasional impacts. Incredibly, the center fundamental Information Science group of 

Facebook organization distributed a fascinating new strategy as of late called by name Prophet, connects with 

information fashioners and analysts to test or perform surveying in Python at scale. Prophet[1] is really a 

strategy to perform determining of time arrangement information mostly dependent on added substance model 

dissimilar to non-straight patterns that in everyday works with day by day, week after week, and yearly too for 
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irregularity, in addition to occasions. 

 

Thus, we are using fbprophet[1] library which gives a Prophet which is a method for determining measurement 

information maintained an added substance model where non-direct examples are fit with step by step, after 

quite a while after week, and yearly abnormality, notwithstanding occasion impacts. Prophet gives precise 

outcomes even if there should be an occurrence of missing data and movements in the pattern, and usually 

handles inconsistencies well. It works best with measurements that have strong occasional effects and different 

various times of recorded data. 

Prophet is really an added substance framework that has the accompanying: 

m(t) = n(t) + o(t) + p(t)+ ϵ (1) 

 n(t) represents the trend(s), which errands long stretch decay or extension in data. Prophet has two 

example related model(s), a piecewise straight model and a drenching improvement model, which depends 

upon the sort of guess. 

• o(t) represents Fourier approach with inconsistency, that chooses how the information will be affected 

considering season related factor(s) like the season 

• p(t) represents the special times of year effect[11] or enormous occasions which profoundly impacts 

business time arrangement information (e.g., The day after Thanksgiving, New Item Dispatch, Superbowl and so 

forth) 

• ϵ addresses a mistake term which is final. 

We generate Visualisations[6] of the predictions in the form of graphs and data frames to get a better insight of 

the predictions and analysis. This step is not a necessary one but is important in practical usage. 

Performance Analysis using MAE: 

This is the final step in the sequence where the evaluation of the model[12] takes place which is very helpful in: 

 Determining the risk factor involved in using the prophet and 

 Analysing our model in comparison with other models based on technical analysis only or any other 

algorithm. 

In the case of our model, we are using Mean Absolute Error as a performance metric to determine the accuracy of 

the model. 

Mean absolute error is calculated as: 

 

                       (2) 

where x represents the actual price and xi represents the anticipated cost and n represents the quantity of 

questions or expectations made. 

IV. RESULT AND ANALYSIS 

We trained our model using technical factors such as opening and closing values, previous day prices etc. and 

sentiment analysis of fundamental properties to capture dynamic nature of stocks. Here, we were able to make 

predictions for the share values of Google for a span of 30 days starting from 16th October 2020 till 27th 

November 2020. The result is depicted in the below graph: 
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Figure 2 : Predicted closing price vs Dates mentioned 

Below table depicts the forecasted values of all the factors we took into consideration for making speculations. 

Although time period was from 16th October 2020 to 27th November 2020 as mentioned above but below 

figure displays result for last ten days: 

 

Figure 3 : Predicted values of all the factors considered 

V. CONCLUSION AND FUTURE WORK 

The mean absolute error for our model is 27% initially, that is, we were able to forecast the share values for 

Google for said period with an accuracy of 73%. But later by including fundamental features such as profit 

margins, return on equity, earnings, analysis of stock values in news, etc.; we further increased the accuracy of 

our model to 82% , that is, reducing the absolute error to 18%. 

We intended to train our model on both technical factors as well as basic indicators like financial analysis in 

news, year of establishment, turnover, public sentiments etc. 

Our work can be additionally broadened utilizing deep learning for predicting stock values for multi-national 

organization yet this may fuse huge space and time complexity than our proposed approach. 
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Abstract: The main goal of the present study is to analyze and estimate the plasma screening effect on excitation energies

O-like ions and photoionization process of F-like ions under the influence of strongly coupled plasma. We have employed

an ion sphere model (ISM) in flexible atomic code (FAC) to study and analyze plasma effect in atomic structure of O-like

ions and photoionization of F-like ions. We have presented shift in excitation energies of lowest 10 levels of Fe XIX, Co

XX, Ni XXI, Cu XXII and Zn XXIII at electron densities ranges 1022–1024 cm-3 under plasma environment. We have also

compared our transition wavelengths for Fe XIX with wavelengths observed in ENEA laser facility and calculated from

Hebrew University Lawrence Livermore Atomic Code (HULLAC) code at electron density 1021 cm-3. The lowering in

ionization potentials and effect on photoionization cross sections for ground and first excited states of Fe XVIII, Co XIX,

Ni XX, Cu XXI and Zn XXII also studied at electron densities ranges 1022–1024 cm-3 at five photo-electron energies

ranges 100–500 eV.

Keywords: Energy levels; Radiative data; Spectroscopic parameters; Transition wavelength

1. Introduction

From last few years, the theoretical and experimental

research on the study of plasma screening effect on atomic

properties of highly charged ions immersed in hot and

dense plasma has been increased remarkably [1–15]. Due

to potential applications in plasma spectroscopy, inertial

confinement fusion and astrophysics, atomic physics in hot

and dense plasma has become an emerging and developing

field. The screening effects help in the examination and

investigation of radiation emitted from plasma and physical

phenomenon such as continuum lowering and pressure

ionization [16]. These effects play a significant role in the

determination of fruitful details about change in spectral

line shifts, line broadening and profiles of ingrained atoms

or ions. The hot and dense plasma effects on atomic

properties have also great interest in the diagnosis of

plasmas, opacities as well as in the study of quantum field

properties. Atomic processes such as photoionization (PI),

electron impact excitation (EIE), radiative recombination

(RR), etc., of atoms/ions also exhibit prominent variation

under the effect of plasma environment [17, 18]. Under the

influence of hot dense plasma environment, the plasma

electrons and ions modify atomic potential thereby

affecting atomic processes of ions/atoms. The study of

photoionization is useful in the computation of charge state

population and radiative properties of plasma.

Depending on the value of coupling constant, the plasma

environment can be divided into two categories, weakly

and strongly coupled plasma (SCP). For weakly coupled

plasma (WCP), the screening effect can be introduced by

Debye model. While for strongly coupled plasma, ion

sphere (IS) model has been adopted. Both models have

been employed several times in the past for different

atomic systems embedded in plasma [19–40]. Apart from

these two models, several other models such as polarized-

correlation sphere model [41], hybrid model [42], nonlin-

ear Debye–Hückel model [43] and Stewart–Pyatt model

[44] have also been applied for describing plasma screen-

ing effect for different ranges of temperature and density.

Further, for the study of properties of hot and dense
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plasma, hypernetted-chain approximation and density

functional theory has been applied by Ichimaru [45] and

Dharma-Wardana et al. [46]. The SCP plasma has been

identified laser-produced plasma, inertial confinement

fusion, etc. Most of the atomic physicists apply ion sphere

model for the investigation of SCP. Polarizability and

hyper polarizability of H and He-like ions in SCP have

been studied by Sen et al. [47]. Basu et al. [48] have pre-

sented dynamic polarizability using IS model. Bhat-

tacharya et al. [49] and Das et al. [23] have calculated

plasma screening effect of SCP on transition energies,

oscillator strengths, etc., for H-like and Li-like ions resp.

M. Das [50] have studied effect of SCP on ground state

photoionizations for H-like and Li-like ions by solving

radial equation with shooting method approach. Li et al.

[51] have presented the variation of exchange energy shifts

with temperature and density for He-like Al. by applying

ions sphere model. Li et al. [52] have investigated the

effect of hot and dense plasma on excitation energies and

oscillator strengths of Be-like ions. The energies of doubly

excited states of He atom and Li? have been computed by

Saha et al. [22] under the influence of weakly coupled

plasma by Debye model. Recently, Das et al. [53] have

studied the variation of excitation energies and ionization

potential with Debye screening length and IS radius for Al

atom and its ions under the influence of weakly and

strongly coupled plasma. In the past, a detailed study of

weakly coupled plasma on photoionization is available in

the literature [54–59], while only Jung et al. [60] and M.

Das [50] have studied photoionization process under SCP.

In previous studies, atomic physicists have implemented

different methods for solving Schrödinger equation to

determine wave functions and atomic parameters of atoms/

ions embedded in strongly coupled plasmas. Das et al. [23]

have used Fock-space multi-reference coupled cluster (FS-

MRCC) level of theory for the calculation of excitation

energies of Li-like ions. M. Das [50] have solved Schrö-

dinger equation by employing Shooting method approach

and Runge–Kutta method. Li et al. [51] have applied self-

consistent field method for the determination of wave

functions and electron density for bound and free electrons.

While Li et al. [52] have modified multi-configuration

Dirac Fock (MCDF) method in GRASP2 [61] by adding

plasma screening effect in one-electron potential. Saha

et al. [22] have utilized trial wave functions in the

Hylleraas basis set to introduce correlation effects in Ritz

variational method. Recently, Das et al. [53] paper has

adopted relativistic cluster coupled (RCC) method based

on perturbation theory.

In various astronomical objects such as sun, stars and

galaxies and laboratory plasmas, the spectra of O-like ions

of iron period have been observed [62–80]. The super solar

abundances for oxygen and other elements from Chandra

spectrum of gas flowing out of the active galactic nucleus

have been observed by Fields et al. [81]. In this observa-

tion, they determined that the abundance of oxygen is eight

times solar. Due to the large range of applications of these

ions for the analysis of spectra from astrophysical sources

and modeling and diagnosis of different type of plasmas,

the study of atomic processes of these ions under the

influence of plasma is also needed. Garcia et al. [82] have

also provided atomic data for the modeling of spectra of K

lines of oxygen of astrophysical photoionized plasmas.

Recently, Deprince et al. [83] have studied plasma envi-

ronment effect on energy levels, radiative data and auger

widths for oxygen ions from neutral oxygen to O VII. To

analyze plasma effects, they have implemented Debye–

Hückel potential in multi-configuration Dirac–Fock

(MCDF) method. In the past, Khattak et al. [84] have

determined a line shift for Ti XXI at electron density

greater than 1024 cm-3 from laser-produced plasma which

was again produced by Belkhiri et al. [85] using an ion

sphere model. But till date, high density plasma embedding

with ion sphere model (ISM) for density greater than equal

to 1022 cm-1 has not been taken into account for study of

atomic parameters of O-like ions and photoionization of

F-like ions. So the main goal of the present work is to

analyze the plasma environment effect on O-like ions and

F-like ions of iron period by introducing ion sphere model

potential.

2. Theoretical approach

In the literature, plasma environment effect using ISM has

been studied by various methods, codes and approaches.

So, we will discuss here only in brief. For highly charged

ions embedded in strongly coupled plasma, it is assumed

that electrons inside ion sphere interact strongly with

embedded ions. In our calculations, we have used modified

flexible atomic code (FAC) [86] for studying plasma

environment effect. The effective potential for strongly

coupled plasma embedded atomic system is given by [36],

Veff rið Þ ¼ � Z

ri
þ ðZ � NÞ

2R
3� ri

R

� �2
� �

ð1Þ

where Z, N and R denotes nuclear charge, N is no. of

bound electrons and R is ion sphere radius. This ion sphere

radius can be easily determined from the following

relation:

R ¼ 3

4pn

� �1=3

ð2Þ
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Table 1 Difference in excitation energies (in cm-1) with and without plasma for lowest 10 levels of O-like ions with electron density (in cm-3)

Fe

Level No Configuration 2 J Parity 1E ? 22 5E ? 22 1E ? 23 5E ? 23 1E ? 24

1 2s21=22p
2
1=22p

2
3=2

4 ? 0.000 0.000 0.000 0.000 0.000

2 2s21=22p
2
1=22p

2
3=2

0 ? 1.089 3.217 5.872 27.355 55.060

3 2s21=22p1=22p
3
3=2

2 ? 1.215 3.713 6.814 31.566 62.408

4 2s21=22p1=22p
3
3=2

4 ? 1.262 5.036 9.742 47.382 94.404

5 2s21=22p
4
3=2

0 ? 2.813 11.068 21.397 105.149 213.300

6 2s1=22p
2
1=22p

3
3=2

4 - 8.840 48.167 97.407 492.004 987.637

7 2s1=22p
2
1=22p

3
3=2

2 - 8.267 46.143 93.584 473.888 951.818

8 2s1=22p1=22p
4
3=2

0 - 7.662 44.005 89.543 454.588 913.289

9 2s1=22p1=22p
4
3=2

2 - 8.404 46.473 94.189 478.147 965.174

10 2p21=22p
4
3=2

0 ? 18.962 102.061 206.195 1044.837 2111.185

Co

Level No Configuration 2 J Parity 1E ? 22 5E ? 22 1E ? 23 5E ? 23 1E ? 24

1 2s21=22p
2
1=22p

2
3=2

4 ? 0.000 0.000 0.000 0.000 0.000

2 2s21=22p
2
1=22p

2
3=2

0 ? 1.074 3.029 5.449 25.056 50.204

3 2s21=22p1=22p
3
3=2

2 ? 1.276 3.816 6.938 31.976 63.225

4 2s21=22p1=22p
3
3=2

4 ? 1.253 4.880 9.378 45.441 90.520

5 2s21=22p
4
3=2

0 ? 2.712 10.309 19.773 96.297 194.024

6 2s1=22p
2
1=22p

3
3=2

4 - 8.098 44.562 90.196 455.773 914.257

7 2s1=22p
2
1=22p

3
3=2

2 - 7.533 42.618 86.551 438.505 880.083

8 2s1=22p1=22p
4
3=2

0 - 6.880 40.368 82.333 418.478 840.151

9 2s1=22p1=22p
4
3=2

2 - 7.557 42.465 86.212 437.578 881.188

10 2p21=22p
4
3=2

0 ? 17.147 93.334 188.725 955.705 1925.719

Ni

Level No Configuration 2 J Parity 1E ? 22 5E ? 22 1E ? 23 5E ? 23 1E ? 24

1 2s21=22p
2
1=22p

2
3=2

4 ? 0.000 0.000 0.000 0.000 0.000

2 2s21=22p
2
1=22p

2
3=2

0 ? 1.205 2.993 5.201 22.991 45.716

3 2s21=22p1=22p
3
3=2

2 ? 1.462 4.038 7.206 32.493 64.088

4 2s21=22p1=22p
3
3=2

4 ? 1.310 4.817 9.166 43.952 87.453

5 2s21=22p
4
3=2

0 ? 2.850 9.966 18.821 90.096 180.491

6 2s1=22p
2
1=22p

3
3=2

4 - 7.259 41.118 83.502 423.035 848.353

7 2s1=22p
2
1=22p

3
3=2

2 - 6.686 39.231 79.994 406.646 815.938

8 2s1=22p1=22p
4
3=2

0 - 5.944 36.827 75.533 385.781 774.433

9 2s1=22p1=22p
4
3=2

2 - 6.606 38.690 78.881 401.605 807.736

10 2p21=22p
4
3=2

0 ? 15.276 85.389 173.166 878.107 1766.482

Cu

Level No Configuration 2 J Parity 1E ? 22 5E ? 22 1E ? 23 5E ? 23 1E ? 24

1 2s21=22p
2
1=22p

2
3=2

4 ? 0.000 0.000 0.000 0.000 0.000

Strongly coupled plasma effect on excitation energies of O-like ions and photoionization of F-like ions



where n is electron density. Here, the effect of plasma

temperature is also considered in determining electron

density for the calculation of ion sphere radius [16].

For N electron systems, the Dirac Hamiltonian in ISM is

given by

H ¼
XN
i¼1

½c a!: p!þ b� 1ð Þc2 þ Veff rið Þ� þ
X
i\j

1

rij
ð3Þ

where a! and b are the Dirac matrices and c is the speed of

light.

3. Results and discussion

3.1. Excitation energies

In present calculation, we have calculated excitation

energies for lowest 10 levels of O-like Fe to Zn with and

Table 1 continued

Cu

Level No Configuration 2 J Parity 1E ? 22 5E ? 22 1E ? 23 5E ? 23 1E ? 24

2 2s21=22p
2
1=22p

2
3=2

0 ? 1.226 2.854 4.843 20.926 41.389

3 2s21=22p1=22p
3
3=2

2 ? 1.577 4.180 7.338 32.899 64.780

4 2s21=22p1=22p
3
3=2

4 ? 1.353 4.759 8.946 42.740 84.944

5 2s21=22p
4
3=2

0 ? 2.916 9.677 18.038 85.518 170.650

6 2s1=22p
2
1=22p

3
3=2

4 - 6.323 37.819 77.292 393.233 788.766

7 2s1=22p
2
1=22p

3
3=2

2 - 5.743 35.996 73.969 377.756 758.205

8 2s1=22p1=22p
4
3=2

0 - 4.912 33.440 69.307 356.011 715.047

9 2s1=22p1=22p
4
3=2

2 - 5.557 35.093 72.194 369.295 742.534

10 2p21=22p
4
3=2

0 ? 13.244 77.961 159.052 809.510 1627.368

Zn

Level No Configuration 2 J Parity 1E ? 22 5E ? 22 1E ? 23 5E ? 23 1E ? 24

1 2s21=22p
2
1=22p

2
3=2

4 ? 0.000 0.000 0.000 0.000 0.000

2 2s21=22p
2
1=22p

2
3=2

0 ? 1.228 2.713 4.516 19.021 37.427

3 2s21=22p1=22p
3
3=2

2 ? 1.626 4.252 7.461 33.220 65.390

4 2s21=22p1=22p
3
3=2

4 ? 1.341 4.659 8.762 41.703 82.872

5 2s21=22p
4
3=2

0 ? 2.927 9.426 17.468 82.119 163.460

6 2s1=22p
2
1=22p

3
3=2

4 - 5.831 35.254 72.073 366.512 735.130

7 2s1=22p
2
1=22p

3
3=2

2 - 5.291 33.569 68.968 352.051 706.546

8 2s1=22p1=22p
4
3=2

0 - 4.412 30.891 64.088 329.411 661.637

9 2s1=22p1=22p
4
3=2

2 - 5.009 32.351 66.589 340.638 684.592

10 2p21=22p
4
3=2

0 ? 12.147 72.202 147.365 749.382 1505.514
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Fig. 1 Variation of shift in excitation energies for level No. 2 of

O-like ions in the presence of plasma environment as a function of

electron density

R.Sharma, A.Goyal



without plasma by using FAC. In Table 1, we have listed

difference in excitation energies calculated in the absence

and presence of plasma environment, as a function of

electron density. In Table 1, last five columns represent the

electron density in cm-3
. From Table 1, we see that the

shift in energy levels for 2–5 levels of 2s22p4 and 6–9

levels of 2s2p5 is almost close to each other while shifting

for level number 10 of 2p6 is very large for electron density

1022–1024 cm-3 for all O-like ions. This shows that tran-

sition energies for levels of 2s22p4 are blue shifted w.r.t

that for 2s2p5 while transition energies for levels of 2s2p5

are blue shifted w.r.t that for 2p6 due to the electron

screening and quantum confinement. So, our study shows

that higher angular momentum quantum number levels for

same principal quantum number have greater quantum

confinement effect. In Table 1, we have provided the

position of levels in the absence of plasma under the col-

umn ‘‘level no.’’. We have also predicted that in the pres-

ence of plasma environment, the position of 6–9 levels

changes as the shift in excitation energies for 6–9 levels is

in the following order for O-like Fe and O-like Co

DE6 [DE9 [DE7 [DE8 ð4Þ

where DE represents shift in energy. While for other O-like

ions, the order is

DE6 [DE7 [DE9 [DE8 ð5Þ

So, for other ions, only level numbers 8 and 9 are

interchanged due to plasma environment.

From Table 1 and Fig. 1, our study also shows that with

increasing electron density, the effect of electron screening

increases the difference in excitation energies drastically

for each O-like ion. It is also observed that the difference in

excitation energies for all O-like ions is significant at high

electron density 1024 cm-3, while at other electron densi-

ties, the gap is not so large.

As we see the plasma environment effect on other O-like

ions with increasing nuclear charge, a similar trend is

observed but shift in excitation energies is decreasing for a

particular electron density greater than 1022 cm-3. This

decrease is clearly visible in Fig. 1 for electron density

1024 cm-3, and the gap between two consecutive ions is

almost same. This implies that increase in nuclear charge

Table 2 Comparison of transition wavelengths (in Å) for Fe XIX using Ion sphere model (ISM) in FAC with theoretically calculated and

experimentally observed wavelengths at electron density 1021 cm-3

S.

No

Transitions ISM HULLAC

[77]

Exp.

[77]

DE1 DE2

Upper level Lower level

Configuration J Configuration J

1 2s22p1=22p
2
3=23p3=2 2 2s2p1=22p

4
3=2

1 16.9485 16.9887 16.936 0.0125 0.0527

2 2s22p1=22p
2
3=23s 2 2s22p1=22p

3
3=2

2 15.1249 14.9968

3 2s22p1=22p
2
3=23s 3 2s22p21=22p

2
3=2

2 14.6826 14.6687 14.694 0.0114 0.0253

4 2s22p1=22p
2
3=23d5=2 3 2s22p21=22p

2
3=2

2 13.8005 13.7904 13.798 0.0025 0.0076

5 2s22p1=22p
2
3=23d5=2 1 2s22p1=22p

3
3=2

2 13.7897 13.7893 13.778 0.0117 0.0113

6 2s22p1=22p
2
3=23d5=2 2 2s22p1=22p

3
3=2

1 13.7190 13.7012 13.716 0.003 0.0148

7 2s22p1=22p
2
3=23d5=2 1 2s22p1=22p

3
3=2

1 13.6713 13.6569

8 2s2p43=23d3=2 2 2s2p1=22p
4
3=2

1 13.6540 13.6404

9 2s2p1=22p
3
3=23d5=2 3 2s2p21=22p

3
3=2

2 13.5873 13.5727

10 2s22p1=22p
2
3=23d5=2 3 2s22p21=22p

2
3=2

2 13.5249 13.5127

11 2s22p1=22p
2
3=23d3=2 2 2s22p21=22p

2
3=2

2 13.5096 13.4996

12 2s22p33=23d3=2 3 2s22p1=22p
3
3=2

2 13.4975 13.4863

13 2s22p33=23d3=2 2 2s22p1=22p
3
3=2

2 13.4951 13.4853

14 2s22p1=22p
2
3=23d5=2 2 2s22p1=22p

3
3=2

1 13.4972 13.4849

15 2s22p1=22p
2
3=23d3=2 1 2s22p21=22p

2
3=2

2 13.4724 13.4596

16 2s2p21=22p
2

1=2
3d5=2 2 2s2p21=22p

3
3=2

1 13.4339 13.4233

17 2s22p33=23d3=2 1 2s22p1=22p
3
3=2

1 13.4166 13.4040

18 2s22p1=22p
2
3=23d3=2 3 2s22p21=22p

2
3=2

1 13.6400 13.6434

Strongly coupled plasma effect on excitation energies of O-like ions and photoionization of F-like ions
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reduces the effect of electron screening and quantum

confinement, thereby decreasing plasma environment

effect. So, this also implies that for highly charged O-like

ions, strongly coupled plasma environment effect will

almost negligible or may be insignificant. So it shows that

O-like ions of astrophysical important elements such as

iron period elements are most affected while elements

useful in fusion plasma have no larger impact in the

presence of strongly coupled plasma environment. In

Table 2, we have compared transition wavelengths at

electron density 1021 cm-3 calculated using ion sphere

model in FAC with theoretically calculated and experi-

mentally observed wavelengths by May et al. [77]. They

have determined wavelength of O-like Fe from spectra

recorded from Hercules laser at ENEA. The difference of

FAC and HULLAC [87] results from experimental results

is tabulated under the column DE1 and DE2. We can see

that our results are closer to experimental results but DE1

and DE2 are not so large and this implies that difference in

transition wavelengths for strongly coupled plasma using

ISM in FAC and for weakly coupled plasma using HUL-

LAC at electron density 1021 cm-3 is very small. This

shows that both results from both FAC and HULLAC are

reliable and authentic.

3.2. Photoionization

In present work, we have studied photoionization of ground

and first excited states of F-like ions from Fe to Zn. In

Table 3, we have presented shift in ionization potentials for

photoionization to lowest 5 states of O-like ions under the

influence of plasma environment at different electron
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densities. In Table 3, ground and first excited states of

F-like ions are under the column ‘‘upper level’’ and lowest

five states of O-like ions are given in the column ‘‘lower

level.’’ 2 J and P represent the double of total angular

momentum and parity resp. of the corresponding state. In

last five columns, ionization potential is listed for different

electron density.

From Fig. 2 and Table 3, we observe that the shift in

ionization potential under strongly coupled plasma effect

decreases monotonically with increase in electron density

for ground state photoionization of F-like ions to ground

state of O-like ions because rise in electron density

increases instability of the system [88]. This lowering of

ionization potential is known as ionization potential

depression (IPD) and it can be useful as it affects radiative

properties as well as populations of states. The measurable

results and predictions of this IPD effect are very important

for analysis, understanding and modeling of various atomic

processes occurring under plasma environment for the

study of planetary science, shock experiments and warm

dense matter [89–95]. From Table 3, it also evident that the

shift in ionization potential for ground state is large as

compared to that for first excited state for photoionization

to same state of O-like ion. In Table 4, we have compared

our calculated ionization potential for F-like ions for

ground and first excited state with NIST and for ground

state with E. BiEmont et al. [96]. ‘‘S.No.’’ in Table 4 is

same as in Table 3. We have found some discrepancy with

NIST and maximum for F-like Co while in good agreement

with E. BiEmont et al. [96]. We have plotted the difference

of our calculated ionization potential with NIST for ground

and first excited state as a function of atomic number in

Figs. 3 and 4, respectively.

Table 4 Comparison of ionization potential (in eV) without plasma for photoionization of ground and first excited states of F-like ions to lowest

5 levels of O-like ions with electron density (in cm-3). a-NIST, b-[96]

S. No Fe FeNIST Co CoNIST Ni NiNIST Cu CuNIST Zn ZnNIST

1 1355.4 1357.8a

1355.3b
1495.8 1504.5a

1495.7b
1643.1 1646a

1643b
1797.2 1800a

1797.1b
1958.1 1961a

1958b

2 1342.7 1345.1 1480.7 1489.4 1625.2 1628.2 1776.2 1779.1 1933.7 1936.6

3 1364.5 1367.1 1506.0 1514.9 1654.3 1657.5 1809.4 1812.5 1971.4 1974.6

4 1351.8 1354.4 1490.9 1499.8 1636.4 1639.7 1788.5 1791.6 1947.0 1950.2

5 1366.4 1368.9 1509.1 1517.8 1658.9 1661.9 1815.9 1818.8 1980.2 1983.2

6 1353.7 1356.2 1494.0 1502.7 1641.1 1644.1 1795.0 1797.9 1955.8 1958.5

7 1376.3 1378.7 1519.2 1527.9 1669.3 1672.3 1826.6 1829.5 1991.2 1994.1

8 1363.6 1365.9 1504.1 1512.8 1651.5 1654.5 1805.7 1808.6 1966.8 1969.7

9 1394.9 1398.1 1540.1 1549.5 1692.7 1696.4 1853.0 1856.5 2021.0 2024.4

10 1382.2 1385.4 1525.0 1534.4 1674.9 1678.6 1832.1 1835.6 1996.6 2000.0
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Fig. 3 Ionization potential difference with NIST as a function of

atomic number for F-like ions for ground state
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We have given photoionization cross-sectional data as

supplementary material in tables 5–9. In tables 5–9, we

have presented photoionization cross sections for F-like

ions Fe to Zn under the effect of strongly coupled plasma

for different electron densities. In these tables, ‘‘transition

number’’ is the same as ‘‘S.No.’’ in Table 3. From

tables 5–9, we analyze that photoionization cross section

decreases for all F-like ions for all transition number 1–10

when photo-electron energy increases. It is also observed

that photoionization cross sections for the transition num-

bers 1 and 8 are very large at photo-electron energy 100 eV

as compared to other transition numbers. From Fig. 5, we

reveal important information that photoionization cross

section decreases with increase in nuclear charge for F-like

ions because continuum lowering and pressure ionization

arises due to nuclear charge screening and this screening

effects higher excited states, and hence, photoionization

cross section decreases.

The consequence of this is that probability of photon to

meet electron will be very less, and hence, large amount of

ionization energy will be required to ionize. From Table 2,

this can be seen that ionization potential increases with

nuclear charge at a particular electron density. At electron

density 1024 cm-3, the cross section of F-like Fe becomes

very large as compared to others and cross sections of

F-like Co and F-like Ni, F-like Cu and F-like Zn are almost

equal, while the cross section of F-like Co is very close to

F-like Fe at 1023 cm-3.

From Fig. 6, we investigate that photoionization cross

sections for F-like Fe become close and close with

increasing photo-electron energy or we can say that at high

photo-electron energies, photoionization cross sections

close to zero irrespective of the value of electron density.

This implies that oscillations die at high energies of photo-

electron. There is also decrease in gap in photoionization

cross sections with increase in energies of emitted electron.

The other F-like ions follow same trend at high photo-

electron energies. Further, FAC cross sections provide only

background cross sections and can be scaled with available

accurate cross sections to check accuracy of cross sections.

4. Conclusions

We have studied plasma embedding effects on excitation

energies of O-like ions and photoionization process of

F-like ions under the influence of strongly coupled plasma

environment. We have implemented an ion sphere model

in FAC for this purpose. The main points of the conclusion

can be summarized as follows:

1. We have studied plasma effect on excitation energies

of lowest 10 levels of Fe XIX to Zn XXIII at electron

densities from 1022 cm-3 to 1024 cm-3. Impact of

plasma changes the position of levels due to electron

screening. This impact is negligible for highly charge

O-like ions. Our transition wavelengths from ISM in

FAC are closer to wavelengths calculated from

HULLAC and experimentally observed.

2. Photoionization of ground state and first excited state

of five F-like ions, namely Fe XVIII to Zn XXII, is

studied at electron densities from 1022 cm-3 to

1024 cm-3. A significant lowering of ionization poten-

tial is predicted that can be useful from astrophysical

point of view in investigation and analysis atomic

processes in plasma environment.

3. Our calculation shows that photoionization cross

section of Fe XVIII is very large at 1024 cm-3 and at
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high values of energies of emitted electron; photoion-

ization cross section becomes very small and does not

depend on electron density. While at a particular low

photo-electron energy, photoionization cross section

increases with increase in electron density and

decrease with nuclear charge.
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Testing normality in the time series of EMP indices:
an application and power-comparison of alternative tests
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ABSTRACT
The Exchange Market Pressure Index (EMPI) is an indicator of pres-
sure on a currency. Because of the presence of serial correlation,
financial time series may not be normally distributed even for large
sample sizes. They may have undefined parameters and hence para-
metric tests of normality may give misleading results. In this paper,
we look at the time series of EMPI of eleven countries of the world,
put the data to normality check using tests suggested by various
scholars. We also apply a test used exclusively for serially correlated
data. No one has used this test earlier. In this context, we also com-
pare the power of these statistical tests, which is another novel con-
tribution of this paper. On the basis of these tests the EMPI time
series is found to be non-normal. Two tests are found to be the
most powerful. The test which is designed exclusively for time series
data is found to be powerful only for China and South Korea, the
countries which had the lowest EMPI- standard- deviation in the
group of all the eleven countries studied in this paper.
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1. Introduction

An EMPI series like any other time series, tends to be serially correlated i.e., dependent
thereby belying the basic assumption, of the most of statistical analysis, that observa-
tions are independent and identically distributed. One consequence of all this is that
statistical inferences tend to be misleading because unless a series has a tendency to
cluster round some central values it is not possible to characterize it in terms of a few

numbers called the moments of the series. Take an EMPI time series ðEMPItÞTt¼1: Let

l ¼ Population mean¼Expected value of EMPI ¼ EðEMPItÞ¼ RT
1 EMPItf ðEMPItÞ: Let

lr ¼ E½ðEMPIt � lÞr� be its rth central moment around the mean and Population

Variance¼Var(EMPI) ¼ r2 ¼ EðEMPIt � lÞ2: Then coefficients of standardized skew-
ness and excess kurtosis will be given by-
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s ¼ l3

r3
¼ E ðEMPIt � lÞ½ �3

E ðEMPIt � lÞ2
� �3

2

(1)

j� 3 ¼ l4

r4
¼ E ðEMPIt � lÞ½ �4

E ðEMPIt � lÞ2
� �2 (2)

Take t, orthogonal sample observations on EMPIt, such that fEMPItðEMPItÞ ¼
fEMPIt�1ðEMPIt�1Þ8EMPIt 2 R and fEMPItEMPIt�1ðEMPItEMPIt�1Þ ¼ fEMPItðEMPItÞ
fEMPIt�1ðEMPIt�1Þ 8EMPIt,EMPIt�1 2 R then and

ffiffi
t

p
ŝ ! Nð0, 6Þ and

ffiffi
t

p ðĵ � 3Þ !
Nð0, 24Þ
A parametric test of normality, for t independent observations on a random variable,

using, Lagrange multiplier(LM), is suggested by Jarque and Bera (1987) as below:

LM=JB ¼ t
ŝ2

6
þ ðĵ � 3ÞÞ2

24

� �
(3)

Here, LM=JBasy � v2ð2Þ: For a normally distributed sample the value of LM/JB statis-
tic is zero. Other tests of normality are given by Shapiro and Wilk (1965), Lilliefors
(1967), Doornik and Hansen (2008), D’Agostino and Stephens (1986) etc. The uni-vari-
ate omnibus test of normality propounded by Doornik and Hansen (2008) can be pre-
sented like this let {EMPI1,EMPI2,EMPI3 ������� EMPIn} be a sample of n
independent observations on EMPI. Then,

Ep ¼ Z2
1 þ Z2

2 �app v
2ð2Þ (4)

Here Z1 and Z2 are skewness and kurtosis of the EMPI sample respectively. Shapiro -
Wilk(ibid) have given the W test for normality. The test can be stated for n
ordered random samples of EMPI such as {EMPI1 � EMPI2
� EMPI3 ������� � EMPIn}. Then,

S2 ¼
Xn
1

ðEMPIi � EMPIÞ

When n is even i.e., n¼ 2k.

b ¼
Xk
i¼1

an�iþ1ðEMPIn�iþ1 � EMPIiÞ

When n is odd i.e., n¼ 2kþ 1.

b ¼ anðEMPIn � EMPIÞ þ � ���þakþ2ðEMPIKþ2 � EMPIKÞ
The value of the coefficient a in the above two equations is got from the table com-

piled by Shapiro and Wilk (1965). The test statistics W is given as-

W ¼ b2

S2
(5)

Lilliefors (1967) test statistics T is given as

T ¼ supjFðxÞ � ZðxÞj (6)
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Here,
F�(x) ¼ Actual cumulative distribution of the normalized data at each x.
Z(x) ¼ Theoretical cumulative distribution of the data from Z table at each x.
We reject the null hypothesis that the data has a normal distribution if the T value is

higher than the same in the table provided by Lilliefors (1967) at an a of 1 percent in two
tail test. The power of all these tests will be drastically reduced if we use these tests to check
the normality of experimental data where trials are finite and are not independent. This
may happen particularly in time series data because of the problem of auto-correlation.
Economic time series has a heavy tail look i.e., the moments, in some cases, tend not to
converge toward a central value as they tend to do in case of trials involving cross section
data or even if they converge they converge at very large data. Thus, we have a problem of
size distortion in the data. If probabilities associated with individual trials are conditional
(showing reduction in degrees of freedom) i.e., multiplicative in nature then we are almost
certain to get a heavy tail distribution. This ultimately, may lead to some or all the
moments of the distribution being undefined. Even if the moments are defined using the
rules of moments to measure them may underestimate their true value and this underesti-
mation may be higher as we move toward higher moments. Some scholars have suggested
that Asymptotic theory of sample extremes i.e., Extreme Value Theory(EVT)1 and not the
central limit theory is suitable to examine data with heavy tails this is because probability
of extreme values is higher in the case of the financial time series as opposed to a series
with a concentration toward the middle values. Garita and Zhou (2009) noted that assum-
ing normal distribution and estimating frequencies on the basis of sample mean and
standard deviation may underestimate the frequency of extreme values of the observations.
Mandelbrot (1997) has pointed out that for fat tailed distribution the second moment is
undefined and thus estimating it for finite samples may severely affect the predictive
power of the model. Vector Autoregressive (VAR) data generating processes for EMPI is
used by Tanner (2002), Gochoco-Bautista and Bautista (2005), Kamaly and Erbil (2000) to
normalize the series Bai and Ng (2005) have shown that, in the case of time series, measur-
ing the tails using kurtosis statistic is not a sound approach as the true value of j is likely
to be substantially underestimated in practice. In the case of normal distribution, the limit-
ing value of standardized third and fourth moment are 0 and 3 in and their variances are 6
and 24 respectively. In the case of serially correlated data these limiting variances are no
longer 6 and 24 but some function of long run variance co-variance matrix; hence, assum-
ing that the data conforms to a normal distribution asymptotically and then testing the
normality of a small sample in this framework may not be a proper approach. To properly
estimate higher moments in the case of such data we require auto-correlation consistent
estimators and literature suggests the use of bootstrap method or kernel density functions
for the same with alternative bandwidth parameters. Bai and Ng (2005) suggest a normal-
ity test for such data with Bartlett, Parzen and Quadratic Spectral kernel density functions
with Newley West and Andrews White and any other pre-chosen bandwidths. These ker-
nel functions are not dependent on value of the moments and hence the problem of
moment dependence of a probability distribution function is sorted out. Bai and Ng
(2005) test is still a moment based test of normality but they derive equations for auto-cor-
relation consistent estimators for skewness and kurtosis. Hence, this test is an improve-
ment over other tests.
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Let EMPt be weakly stationary time series, then

p̂34 ¼ p̂2
3 þ p̂2

4 ! v2 (7)

Here,

p̂2
3 ! v2; p̂2

4 ! v2

We have,

p̂3 ¼
ffiffiffiffi
T

p
l̂3

sðl3Þ
¼

ffiffiffiffi
T

p
ŝ

sð ^sÞ
! Nð0, 1Þ (8)

p̂4 ¼
ffiffiffiffi
T

p ð̂k� kÞ
sðk̂Þ ! Nð0, 1Þ (9)

In this paper we estimate the test statistics p̂34, p̂3, p̂4 as suggested by Bai and Ng
(2005) and test the normality of the GR EMP index of eleven countries including
Australia, Brazil, Canada, China, India, Japan, South Africa, South Korea, Switzerland,
United Kingdom and Venezuela. We also test the normality of the EMPI time series of
these countries using the tests suggested by Jarque and Bera (1987), Shapiro and Wilk
(1965), Lilliefors (1967) and Doornik and Hansen (2008). Bai and Ng (2005) have esti-
mated these statistics for various macro-economic time series data for some countries
but no one has estimated and used Bai and Ng statistics in the context of EMPI time
series of any country. We first do a stationarity test for the data and thereafter apply
the normality test to check whether the EMPI data for these countries have a normal
distribution for finite sample. We also present a comparison of the power of these tests
for finite EMP time series.

2. The GR exchange market pressure index

The EMP Index is estimated by using the formula:

EMPt ¼ Dft þ Dst (10)

Here, as per Girton and Roper (1977)
EMPt ¼ Exchange Market Pressure at time t.
Dst ¼ First difference of ln of exchange rate (i.e., percentage change in nominal

exchange rate with respect to previous period exchange rate).
Dft ¼ First difference of ln of foreign exchange reserve (i.e., Percentage Change in

forex reserve with respect to previous period monetary base). 2

3. Data sources

For construction of EMPI we require quarterly data for exchange rate, foreign exchange
reserve and monetary base for all countries starting 1992Q1 end 2018Q4. The first and the
last quarter data are lost in calculating the first differences. Thus we had original data start-
ing from 1992Q1 to 2018Q4 i.e., 108 observations but finally we have only 106 observa-
tions starting 1992Q2 to 2018Q3. We construct the three sets of EMP indices for all the
eleven countries. The first EMPI is based on market exchange rate and we call it
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EMPIMER, the second EMPI is based on nominal effective exchange rate (NEER) and we
call it EMPINEER, the third EMPI is based on real effective exchange rate (REER) and we
call it EMPIREER. The data for nominal market exchange rate of INR with USD is taken
from Organization for Economic Co-operation and Development (OECD) and the same
for other countries is taken from Board of Governors of the Federal Reserve System
(FRED) database. Theoretically speaking it is better to gauge the strength or weakness of a
currency in terms of effective exchange rate (EER) and not in terms of market exchange
rate. There are two indicators of effective exchange rate - NEER and REER. NEER (nom-
inal effective exchange rate) is an export or trade weighted average of bilateral exchange
rate and REER (real effective exchange rate) is NEER adjusted by some measure of relative
price or cost. In the case of India NEER and REER data using a basked of 36 countries
bilateral rates are made available by RBI 2005-06 onwards but the data is available on
annual basis only. This data can be accessed from table 143 and table 144 of the Handbook
of Statistics on Indian Economy. However, we have used the data of NEER and REER indi-
ces provided by the Bank of International Settlement (BIS) for compatibility reasons. The
BIS, EER indices currently cover 61 economies (including individual Euro area countries
and, separately, the Euro area as an entity). Nominal EERs are calculated as geometric
weighted averages of bilateral exchange rates. The weights are derived from manufacturing
trade flows and capture both direct bilateral trade and third-market competition by double
weighting. Real EERs are the weighted averages of bilateral exchange rates adjusted by
relative consumer prices in the two countries. All real effective exchange rate series, except
the one for Venezuela, have 2015 (¼100) as base year and are estimated using manufactur-
ing consumer price indices. The data is made available at OECD and is sourced from
FRED online database. Venezuela’s real effective exchange rate series has 2010 (¼100) as
base year, is made available at BIS and taken from FRED online database. Both broad and
narrow nominal and real effective exchange rates are available. We have used the broad
indices which are based on 60 countries trade basket. The data for foreign exchange
reserve are taken from the ‘Survey Based on Standardized Form by Country’. This data is
accessed from International Financial Statistics database of International Monetary Fund.
The data is available in the head ‘International Liquidity Selected Indicators’. For our pur-
pose we have taken the subhead which is the second row of the table and is titled:
‘International Reserves, Official Reserve Assets, SDRs, US Dollars’. This data is in Millions
of USD. Data about monetary base of India is taken from the ‘Database of India
Economy’ (DBIE).
DBIE is a time series publication of the Reserve Bank of India. Monetary base data

are available in the head ‘Reserve Money Components and Sources’. The data is avail-
able from 6th July 2001 to 25th January 2019 on weekly basis. We have, for our pur-
pose, taken the data of the dates matching first, second, third and fourth quarter of
every year. We have backcast this quarterly series to generate data for the quarters prior
to 2001 as our data starts from the first quarter of 1992. The back series is generated by
using trend growth. Monetary Base of India¼Reserve Money¼Currency in
circulationþBank’s deposits with RBIþOther deposits with RBI. The data about the
monetary base of Japan and Brazil is accessed from the Bank of Japan and Brazil
Central Bank respectively, all other countries monetary base data are accessed from
International Financial Statistic, International Monetary Fund (IMF).
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4. Stationarity test: GR EMP index

Before we launch the formal test of normality it is important to put the data to statio-
narity check. Let EMPIt be a random time series process which is weakly stationary
then lEMP1t ¼ lEMP1tþt

8t 2 R, and r2EMP1t¼ r2EMP1tþt
8t 2 R
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Figure 1. EMPIMER selected countries.

Figure 2. EMPINEER selected countries.
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In Figures 1–3 we have presented the time series of charts of the EMPIMER,
EMPINEER and EMPIREER based on market exchange rate, nominal exchange rate
and real exchange rate resp for all the eleven countries of our interest. We call them
EMPIMER (Exchange Market Pressure Index based on Market Exchange Rate),
EMPINEER (Exchange Market Pressure Index based on Nominal Exchange Rate)
and EMPIREER (Exchange Market Pressure Index based on Real Exchange Rate). All these
charts appear to be stationary with respect to time except the EMPINEER chart of
Switzerland (see chart no.9, Figure 2). We have also put the data to Dicky-Fuller unit root
test to examine the stationarity issue formally. Since graphically the data is trendless and
there is no intercept in all the data we have run the unit root test with model without con-
stant and trend. The hypotheses on test are – H0Unit root q ¼ 1H1q < 1: The results are
presented in Tables 1–3. The p value of the coefficient of yð�1Þ, in case of all the EMPI for
all the countries, is lower than a of 0.01 for one tail hypothesis test, hence we reject the null
hypothesis that the data has unit root. Hence all the data about the EMPIMER,
EMPINEER, EMPIREER of all the countries are stationary. There is only one country
which is exception to this general conclusion. Here we find that the EMPIMER,
EMPINEER as well as EMPIREER series for Switzerland are non stationary because in all
the three cases the p values are higher than the critical a of 0.01 for one tail test. So only in
this exceptional case of Switzerland there is unit root problem.

5. Empirical application of normality tests to EMPI data: moment based
tests for IID data

In this section, we put the EMPI data to normality test through different test statistics.
We use Doornik and Hansen (2008), Shapiro and Wilk (1965), Lilliefors (1967), Jarque

Figure 3. EMPIREER selected countries.
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and Bera (1987) tests. These tests are based on the assumption of IID data. We use the
sample as well as the Monte Carlo p values for hypothesis testing. The hypotheses of
the test are – H0¼ Data is normally distributed, H1¼Data is not normally distributed.
We test these hypotheses at a of 0.05 in one tail test. The test statistics have v2 distribu-
tion. In case of all the tests the reported p values are less than the critical a of 0.05.
Hence, we reject the null hypothesis that the EMPIMER, EMPINEER, and EMPIREER
data are normally distributed for these ten countries. The reported Monte-Carlo p val-
ues in all the cases however are higher than the critical a of 0.05 hence on the basis of
Monte-Carlo p values we are not in a position to reject the null that the EMPIMER,

Table 1. Dicky Fuller test EMPIMER.
Test without constant, model:EMPt ¼ qEMPt�1 þ e, H0Unit root q ¼ 1H1q < 1, T¼ 105,1992:2-1918:3

Country q(Coefficient y(-1)) Std. error t-ratio p-value H0 Conclusion

Australia –0.873727 0.0973019 –8.980 3:91e� 031 Reject Stationary
Brazil �0:525114 0.136453 �3:848 0.0001 Reject Stationary
Canada –0.901953 0.09775271 –9.248 3:65e� 035 Reject Stationary
China –0.990664 0.0980450 –10.10 3:43e� 052 Reject Stationary
India –1.02379 0.0980973 –10.44 6:08e� 061 Reject Stationary
Japan –1.06118 0.0976423 –10.87 1:44e� 074 Reject Stationary
South Africa –0.76987 0.0953492 –8.054 9:66e� 021 Reject Stationary
South Korea –1.01790 0.0980307 –10.38 1:88e� 059 Reject Stationary
Switzerland 0.000179354 0.000740940 0.2421 0.7565 Do not Reject Non stationary
United Kingdom –1.31839 0.0929508 –14.18 0.0000 Reject Stationary
Venezuela –1.49655 .136582 –10.96 4:80e� 022 Reject Stationary

Table 2. Dicky Fuller test EMPINEER.
Test without constant, model:EMPt ¼ qEMPt�1 þ e, H0Unit root q ¼ 1H1q < 1, T¼ 105,1992:2-1918:3

Country q(Coefficient y(-1)) Std. error t-ratio p-value H0 Conclusion

Australia –0.781768 0.0956943 –8.169 8:69e� 022 Reject Stationary
Brazil �0:765625 0.110649 �6:919 2:81e� 011 Reject Stationary
Canada –0.969185 0.0980146 –9.888 3:33e� 047 Reject Stationary
China –0.990130 0.0980447 –10.10 4:65e� 052 Reject Stationary
India –0.991499 0.0980586 –10.11 2:30e� 052 Reject Stationary
Japan –1.0545 0.0978655 –10.77 2:24e� 071 Reject Stationary
South Africa –0.762229 0.0952249 –8.005 2:63e� 020 Reject Stationary
South Korea –1.01740 0.0980696 –10.37 3:37e� 059 Reject Stationary
Switzerland –0.0132022 0.0136503 –0.9672 0.2962 Do not Reject Non stationary
United Kingdom –0.713755 0.179071 –3.986 6.86e-05 Not Reject Stationary
Venezuela –0.408150 0.0730013 –5.591 4:43e� 08 Reject Stationary

Table 3. Dicky Fuller test EMPIREER.
Test without constant, model:EMPt ¼ qEMPt�1 þ e, H0Unit root q ¼ 1H1q < 1, T¼ 105,1992:2-1918:3

Country q(Coefficient y(-1)) Std.error t-ratio p-value H0 Conclusion

Australia �0.804598 0.09614760 –8.368 9.59e-024 Reject Stationary
Brazil –0.906534 0.175932 –7.430 1:44e� 012 Reject Stationary
Canada –0.953507 0.122012 –9.760 1.79e-044 Reject Stationary
China –0.990196 0.0980449 –10.10 4.48e-052 Reject Stationary
India –1.06098 0.0978635 –10.84 1.20e-073 Reject Stationary
Japan –1.04654 0.0978639 –10.69 9.78e-069 Reject Stationary
South Africa –0.7966639 0.0960089 –8.298 5.02e-023 Reject Stationary
South Korea –1.01739 0.0980680 –10.37 3.36e-059 Reject Stationary
Switzerland 0.000125343 0.000726363 –0.1726 0.7364 Do not Reject Non stationary
United Kingdom �0:713981 0.179359 –3.981 7.01e-05 Reject Stationary
Venezuela �0:865825 0.175932 –4.921 1.09e-06 Reject Stationary
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EMPINEER and EMPIREER data are normally distributed. Here, in all the tables, we
have not reported the test results of the EMPI data for Switzerland as the same has
failed to pass the stationarity test (Tables 4–6).

6. Application of bai and Ng normality test to EMPI data

Bai and Ng (2005) applied their test to a sample of 21 macroeconomic time series data
related to US economy. These samples relate to different periods. In all the samples
except for interest rate and unemployment rate, they have taken the first difference of
the ln (natural log) of the data. On the basis of the application of Bai and Ng (2005)
test they reject normality in the US-Japan exchange rate, US CPI inflation rate, US 30-

Table 4. Normality test EMPIMER.
Country Doornik-Hansen test Shapiro-Wilk test Lilliefor test Jarque-Bera test

Australia 85.1969
p¼ 3.16031e-019

0.425942
p¼ 1.72768e-018

0.28341
p¼ 0

8954.97
p¼ 0

Brazil 124.063
p¼ 1.14836e-027

0.587384
p¼ 8.56363e-016

0.264823
p¼ 0

1923.39
p¼ 0

Canada 33.6483
p¼ 4.93584e-008

0.91981
p¼ 7.97954e-006

0.11271
p¼ 0

100.036
p¼ 1.89411e-022

China 8178.37
p¼ 0

0.159372
p¼ 6.8549e-022

0.421724
p¼ 0

42720.2
p¼ 0

India 1067.32
p¼ 1.71372e-232

0.373338
p¼ 3.04053e-019

0.28541
p¼ 0

18618.2
p¼ 0

Japan 227.712
p¼ 3.57245e-050

0.525068
p¼ 6.50019e-017

0.252391
p¼ 0

8327.31
p¼ 0

South Africa 13.6484
p¼ 0.00108716

0.949482
p¼ 0.000506799

0.11278
p¼ 0

32.84
p¼ 7.39392e-008

South Korea 2401.46
p¼ 0

0.335713
p¼ 9.37846e-020

20124.6
p¼ 0

32.84
p¼ 7.39392e-008

United Kingdom 1005.5
p¼ 4.55699e-219

0.298535
p¼ 3.07979e-020

0.342128
p¼ 0

20159.2
p¼ 0

Venezuela 319.504
p¼ 4.17391e-070

0.384974
p¼ 4.42202e-019

0.401325
p¼ 0

5656.19
p¼ 0

Table 5. Normality test EMPINEER.
Country Doornik-Hansen test Shapiro-Wilk test Lilliefor test Jarque-Bera test

Australia 52.0055
p¼ 5.09509e-012

0.425942
p¼ 8.14523e-007

0.102159
p¼ 0.01

288.026
p¼ 2.85786e-063

Brazil 223.33
p¼ 3.19454e-049

0.679515
p¼ 6.90068e-014

0.225239
p¼ 0

1758.23
p¼ 0

Canada 15.5818
p¼ 0.000413477

0.956573
p¼ 0.00158816

0.0786645
p¼ 0.1

21.0389
p¼ 2.70064e-005

China 8161.59
p¼ 0

0.15998
p¼ 6.96215e-022

0.419846
p¼ 0

42691.1
p¼ 0

India 82.7003
p¼ 1.10118e-018

0.479601
p¼ 1.15506e-017

0.260665
p¼ 0

8992.82
p¼ 0

Japan 316.552
p¼ 1.82603e-069

0.491505
p¼ 1.79554e-017

0.280174
p¼ 0

9642.29
p¼ 0

South Africa 8.34661
p¼ 0.0154013

0.976023
p¼ 0.0517356

0.0664106
p¼ 0.29

6.77282
p¼ 0.0338299

South Korea 6206.01
p¼ 0

0.191169
p¼ 1.5629e-021

0.398836
p¼ 0

38934.7
p¼ 7.39392e-008

United Kingdom 1345.86
p¼ 5.62732e-293

0.312954
p¼ 4.71756e-020

0.408784
p¼ 0

18030.3
p¼ 0

Venezuela 567.635
p¼ 5.49049e-124

0.416158
p¼ 1.23967e-018

0.462131
p¼ 0

709.252
p¼ 0
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day interest rate, and US stock returns. The result is given by authors on the basis of
5% critical value which is 1.96 for p3, p4, and 5.99 for p34. Thus, out of 21 time series,
that they examined, six time series are found to be non symmetric, and all these time
series are financial time series. Among the financial time series only Canada-US
exchange rate and German-US exchange rate are found to be symmetric. In Tables 7–9,
we present the result of the application of Bai and Ng (2005) test to EMPI time series
of ten countries (Switzerland’s series is not put to normality check because it is not sta-
tionary). The hypotheses on test are – H0¼ Data is normally distributed, H1¼Data is
not normally distributed. We test these hypotheses at a of 0.05 in one tail test. The test

Table 6. Normality test EMPIREER.
Country Doornik-Hansen test Shapiro-Wilk test Lilliefor test Jarque-Bera test

Australia 41.9963
p¼ 7.59671e-010

0.931495
p¼ 3.67712e-005

0.07643
p¼ 0.13

150.244
p¼ 2.37101e-033

Brazil 25.4056
p¼ 3.04254e-006

0.90733
p¼ 1.76823e-006

0.116766
p¼ 0

124.435
p¼ 0

Canada 13.9047
p¼ 0.000956373

0.956658
p¼ 0.00161096

0.0989492
p¼ 0.01

14.7912
p¼ 0.00061395

China 8164.34
p¼ 0

0.160082
p¼ 6.98044e-022

0.419709
p¼ 0

42693.9
p¼ 0

India 164.645
p¼ 1.76942e-036

0.27786
p¼ 1.69037e-020

0.430296
p¼ 0

10017.5
p¼ 0

Japan 229.541
p¼ 1.4318e-050

0.476678
p¼ 1.03768e-017

0.293514
p¼ 0

9364.65
p¼ 0

South Africa 18.0745
p¼ 0.000118896

0.949188
p¼ 0.000484048

0.127164
p¼ 0

17.7757
p¼ 0.000138058

South Korea 6286.24
p¼ 0

0.190803
p¼ 1.54793e-021

0.389815
p¼ 0

39096.9
p¼ 0

United Kingdom 6286.24
p¼ 1.21458e-286

0.320018
p¼ 5.82809e-020

0.398754
p¼ 0

17868.1
p¼ 0

Venezuela 296.82
p¼ 3.51794e-065

0.386902
p¼ 4.70759e-019

0.400013
p¼ 0

709.252
p¼ 0

Table 7. Normality test EMPIMER: Bai and Ng long run normality test.
Country p3 p33=5 p4 p34 Powerp34
Australia 0.824295

p¼ 0.204886
2.526578

p¼ 0.005759
1.195313

p¼ 0.115982
2.704240

p¼ 0.258691
0.1365

Brazil �1.326321
p¼ 0.907633

2.758026
p¼ 0.002908

1.734317
p¼ 0.041431

3.686219
p¼ 0.158324

0.1080

Canada 1.119130
p¼ 0.131542

1.265320
p¼ 0.102878

1.208428
p¼ 0.113441

1.417404
p¼ 0.492283

0.2610

China 1.084595
p¼ 0.139050

1.203627
p¼ 0.114367

1.159096
p¼ 0.123209

1.324111
p¼ 0.515790

0.2824

India 164.645
p¼ 1.76942e-036

0.27786
p¼ 1.69037e-020

0.430296 p¼ 0 10017.5 p¼ 0 0.0500

Japan 229.541
p¼ 1.4318e-050

0.476678
p¼ 1.03768e-017

0.293514 p¼ 0 9364.65 p¼ 0 0.0500

South Africa 18.0745
p¼ 0.000118896

0.949188
p¼ 0.000484048

0.127164 p¼ 0 17.7757
p¼ 0.000138058

0.0596

South Korea 6286.24 p¼ 0 0.190803
p¼ 1.54793e-021

0.389815 p¼ 0 39096.9 p¼ 0 0.0500

United Kingdom 1.092171
p¼ 0.137379

1.629183
p¼ 0.051637

1.124789
0.130339

1.402060
p¼ 0.496074

0.2643

Venezuela 296.82
p¼ 3.51794e-065

0.386902
p¼ 4.70759e-019

0.400013 p¼ 0 709.252 p¼ 0 0.0502
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Table 9. Normality test EMPIREER: Bai and Ng long run normality test.
Country p3 p33=5 p4 p34 Powerp34
Australia 0.0.937125

p¼ 0.174347
1.197001

p¼ 0.115653
1.109317

p¼ 0.133647
1.153937

p¼ 0.561598
0.1570

Brazil 1.426561
p¼ 0.076853

2.132204
p¼ 0.016495

1.764111
p¼ 0.038857

2.363969
p¼ 0.306670

0.1535

Canada 0.553065
p¼ 0.290109

4.154797
p¼ 1.63E-05

1.564884
p¼ 0.058805

4.567623
p¼ 0.101895

0.0945

China 1.032395
p¼ 0.150944

14.65633
p¼ 0.000000

1.105581
p¼ 0.134454

0.331537
p¼ 0.847242

0.9602

India 0.971719
p¼ 0.165595

1.921587
p¼ 0.027329

1.132469
p¼ 0.128719

2.451300
0.293567

0.1486

Japan 0.973644
p¼ 0.165117

1.760465
p¼ 0.039164

1.155613
p¼ 0.123920

2.253969
p¼ 0.324009

0.1604

South Africa �0.270642
p¼ 0.606667

0.123960
p¼ 0.450673

2.623673
p¼ 0.004349

5.181959
p¼ 0.074947

0.0882

South Korea 1.030651
p¼ 0.151352

10.60079
0.000000

p¼ 0.000000

1.104952
p¼ 0.134590

0.107724
p¼ 0.947563

1.0000

United Kingdom �1.341607
p¼ 0.910138

3.098803
p¼ 0.000972

0.900951
p¼ 0.183807

4.709935
p¼ 0.094897

0.0928

Venezuela 14.04405
p¼ 0.000000

6279.211
p¼ 0.000000

5.260345
p¼ 7.19E-08

1073.438
p¼ 0.000000

0.0501

Table 10. Power test EMPIMER.
Country Doornik-Hansen test Shapiro-Wilk test Lilliefor test Jarque-Bera test

Australia 0.0519 0.8780 0.9846 0.0500
Brazil 0.0513 0.7007 0.9905 0.0501
Canada 0.0549 0.4350 1.0000 0.0516
China 0.0500 1.0000 0.8823 0.0500
India 0.0502 0.9284 0.9839 0.0500
Japan 0.0507 0.7688 0.9869 0.0500
South Africa 0.0524 0.3094 0.9947 0.0507
South Korea 0.0500 0.9267 0.0500 0.0507
United Kingdom 0.0502 0.9784 0.9530 0.0500
Venezuela 0.0501 0.8684 0.8467 0.0500

Table 8. Normality test EMPINEER: Bai and Ng long run normality test.
Country p3 p33=5 p4 p34 Power p34
Australia 0.962123

p¼ 0.164639
2.311630

p¼ 0.010399
1.073180

p¼ 0.141595
1.166545

p¼ 0.558069
0.1554

Brazil 1.229560
p¼ 0.109431

2.628032
p¼ 0.004294

1.250587
p¼ 0.105543

2.759713
p¼ 0.251615

0.1342

Canada 0.755401
p¼ 0.225004

3.243699
p¼ 0.000590

1.601438
p¼ 0.054640

4.350909
p¼ 0.113557

0.0972

China 1.032393
p¼ 0.150944

14.65633
p¼ 0.000000

1.105588
p¼ 0.134452

0.331889
p¼ 0.847093

0.9599

India 0.843014
p¼ 0.199610

1.998645
p¼ 0.022823

1.213510
p¼ 0.112467

2.263689 0.322438 0.1598

Japan 0.995534
p¼ 0.159738

1.823241
p¼ 0.034133

1.142342
p¼ 0.126656

2.188209
p¼ 0.334839

0.1650

South
Africa

0.692166
p¼ 0.244416

0.621639
p¼ 0.267090

2.354924
p¼ 0.009263

4.243355
p¼ 0.119830

0.1700

South
Korea

1.030480
p¼ 0.151392

10.69388
p¼ 0.000000

1.104982
p¼ 0.134584

0.125269
p¼ 0.939287

1.0000

United
Kingdom

�1.355688
p¼ 0.912401

3.675629
p¼ 0.000119

0.903110
p¼ 0.183234

0.219689
p¼ 0.895973

0.9981

Venezuela �1.865685
p¼ 0.968957

27.08616
p¼ 0.000000

1.510452
p¼ 0.065464

3.797907
p¼ 0.149725

0.1059
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statistics have v2 distribution. In the case of all the tests the reported p values are less
than the critical a of 0.05. Hence, we reject the null hypothesis that the EMPIMER,
EMPINEER, and EMPIREER data is normally distributed for these ten countries.

7. Power comparison

The reliability of a test can be measured on the basis of its power. A test like Bai and
Ng (2005) which is developed exclusively for time series data should show more power
in comparison to all other tests which are not developed exclusively for time series data
(Tables 10–12). In this section we compare the power of the alternative tests of normal-
ity for our sample size of 106. The power of a test depends on the effect size, sample
size, and the level of significance. We present the result of the power all the tests for all
the countries at a medium effect size of 0.2 and a level of significance of 0.05 in one

Table 11. Power test EMPINEER.
Country Doornik-Hansen test Shapiro-Wilk W Lilliefor test Jarque-Bera test

Australia 0.0527 0.8642 0.9846 0.0505
Brazil 0.0507 0.6094 0.9975 0.0501
Canada 0.0611 0.4153 1.0000 0.0581
China 0.0500 1.0000 0.8843 0.0500
India 0.0520 0.8197 0.9916 0.0500
Japan 0.0505 0.8064 0.9858 0.0500
South Africa 0.0720 0.4055 1.0000 0.0779
South Korea 0.0500 0.9124 0.9052 0.0500
United Kingdom 0.0501 0.9712 0.8954 0.0500
Venezuela 0.0503 0.8880 0.8391 0.0502

Table 12. Normality test EMPIREER.
Country Doornik-Hansen test Shapiro-Wilk W Lilliefor test Jarque-Bera test

Australia 0.0505 0.3181 1.0000 0.0501
Brazil 25.4056 0.4421 1.0000 0.0513
Canada 0.0625 0.4153 1.0000 0.0617
China 0.0500 1.0000 0.8844 0.0500
India 0.0510 0.9866 0.8734 0.0500
Japan 0.0507 0.8230 0.9806 0.0500
South Africa 0.0595 0.4192 1.0000 0.0596
South Korea 0.0500 0.9996 0.9137 0.0500
United Kingdom 0.0500 0.9673 0.9052 0.0500
Venezuela 0.0505 0.9164 0.9040 0.0502

Table 13. Cross country standard deviation of EMPI.
Country r EMPIMER Rank r EMPINEER Rank r EMPIREER Rank

South Korea 0.0006014 1 0.0005614 1 0.0005614 1
China 0.2223 2 0.2224 2 0.2224 2
Switzerland 0.68081 3 16.70 9 0.6942 3
Canada 3.55 4 2.871 3 2.962 4
South Africa 6.794 5 5.300 5 5.054 6
India 11.55 6 6.809 6 6.893 8
Brazil 16.42 7 9.683 7 6.537 7
Japan 16.47 8 16.07 8 15.75 9
United Kingdom 18.01 9 54.65 10 48.22 10
Australia 21.98 10 3.651 4 3.772 5
Venezuela 44.72 11 127.30 11 44.51 11
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tail test. The results show that the Lilliefor test and Shapiro-Wilk test have the highest
power in almost all the cases and Jarque-Bera test and Doornik-Hansen test have the
lowest powers. The power of Bai-Ng test is also low in almost all the cases, though
higher than the power of Doornik- Hansen test and Jarque-Bera test. Only in the case
of China and South Korea the power of Bai-Ng test is high (and in the one special case
of EMPINEER of United Kingdom). One should also keep in the mind that China and
South Korea are two countries with the least volatile exchange market pressure index,
judged on the basis of the standard deviation of their EMPIMER, EMPINEER, and
EMPIREER. One needs further research to understand that why the power of Bai-Ng
test is high in case of EMPINEER of United Kingdom although it has a low rank on
basis of standard deviation of EMPINEER. See Table 13 to know about the ranking of
countries on the basis of their standard deviation. Thus, Bai and Ng (2005) test, though
developed exclusively for time series data, has low power in comparison to other tests
in all cases except some selected cases with low standard deviations.

8. Conclusion

In this paper, we tested the normality of the Girton and Roper Exchange Market
Pressure Index (EMPI) for eleven countries of the world and also compared the statis-
tical power of the tests applied. EMPI is a financial time series, and financial time series
may not be normally distributed even for a large sample size. We created three indices
using different exchange rates and called them EMPIMER (Exchange Market Pressure
Index based on market exchange rate), EMPINEER (Exchange Market Pressure Index
based on nominal exchange rate), and EMPIREER (Exchange Market Pressure Index
based on real effective exchange rate). The tests we used to test the normality of EMPI
are Jarque and Bera (1987), Shapiro and Wilk (1965), Lilliefors (1967), Doornik and
Hansen (2008), and Bai and Ng (2005). The sample size we took is 106. On the basis of
all these tests, all the EMPI time series are found to be not normally distributed. The
power comparison, of the statistical tests employed, was at the same sample size and the
same effect size for all. Shapiro-Wilk test and Lilliefors test were found to be the most
powerful without any exception. Bai-Ng test was found to be powerful only in the case
of South Korea and China: these are the countries with the lowest standard deviation of
all the three EMPIs among all the countries studied here. For one exception, it was
found that the Bai-Ng test was also powerful for United Kingdom’s EMPINEER, a
nation with the highest EMPINEER standard deviation rank of ten, among all the coun-
tries examined here. The intuition behind the results is clear. The problem of autocor-
relation in EMPI time series data prevents the series from converging to its central
value even for large sample sizes. For analyzing patterns in such data, we should bank
on frequency domain rather than time domain analysis. The low power of Bai and Ng
(2005) test is matter of further examination as this test, supposedly, should have high
power as is built exclusively for time series data by improving on skewness-kurtosis
based tests of normality.

Notes
1. For a theoretical discussion on Extreme Value Theory see De Haan and Ferreira (2007).
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2. Here, Dst and Dft are calculated on different bases hence before linearly combining them we
must multiply them by some weighting factors but G-R Model does not use any such
weights. For a discussion on weights of EMP index see Klaassen (2011).
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ABSTRACT: Aim/Hypothesis: The complexity and heterogeneity of
multiple pathological features make Alzheimer’s disease (AD) a major
culprit to global health. Drug repurposing is an inexpensive and reliable
approach to redirect the existing drugs for new indications. The current
study aims to study the possibility of repurposing approved anticancer drugs
for AD treatment. We proposed an in silico pipeline based on “omics” data
mining that combines genomics, transcriptomics, and metabolomics studies.
We aimed to validate the neuroprotective properties of repurposed drugs
and to identify the possible mechanism of action of the proposed drugs in
AD. Results: We generated a list of AD-related genes and then searched
DrugBank database and Therapeutic Target Database to find anticancer
drugs related to potential AD targets. Specifically, we researched the
available approved anticancer drugs and excluded the information of
investigational and experimental drugs. We developed a computational
pipeline to prioritize the anticancer drugs having a close association with AD targets. From data mining, we generated a list of 2914
AD-related genes and obtained 49 potential druggable targets by functional enrichment analysis. The protein−protein interaction
(PPI) studies for these genes revealed 641 interactions. We found that 15 AD risk/direct PPI genes were associated with 30
approved oncology drugs. The computational validation of candidate drug−target interactions, structural and functional analysis,
investigation of related molecular mechanisms, and literature-based analysis resulted in four repurposing candidates, of which three
drugs were epidermal growth factor receptor (EGFR) inhibitors. Conclusion: Our computational drug repurposing approach
proposed EGFR inhibitors as potential repurposing drugs for AD. Consequently, our proposed framework could be used for drug
repurposing for different indications in an economical and efficient way.

1. INTRODUCTION
The alarming progression rate, limited therapeutics, and the
slow pace of new drug development for Alzheimer’s disease
(AD) draw the attention of research groups and pharmaceut-
ical companies toward exploring new alternatives. Conven-
tionally, AD is denoted as a central nervous system (CNS)
disorder characterized by abnormal amyloid-β (Aβ) aggrega-
tion, tangle formation of hyperphosphorylated tau, oxidative
stress, and hyperactivity glial and microglial cells.1 The latest
reports by the Alzheimer’s association suggested that five FDA-
approved drugs are currently marketed for AD.2 The failure
rate of AD therapeutics is more than 99%, and for the disease-
modifying therapies, it is 100%. It has been a matter of more
than 20 years; no new drug is licensed for AD. The research
community is continuously involved in developing new drug
discovery strategies; one of the examples is drug repurposing.
To encourage the use of repurposed drugs, the National
Institute of Aging grants $2.8 million to Case Western Reserve
University School of Medicine to identify potential FDA-
approved medicines as repurposed agents for AD. The major
classes of drugs investigated for AD as repurposed agents are
antihypertensive, antidiabetic, antiasthmatic, retinoid recep-

tors, anticancer agents, antiepileptic, antidepressive, and
antimicrobial agents.3 In addition to omics analysis, the
concept of pharmacogenomics has gained significant attention
in drug repurposing. Studies have suggested that drugs can
regulate the expression of small noncoding RNAs such as
micro RNAs (miRNAs) and their precursors. For instance,
miravirsen is the first miRNA-targeted small molecule that has
come in clinical trials and can inhibit miR-122 expression
required to replicate hepatitis C virus.4 In a study by Yu et al.,
potential repurposing drugs were identified for breast cancer
based on miRNA−disease−drug tripartite relationships.5

Likewise, in a recent study, Aydin et al. reported miRNA-
mediated repurposed drugs for Prolactinoma treatment via in
vitro experimentation.6
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Drug repurposing is an opportunistic strategy of identifying
new indications of the drugs already approved in the market. A
review of different repurposing examples suggested that about
46 drugs have already been repurposed for various indications,
and encouraging studies are consistently publishing.7 A recent
study has revealed that pharmaceutical companies have placed
the market for repositioned drugs at $31.3 billion in 2020,
generating about 25% of this industry’s annual revenue. Recent
estimates suggested that about 30% of the FDA-approved
drugs are actually the repurposed drugs.8

To date, most of the repurposing studies have been
published for parasitic diseases, multiple cancers, tuberculosis,
and malaria.9 This drug discovery strategy is gaining
continuous appreciation as it bypasses the efforts and cost
input required for the early stages of drug development. The
repurposing of drugs involves two different approaches,
computational and experimental.10 Computational approaches
are the combination of systematic steps taken for the initial
identification of promising repurposable compounds. The
primary methods used for the computational approach are
network-based, text mining-based, and semantics-based.11

In the last few years, omics sciences accelerated the drug
discovery process by overcoming the challenges associated
with it. Recent technological advancements enabled scientists
to develop genomics-, transcriptomics-, proteomics-, and
metabolomics-based databases. Genomics studies helped us
to understand the genetic basis of complex diseases.12 In the
past decade, the genome-wide association studies (GWAS)
catalog has revolutionized the area of genomics to identify
complex genotype−phenotype associations.13 The transcrip-
tomics studies help us to understand the effect of drugs on
different cellular states. The expression profiling and genomics
studies give the right directionality to gene−phenotype
associations.14,15 The proteomics studies are extensively used
to understand the mechanistic basis of disease.16 Similarly, the
analysis of metabolome provides knowledge of associations of
biochemical events with phenotypes.17

An exciting interplay between cancer and AD gives a
direction to use anticancer drugs as repurposed therapeutics.
Accumulating evidence has suggested that cancer and AD
share some familiar biological hallmarks, and a significant link
exists between cancer history and AD neuropathology.18,19 In a
recent study, Lee et al. established an interrelationship between
cancer and AD at the transcription level. They compared
differentially expressed genes between AD and nine different
cancers and found that glioblastoma multiforme shared a
strong correlation with AD.20 The repurposing of oncology
drugs for AD is underway, and many drugs, for instance,
bosutinib, dasatinib, nilotinib, bexarotene, tamibarotene, and
thalidomide (ClinicalTrials.gov identifier: NCT02921477,
NCT04063124 , NCT02947893 , NCT01782742 ,
NCT01120002, and NCT01094340, respectively), are in
clinical trials for AD.21 A study by Lonskaya et al. confirmed
the therapeutic relevance of tyrosine kinase inhibitors nilotinib
and bosutinib in AD, where the drugs facilitated amyloid
clearance and reduced neuroinflammation.22 A drug repurpos-
ing study by the neuroinformatics approach has proposed that
the anticancer drug bexarotene could reduce Aβ aggregation by
interacting with receptors for advanced glycation end products
(RAGE) and beta-secretase (BACE-1).23 A drug repurposing
study by Madepalli Lakshmana and the group found that
anticancer drug carmustine (BiCNU) could regulate amyloid
precursor protein (APP) processing and trafficking to reduce

Aβ aggregation in the brain.24 Likewise, a study targeting
vascular activation in AD has proposed that the anticancer
drug sunitinib could reduce vascular activation of various
proteins such as amyloid-beta, tumor necrosis factor-alpha
(TNFα), interleukin-6 (IL-6), interleukin-1 beta, thrombin,
and matrix metalloproteinase 9 and ameliorated cognitive
dysfunction in AD transgenic mice. Additionally, a study on
the antimitotic drug, paclitaxel, has revealed the drug’s
potential in reducing tau-associated pathologies by preventing
tau-induced axonal swelling, reversal of microtubule polar
orientation, prevention of neurite degeneration, and inhibition
of impaired organelle transport and accumulation.25 In parallel,
a study on the tyrosine kinase inhibitor, pazopanib, in the AD
mouse model has identified the potential of the drug in
reducing tau pathology and astrocytic activity. The study has
proposed that the drug could not alter microglial activity;
however, it could modulate the activity of inflammatory
markers and thus provide neuroprotection.26

The motivation of this study is to uncover the hidden
neuroprotective potential of anticancer drugs. We adopted an
integrated omics data-based repurposing strategy, including
genomics, transcriptomics, and metabolomics, and validated
our results by different computational methods. Our study was
concentrated on FDA-approved anticancer drugs and their
repurposing for AD. We developed a bioinformatic pipeline to
assign a ranking of the repurposed drugs based on the
computational drug repurposing score (CoDReS) validated by
network and structural similarity analysis with approved AD
drugs. The study also aims to combine the physicochemical
analysis, drug-likeness, pathway analysis, and microRNA
(miRNA) analysis of repurposing anticancer drugs to under-
stand better the mechanisms involved. The study helped to
identify the significant pathways and cancer-related genes
associated with the pathogenesis of AD. The study also set a
new direction to understand the complex relationship between
AD and cancer that would be considered for other neuro-
degenerative diseases.

2. METHODOLOGY
2.1. Data Extraction. To obtain information on AD-

associated genetic variations, we analyzed GWAS studies for
AD from NHGRI-EBI GWAS catalog (http://www.ebi.ac.uk/
gwas).27 The database provides a consistent knowledge of
single-nucleotide polymorphism (SNP)-trait associations for
various diseases. We extracted GWAS data for (1) PUBMED
ID, (2) study accession, (3) genes, (5) SNPs, (6) P-value, and
(7) OR (odds ratio). Genes are considered significant, which
fall under the genomic regions associated with SNPs (r2 > 0.6).
For transcriptomics data, NCBI Gene Expression Omnibus
(GEO, http://www.ncbi.nlm.nih.gov/geo/) database that
contains microarray and next-generation sequence functional
genomic data sets was used.28 The collected expression profile
of the AD series GSE1297 was analyzed by GEO2R. The
GSE1297 series contains microarray analysis data of the
hippocampal region of 9 control and 22 AD subjects. The
metabolomics data were collected from the Human Metab-
olome Database (HMDB, http://www.hmdb.ca), which
contains 114,187 metabolite entries.29 The database was
searched for (1) AD linked metabolites, (2) protein name,
(3) Uniprot ID, (4) type of metabolite, and (5) gene name.

2.2. Prioritization of Candidate Genes. We utilized two
different computational tools to identify the most significant
genes associated with AD. The genes obtained from various
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omics approaches were then subjected to enrichment analysis
by online DAVID functional annotation tool and gene set to
diseases (GS2D) tool. DAVID (https://david.ncifcrf.gov)
provides an integrated platform to extract meaningful bio-
logical information from the list of genes enriched in genome-
scale studies.30 GS2D (http://cbdm.uni-mainz.de/
geneset2diseases) is a web tool that performs enrichment
analysis based on significant biomedical citations from
PubMed.31 The gene−disease associations were filtered by a
minimum number of citations found (default = 5), the
minimum number of gene−disease associations (default = 2),
and the maximum false discovery rate (FDR = 0.05). The FDR
is used as a matric in drug repurposing to measure significance
of drug-indication scores.32

The enriched genes were then analyzed for protein−protein
interaction (PPI) using the Molecular Interaction Search Tool
(MIST) database. MIST (http://fgrtools.hms.harvard.edu/
MIST/) database can be used to devise significant protein−
protein and genetic interactions for different species.33

2.3. Drug Target Mapping. We have combined the
information from genomics, transcriptomics, and metabolo-
mics approaches and had a list of genes associated with AD. To
develop a link between AD-related genes with currently
available drug projects, we tracked two different databases.
DrugBank (www.drugbank.com) (version 5.1.5) contains
around 13,554 drug entries incorporating various approved
and experimental small molecules and biologics.34 Similarly,
the Therapeutic Target Database (TTD) (http://db.idrblab.
net/ttd/) accommodates 3419 targets and 37316 drug
projects.35 We included only those targets for which anticancer
drugs are available and excluded the others. All the drugs with
clinical, experimental, or withdrawn status were excluded, and
only FDA-approved drugs were considered for this study. The
information about drugs such as drug name, DrugBank ID,
current indication, and drug mode of action was collected.
2.4. Validation of Candidate Drugs. The PPIs from the

previous steps were then analyzed by the STRING database
(string-db.org) that covers known and predicted interactions
for different organisms.36 The experimentally significant
interactions (with high interaction scores) were selected, and
the others were excluded from the study. The drug−target
interactions were evaluated using the STITCH (search tool for
interactions of chemicals) (http://stitch.embl.de/) database
that integrates interactions of 300,000 chemicals and 2.6
million proteins.37 In a complex system, two interacting genes
are represented as nodes connected by an edge. The
interaction networks were further analyzed, and networks
were generated using Cytoscape software v3.3.0 (www.
cytoscape.org).
For validation of promising drug candidates on the

validation network, we measured network topology parameters
such as degree centrality, betweenness, and topological
coefficients using the CentiScaPe app on Cytoscape software.
A degree is a topological parameter that corresponds to the
number of interactions or connections for a given node.
Betweenness corresponds to the centrality index of a given
node. It represents the shortest path between two adjacent
nodes. In biological networks, only a few nodes (hub nodes)
have a high degree centrality and the nodes having the shortest
path distance are designated as bottlenecks. Both hub nodes
and bottlenecks are considered topologically important and
biologically significant.38 The topological coefficient is a
relative measure that denotes the extent to which a node

shares neighbors with other nodes in the network. The nodes
that share no neighbor are assigned a topological coefficient
value of 0. The candidate drugs were given ranks based on
different topological parameters. The drugs having a higher
degree centrality value were considered as topologically
important and biologically significant. In short, the drugs
(nodes) with higher degree centrality values are regarded as
hub nodes with considerable importance in the network.

2.5. Drug Repurposing. The candidate drugs obtained
from the previous studies were analyzed for their repurposing
potential for AD using the CoDReS tool. CoDReS (http://
bioinformatics.cing.ac.cy/codres) is a web-based tool that
integrates information from the biologically available data
sets, calculates affinity scores of protein and ligand pairs, and
evaluates drug-likeness and structural similarities.39 The
candidate drugs with good repositioning scores were then
presented by the hierarchical clustering algorithm of the
ChemMine server.40 Hierarchical clustering is a powerful
approach to find structural and physicochemical similarities of
compounds based on atom pair similarity measures. The
similarity scores were calculated based on the Z-score values.
Also, we calculated the structural similarity with the approved
Alzheimer’s drugs, namely, donepezil, rivastigmine, galant-
amine, and memantine. The similarity workbench tool of the
ChemMine server was used, and similarity scores were
represented as the Tanimoto coefficient, the most widely
used metric to compare the molecular structure similarities in
medicinal chemistry.41 The tool utilizes the maximum
common substructure (MCS) fingerprint method to find the
largest substructures two compounds have in common and
present it as the Tanimoto coefficient.

2.6. Literature Validation of the Drug−Disease
Relationship. To obtain the information related to neuro-
protective functions of anticancer drugs, we have searched the
PubMed database using the keywords “anticancer drugs and
neuroprotection,” “anticancer drugs and AD,” and anticancer
drugs and neurodegenerative disorders. We collected informa-
tion on whether the proposed repurposing drugs have any
neuroprotective mechanism associated with them.

2.7. Swiss ADMET Analysis of Candidate Drugs. The
development of drugs for the CNS disorders poses a challenge
due to the blood−brain barrier (BBB). While designing a drug
for brain diseases, physicochemical properties and brain
permeation properties should be optimized. In consideration
of this challenge, we analyzed our candidate repurposed drugs
for physicochemical properties using the SwissADME analysis
tool. SwissADME (http://www.swissadme.ch/) is a user-
friendly web tool to predict physiochemical properties,
pharmacokinetics, and drug-likeness of small molecules.42 We
collected information about physiochemical properties such as
molecular weight, number of rotatable bonds, number of H-
bond donor and acceptors present, partition coefficient (M log
P), and topological polar surface area (TPSA) and blood−
brain permeation, where M log P was the measure of
lipophilicity and TPSA was the measure of the sum of the
surfaces of polar atoms present.

2.8. Functional Similarity with MicroRNAs. To further
validate our results, we identified miRNAs related to AD from
Human microRNA Disease Database (HMDD) (https://
www.cuilab.cn/hmdd).43 HMDD contains information regard-
ing experimentally validated microRNA−disease associations.
We also retrieved information of miRNAs associated with the
identified repurposed drugs and then constructed a network
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that combines miRNAs that share common targets between
the repurposed drugs and AD. We considered only the
miRNAs that were neuroprotective in nature. The disease−
miRNA−drug and miRNA−drug relationships were presented
in the form of a network using Cytoscape software. The
information of AD-related miRNAs, repurposed drugs, and
their targets was given as the input.
2.9. Pathway Analysis. To establish a connection of AD-

related genes with cancer, we compare the expression pattern
of genes with AD and the most common 13 types of cancers
prescribed by the National Cancer Institute (NIH).44 To

discover the molecular mechanisms regulated by the identified
genes, we performed pathway analysis (KEGG,45 Bioplanet,46

and WikiPathways47) using the Enrichr tool. Enrichr (http://
amp.pharm.mssm.edu/Enrichr/) is a web-based enrichment
analysis tool that accumulates biological knowledge (genes,
diseases, pathways, and drugs) of more than 102 gene set
libraries.48 The tool has provided information about bio-
logically relevant pathways or enriched pathways for the set of
the given genes. These enriched pathways were associated with
the given gene list more than would be expected by chance.
We also extracted the information of disease signatures

Figure 1. Flow chart of drug repurposing by omics data mining: We retrieved information on AD risk genes from GWAS, transcriptomics, and
metabolomics approaches. We found 2914 AD risk genes from which 58 genes were extracted from GWAS, 229 genes were extracted from GEO
transcriptomics data, and 2627 genes were related to 128 metabolites from the HMDB database. After functional enrichment analysis, we filtered
out 49 AD-associated targets. The PPI network analysis resulted in 641 PPI interactions. We performed drug target mapping to find candidate
drugs from DrugBank and TTD databases. Out of 641, 25 PPI interactions were found to be associated with 36 approved anticancer drugs. We
excluded the information related to investigational and experimental drugs. We analyzed gene−gene and gene−drug interactions and selected the
top 10 PPI interactions that correspond to 30 anticancer compounds. These 30 drugs were then analyzed by the CoDReS web tool that proposes
10 candidate drugs for AD. These drugs were then compared with the available Alzheimer’s therapeutics for structural and functional similarities,
where six drugs have shown to be hierarchically clustered. ADMET analysis, pathway analysis, and functional similarity with miRNAs resulted in
potential repurposing anticancer drugs against AD.
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(DisGeNET and OMIM-based information) related to the
given genes using the Enrichr tool. The output of Enrichr is

ranked list terms, and ranking is provided based on p-value
scores. Enrichr calculates the p-value based on Fisher’s exact

Figure 2. (A) Network is showing PPI interactions for AD-related genes. (B) STRING network of experimentally significant interactions. Glycogen
synthase kinase 3 beta (GSK3B), vascular endothelial growth factor receptor 2 (KDR), APP, vascular endothelial growth factor receptor 1 (FLT1),
and epidermal growth factor receptor (EGFR) were identified as the hub nodes. (C) STITCH network of drug-gene interactions. Nintedanib,
sunitinib, vandetanib, dasatinib, erlotinib, imatinib, ponatinib, and bosutinib were reported as hub nodes as drugs. The size of individual nodes and
the thickness of edges correspond to the significance and strength of interactions, respectively.
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test that assumes binomial distribution and independence for
the probability of the given input gene.
An overview of the complete pipeline is shown in Figure 1.

3. RESULTS
3.1. Omics Data Mining and Enrichment Analysis

Revealed AD-Related Genes. The omics data approach
enabled us to identify AD-related genes. We collected
information about 58 unique genes from 37 GWAS studies.
The P-value of the identified genes varies from 8 × 10−189

(minimum) to 8 × 10−6 (maximum). We identified 229 genes
in the form of differentially coexpressed genes from tran-
scriptomics studies. The data obtained from the HMDB
database reported 128 AD-related metabolites that correspond
to 2627 genes from metabolomics data. Most of the proteins
associated with the retrieved metabolites had unknown
functions, while some were enzymes or transporters. We
combined the information from different omics approaches,
and finally, 2914 genes were found to be associated with AD.
DAVID functional enrichment analysis of 2914 genes

revealed that 13 genes from GWAS studies, 18 genes from
the transcriptomics approach, and 239 genes from the
metabolomics approach have significant associations with
AD. Similarly, GS2D functional enrichment analysis revealed
that 12 genes from GWAS studies, 4 genes from the
transcriptomics approach, and 62 genes from the metabolo-
mics approach were significantly linked with AD.
When we compared the two enrichment analysis methods,

49 AD-related genes were shared in the two enrichment
methods (Table S1).
3.2. PPI Network Analysis Revealed Potential Inter-

actors of AD-Risk Genes. We evaluated the PPI network of
the 49 AD-risk genes to explore the possibility of any of the
genes from the PPI network that serve as a target for approved
anticancer drugs. We selected PPI interactions with a high
confidence score and excluded the interactions with medium to
low confidence. We found 641 PPI interactions from the MIST
database results, as shown in Figure 2A. All the PPI genes of
641 interactions, along with 49 AD-risk genes, were searched
in the DrugBank database and TTD to find the association
with known anticancer drugs. Among the PPI interactors, 17
genes were reported to have approved anticancer medications
available in the considered drug repositories. We found that
the epidermal growth receptor (EGFR) is the most frequently
appeared PPI interactor interacting with four different AD-
associated targets APP, alpha-synuclein (SNCA), neuregulin 1
(NRG1), and LDL receptor related protein 1 (LRP1). These
PPI interactions were then evaluated by the STRING database
and presented on the validation network, as shown in Figure
2B. The topological parameters of genes in STRING, such as
degree centrality, betweenness, and topological coefficients,
were analyzed by Cytoscape and are presented in Table 1.
The topological parameters were used to identify the hub

nodes in the validation network. We identified glycogen
synthase kinase beta (GSK3B), kinase insert domain receptor
(KDR), APP, EGFR, and Fms-related receptor tyrosine kinase
1 (FLT1) as the top five nodes. GSK3B and KDR had the
highest degree centrality values of 4.0 and betweenness values
of 0.35 and 0.32, respectively, while APP, EGFR, and FLT1
had degree centrality values of 4 and betweenness values of
0.69, 0.43, and 0.004, respectively. Among the identified genes,
GSK3B is a multifunctional protein kinase regulating various
cellular processes and is implicated in several diseases. In AD,

GSK3 is considered a regulator of the two pathological
hallmarks, senile plaques and neurofibrillary tangles.49,50 The
other identified target APP is a single transmembrane protein
that acts as a multifunctional cell surface receptor. APP plays a
major role in AD pathogenesis as it is associated with Aβ
production, synaptic function, and neuronal homeostasis.51,52

The EGFR is a transmembrane molecule that belongs to the
HER/ERBb superfamily of receptors. The binding of ligands to
this receptor triggers several signaling pathways that promote
cell proliferation and cell survival. The other two genes,
vascular endothelial growth factor receptor (VEGFR1) or
FLT1 and VEGFR2 or KDR, are the two receptors playing a
significant role in the signal transduction pathways mediated
by the VEGF.53 Some studies have suggested that both FLT1
and KDR are associated with AD neuropathology by inhibiting
pro-angiogenic signaling mediated by the VEGF.54,55

3.3. Drug Mapping Identified Potential Repurposing
Candidates for AD. Drug target mapping from DrugBank
and TTD has shown that 28 direct PPI/AD risk genes were
associated with 36 FDA-approved anticancer drugs (Table S2).
We omitted the targets related to any investigational,
experimental, or withdrawn anticancer drugs. From 36 drugs,
11 drugs were associated with only one direct PPI gene/AD
risk gene, while 25 drugs were those that interacted with more
than one gene. The retrieved drugs were related to diverse
modes of actions, such as inhibitors, antagonists, substrates,
and some had unknown functions. The experimentally
significant interactions obtained from STRING analysis
corresponded to 30 drugs from which 4 drugs (brigatinib,
zanubrutinib, osimertinib, and erdafitinib) were not identified
by the STITCH database and were excluded from the study.

Table 1. Topological Parameters of Genes (Nodes) on the
STRING Validation Network Using CentiScaPe App on
Cytoscape Softwarea

aGenes with significant values are highlighted.
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Of the 26 candidate repurposing drugs, six drugs (cisplatin,
encorafenib, vinblastine, paclitaxel, docetaxel, and regorafenib)
had not shown any interaction.
Additionally, three drugs (bosutinib, nilotinib, and dasati-

nib) were in clinical trials for AD or related dementias and
were not included in this study. Therefore, the remaining 17
drugs were considered novel candidate repurposing drugs for
AD. The candidate drugs with their AD-related targets and PPI
targets are summarized in Figure 3.

3.4. Computational Validation of Candidate Repur-
posed Drugs. The drug-gene validation network was
constructed using the STITCH database (Figure 2C) and
analyzed using Cytoscape software, and drugs were ranked
based on the degree centrality and betweenness values. The
results shown in Table 2 have indicated that the known
anticancer drugs, dasatinib and bosutinib, were the hub nodes

among known neuroprotective anticancer drugs with the
highest value of degree centrality of 4.0 and betweenness
values of 0.007 and 0.004, respectively. Similarly, nintedanib,
sunitinib, and vandetanib were identified as the important hub
nodes among promising drug candidates with a degree
centrality of 5.0 and betweenness values of 0.026, 0.021, and
0.011, respectively. We also identified the interactive targets of
the topologically important drugs. The most considerable node
nintedanib had a strong relationship with the genes KDR,
FLT1, GSK3B, cyclin-dependent kinase 4 (CDK4), and ABL
proto-oncogene 1 (ABL1). Similarly, sunitinib interacted on
the validation network with FLT1, KDR, EGFR, CDK6, and
ABL1, while vandetanib had close interactions with ABL1,
EGFR, KDR, and FLT1.

3.5. Functional and Structural Analysis Validated the
Repurposing Potential of Candidate Drugs. The potential
repurposing candidates from the previous steps were evaluated
for their functional and structural properties by the CoDReS
tool. The tool is based on a disease-specific approach to
compare drug−disease relationships concerning a training set
of drugs approved or investigated for a disease. We have
incorporated this tool to rerank the candidate drugs based on
their repurposing scores. The comparative values for different
drugs have been provided in (Table S3). Figure 4A−C has
illustrated the comparative functional, structural, and CoDReS
scores of the candidate drugs, respectively. The values have
suggested that most of the drugs have good structural scores,
but functional scores have shown significant variations. We
found that erlotinib had the highest functional score (1.0),
while dacomitinib had the lowest value (0.001). Similarly,
sunitinib, sorafenib, imatinib, gefitinib, vandetanib, lenvatinib,
pazopanib, axitinib, afatinib, and dacomitinib had the highest
values (1.0) in terms of structural score, and lapatinib had the
lowest score (0.33). Moreover, erlotinib had the highest
CoDReS value (1.0), and lapatinib had the lowest value (0.20).
We have selected the top 10 drugs with the highest CoDReS
scores for further study. The CoDReS results have indicated
that erlotinib would be a good repurposing drug having the
highest functional and structural scores.
Additionally, we exploited the ChemMine server to

investigate anti-Alzheimer’s properties of candidate drugs and
compared their clinical potential with donepezil, rivastigmine,
galantamine, and memantine. The hierarchical clustering was
performed using a clustering threshold of 1. We noticed no
drug clusters with typical anti-Alzheimer drugs. We have
selected the closest neighbors to Donepezil such as vandetanib,
gefitinib, erlotinib, imatinib, afatinib, and sunitinib. Similarly,
for another anti-Alzheimer drug rivastigmine, we found
sunitinib as the closest match. Likewise, for galantamine, we
found vandetanib, erlotinib, and gefitinib as the closest
neighbors. We have found no nearest neighbor to memantine.
The results are presented in Table 3. The best candidates
obtained from clustering analysis have also demonstrated good
structural similarity values, as highlighted in red in the table.
Finally, we have selected 6 out of 10 drugs for supplementary
analysis. The clustered groups were represented in the form of
a heat map, as shown in Figure 4D.

3.6. Literature Studies and ADMET Analysis Eval-
uated the Neuroprotective Potential of Repurposed
Drugs. To further validate our results, we have searched for
the available information regarding the neuroprotective
properties of the drugs proposed from the previous steps. A
few bibliographic studies were available regarding neuro-

Figure 3. Summary of AD risk genes, genes in direct PPI, and targeted
anticancer drugs. Drugs shown in yellow boxes were known in clinical
studies as AD therapeutics, and drugs in green boxes were considered
as potential repurposing candidates. Some drugs such as afatinib,
axitinib, lenvatinib, nintedanib, pazopanib, sorafenib, and ponatinib
interact with more than one target. NRG1: neuregulin 1; ERBB4: Erb-
B2 receptor tyrosine kinase 4; LRP1: LDL receptor-related protein 1;
EGFR: epidermal growth factor receptor; HSPG2: heparan sulfate
proteoglycan 2; FLT1: Fms-related receptor tyrosine kinase 1; KDR:
kinase insert domain receptor; SNCA: synuclein alpha; ABL1: ABL
proto-oncogene 1, nonreceptor tyrosine kinase, NSCLC: nonsmall
cell lung cancer, PC: pancreatic cancer, HBC: HER-positive breast
cancer, RCC: renal cell carcinoma, STS: soft-tissue sarcoma, HC:
hepatocellular carcinoma, GIST: gastrointestinal tumors, MTC:
medullary thyroid cancer, AML: acute myelogenous leukemia, and
CML: chronic myelogenous leukemia.
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protective functions of anticancer drugs, as summarized in
Table 4. Based on these results, we confirmed that all six drugs
have repurposing potential for AD. ADMET analysis of the six
drugs has confirmed that four drugs (erlotinib, gefitinib,
vandetanib, and sunitinib) have good physicochemical proper-
ties (molecular weight, no of rotatable bonds, no of H-bond
donors, no of H-bond acceptors, TPSA, and M log P) and
were able to cross the BBB, as shown in (Table S4). Two
drugs, afatinib and imatinib, would not be able to cross the
BBB and thus were excluded from the study.
3.7. Functional Similarity Analysis with MicroRNAs.

To further validate our results, we extracted the list of AD-
related miRNAs and also searched for the miRNAs related to
the repurposed drugs (Table S5). After comparison, we found
that erlotinib and gefitinib shared three miRNAs with AD
where only one miRNA has neuroprotective functions, while
vandetanib shared 33 different miRNAs with AD, as shown in
the network in Figure 5. Of the 33 miRNAs, 11 miRNAs have
neuroprotective functions. We found that miRNA-200a is the
only AD-related miRNA with a neuroprotective function
associated with all three drugs. miRNA-200a targets the EGFR
gene, and a literature survey has confirmed its neuroprotective
role in attenuating amyloid-beta overproduction by down-
regulating BACE1 expression and tau hyperphosphorylation by
reducing the expression of protein kinase A (PKA).65

3.8. Pathway Analysis Confirmed the Repurposing
Potential of EGFR Inhibitors. The significant AD-related
genes were searched in the DisGeNET database to develop an
expression pattern among AD and various types of cancers.
The results are presented in the form of a heat map shown in
Table 5 where the blue color represents high expression values,

while the red color represents low expression values. We found
that CCND1, EGFR, and KDR are among the top genes which
are commonly expressed in AD and in a different type of
cancer. Furthermore, the experimentally significant gene
interactions obtained from the STRING database were
considered for pathway analysis by the Enrichr tool. We
used KEGG, BioPlanet, and WikiPathway databases for
pathway analysis (Table 6).
The most frequently appeared genes in the enriched

pathways (biologically relevant) were the EGFR, JUN, and
GSK3B. The ERBb signaling pathway, focal adhesion,
mitogen-activated protein kinase (MAPK) signaling, Cu
homeostasis, and phosphatidylinositol-3-kinase (PI3-Akt)
pathways were the top signaling pathways associated with
AD pathogenesis. There were many pieces of evidence
available for the pathways identified by our study with AD.
The pathological role of ErBb4 activity in AD is confirmed by
Woo et al., where ErBb4 was accompanied by AD
progression.66 The role of focal adhesion signaling in AD
pathology is established because Aβ upregulates many proteins
related to focal adhesion signaling that induce re-entry of
neurons into the cell cycle.67 Aberrant activation of focal
adhesion kinases is associated with synaptic loss and neuronal
dystrophy in AD.68 Many studies have proposed that MAPK
signaling plays an essential role in AD pathogenesis by
regulating tau phosphorylation, APP processing, and neuronal
apoptosis.69 Several MAPKs interact with AD-related proteins
such as tau, APP, presenilin (PS), and apolipoprotein E
(ApoE).70 The role of Cu in AD pathogenesis is controversial.
Some studies have demonstrated that Cu overload is
responsible for neurotoxicity in AD brains, while other studies

Table 2. Topological Parameters of Drugs on the Validation Networka

aPromising drugs with the highest ranks are highlighted in pink, and known neuroprotective anticancer drugs are highlighted in green.
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Figure 4. (A) Functional scores of different candidate repurposing drugs as calculated using the CoDReS tool. (B) Structural scores of different
candidate repurposing drugs as calculated using the CoDReS tool. (C) CoDReS scores of candidate repurposing drugs. Erlotinib is shown as the
most promising repurposing drug with good structural and functional scores. The structural scores of the drugs are more or less similar, while the
functional scores have shown great variations. (D) Clustered heat map of candidate repurposing drugs with known Alzheimer’s drugs donepezil,
rivastigmine, galantamine, and memantine. The heat map is generated using a distance matrix as the input generated by subtracting the similarity
coefficient from 1. The colors from blue to red represent the correlation intensities of drugs where blue represents complete correlation and red
represents no correlation.
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have proposed Cu deficiency as a contributing factor to AD
pathogenesis.71 Likewise, the role of the PI3K pathway is
confirmed by studies where abnormal activities of the pathway
were responsible for Aβ production and sequestration.72 The
PI3K pathway activation has therapeutic potential to treat AD
as some of the drugs such as donepezil, coenzyme Q10, and
human telomerase reverse transcriptase (hTERT) are known
to treat AD by GSK3B inhibition and PI3K activation.73

DisGeNET and OMIM databases were used to find the
most closely associated diseases with the identified genes
(Table 7). The DisGeNET results reported that out of 15
genes, 13 genes were associated with AD (P-value 7.44 ×
10−12), while OMIM disease analysis identified 3 genes (P-
value 5.77 × 10−5) related to AD. Functional classification of
identified genes from STRING interactions and their
associated drugs retrieved from the STITCH network has
revealed that kinases and their inhibitors are the major class of
targets and targeted drugs associated with AD, respectively
(Figure 6).

4. DISCUSSION
Drug repurposing is a productive approach to identify novel
therapeutic uses of available drugs. The common biological
pathways of different diseases and the advancements in system

biology tools open up new horizons to analyze the off-target
effects of approved drugs for various indications. Over the last
decade, several studies have been published, emphasizing the
shared molecular mechanism of cancer and AD. Indeed, drug
repurposing of anticancer drugs as neuroprotective agents has
been applied to overcome AD-related clinical consequences.
However, the complexity of different neuropathological states
and limited understanding of different cellular signaling
mechanisms in AD posed a big challenge to develop repurpose
therapeutics. In the present study, we used an integrated
approach to reveal potential AD-related targets. We opted for a
comprehensive data analysis approach to identify neuro-
protective anticancer drugs and analyzed the data with
network-based and pathway-based tools. We identified 49
AD-related genes by combining GWAS, transcriptomics, and
metabolomics studies. We reported 17 cancer-related genes
that have direct interactions with the identified AD-related
targets. We identified 36 approved anticancer drugs that have
associations with these targeting genes. For further study, we
selected the experimentally significant genes with the highest
interaction scores, as shown in the STRING network. We
found 30 anticancer drugs as respective targets of the
experimentally significant genes.
Computational validation by CoDReS ranked the repurpos-

ing drugs based on their functional and structural properties.
Among the proposed drugs, dasatinib (phase I/II), nilotinib
(phase II), and bosutinib (phase I) are in clinical trials as
repurposed therapeutics for AD, thus validating the authentic-
ity of our drug repurposing approach. The top 10 drugs
obtained from CoDReS scoring were analyzed for their
similarities with the known AD drugs and clustered based on
their similarity scores. We selected the closest neighbors,
vandetanib, erlotinib, gefitinib, afatinib, imatinib, and sunitinib.
The literature studies have confirmed the repurposing potential
of these anticancer drugs. The ADMET analysis of these six
drugs revealed that afatinib and imatinib did not possess good
physicochemical properties and were not BBB-penetrant.
Thus, we proposed vandetanib, erlotinib, gefitinib, and
sunitinib as potential repurposing drugs.
The pathway analysis identified the EGFR and GSK3B as

the most frequently appeared genes in AD-associated path-
ways. The CCND1, EGFR, and KDR are found as the most
commonly expressed genes in AD and in 13 most common
types of cancers. Network analysis of PPI interactions revealed
that GSK3B, KDR, APP, EGFR, and FLT1 were the hub genes

Table 3. Similarity Scores (Tanimoto Coefficient) of Repurposed Drugs with Known Alzheimer’s Drugsa

aHighlighted drugs have more or less similar scores to known AD drugs.

Table 4. Literature Studies for Neuroprotective Functions
of Potential Repurposing Candidates

drug neuroprotective function references

afatinib inhibition of oxygen/glucose-induced
neuroinflammation and EGFR activation

56

erlotinib reduction in Aβ-induced memory loss in AD 57
gefitinib improvement in cognition and memory functions 57

may improve AD pathogenesis by inhibiting the
β-secretase activity

58

imatinib inhibition of Aβ accumulation by the selective
inhibition of BACE activity

59

promotes degradation of Aβ by inducing the
activity of Aβ-degrading enzyme neprilysin

60

inhibition of brain c-Abl, reduction in circulating
levels of Aβ, shifts APP processing to
non-amyloidogenic pathway

61

sunitinib provides neuroprotection by inhibiting NO
production

62

inhibition of acetylcholinesterase activity and
attenuation of cognitive impairments in
scopolamine-induced AD mice

63

vandetanib may inhibit acetylcholinesterase activity in AD 64
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in the PPI network. Literature studies have supported the
neuroprotective potential of these targets and their associated
drugs. In short, our integrated omics analysis with computa-
tional validation tools had prioritized the role of GSK3B and
EGFR in AD pathogenesis. ErBb signaling, focal adhesion,
MAPK pathway, Cu homeostasis, and PI3-Akt were the over-

representative pathways targeted by these genes that we
prioritized by pathway analysis using different databases.
However, the therapeutic relevance of targeting the EGFR in
AD is not well established. Still, some studies have supported
the fact that the EGFR prevents Aβ and ApoE-induced
cognitive deficits and considered a preferred target for treating

Figure 5. (A) Network is showing the interrelationship of miRNAs associated with AD and those associated with repurposed anticancer drugs
erlotinib, gefitinib, and vandetanib. The network shows that vandetanib shares many common targets such as EGFR, PTK6, RET, TEK, and
VEGFA with AD-related miRNAs, while both erlotinib and gefitinib share functional similarity through the EGFR gene. (B−D) Association of
erlotinib, gefitinb, and vandetanib with miRNAs, respectively, where miRNAs shown in green are neuroprotective, while miRNAs shown in purple
are neurodegenerative as identified through literature analysis. miRNA-200a is the only one that shows association with all three repurposed drugs.
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AD.57,74 We also established a new connection of the EGFR
with AD-related targets such as APP, SNCA, LRP1, and NRG.

Many bibliographic mentions also supported this finding. A
recently published study has identified that APP-EGFR

Table 5. Heat Map Showing the Expression Pattern of Shared Genes between AD and 13 Most Common Cancer Typesa

aAD: Alzheimer’s disease; NHL: non-Hodgkin lymphoma.

Table 6. Pathway Analysis of STRING Interactions Based on p-Valuesa

aGenes in red are the most frequently appeared genes in the enriched pathways. bHere, the p-value represents the probability of any gene belonging
to a biological pathway.

Table 7. Disease-Based Analysis of STRING Interactions Based on p-Values

aHere, the p-value represents the probability of any gene belonging to a biological disease.
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interaction promoted extracellular signal-regulated kinase
(ERK) signaling and contributed to neuritogenesis and
neuronal differentiation.75 Some studies have reported that
the EGFR has structural and expression similarities with
ErBb4, the primary receptor of NRG1, in several brain regions.
Some studies have found that the EGFR was coexpressed with
ErBb4 in several GABAergic neurons.76,77 This finding would
be helpful to establish new connections of EGFR inhibitors
with NRG1. Although the role of the EGFR in SNCA gene

polymorphisms in AD brains is not explored, a study by Yan et
al. confirmed that SNCA plays a significant role in EGFR
signaling in lung adenocarcinoma cells.78

Our proposed repurposed drug list had three EGFR
inhibitorsvandetanib, erlotinib, and gefitinib. Among the
proposed drugs, vandetanib, a tyrosine kinase inhibitor, is
currently marketed to treat tumors of the thyroid gland.
Likewise, erlotinib, an EGFR inhibitor, is used for treating
nonsmall cell lung cancer (NSCLC) and pancreatic cancer.

Figure 6. (A) Figure showing the functional categories of AD-related genes/PPI genes. The relative area of each segment corresponds to the
relative fraction of a particular target class. As shown, protein kinases represent the major functional target protein class. (B) Functional
classification of candidate repurposing anticancer drugs for AD. As expected, kinase inhibitors are the most prevalent drugs having neuroprotective
functions.
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Similarly, gefitinib, an inhibitor of EGFR tyrosine kinase, is
approved to treat locally advanced or metastatic NSCLC.
Structural similarities of these drugs with approved AD drugs
and physicochemical and BBB analyses also supported the
therapeutic potential of these drugs. Earlier studies have
proposed that erlotinib and gefitinib rescued EGFR-induced
Aβ toxicity and memory loss in Drosophila and mouse

models,57 but the exact molecular mechanism and affected
signaling pathways are yet to be elucidated.
Furthermore, some recent computational studies have

predicted the potential drug−disease relations based on
miRNA data. Based on this fact, we searched for miRNAs
that were related to AD and correlated the gene targets of
these miRNAs with the gene targets of the proposed

Figure 7. Schematic representation of the proposed mechanism of neuroprotective functions of EGFR inhibitors in AD. The binding of a ligand to
the EGFR causes conformational changes in the receptor and activates various signaling cascades. Activation of the PI3K/Akt axis activates mTOR
that is a major inhibitor of the autophagic process. The inhibition of autophagy leads to neuronal death. Activated mTOR is responsible for tau
phosphorylation and Aβ production, the two major pathological hallmarks of AD. Activated Akt further induces endothelial nitric oxide synthase
(eNOS) that generates nitric oxide (NO), a neurotoxin. The activated Akt instigates inflammatory cytokine production by inducing NF-κB
production. The activated EGFR induces Ca2+ release from the endoplasmic reticulum by inducing phospholipase C gamma (PLC-γ) production.
Excessive release of Ca2+ causes synaptic dysfunction and Aβ production from APP. All the events trigger neuroinflammation and
neurodegeneration. Pharmacological inhibition of the EGFR by inhibitors, erlotinib, gefitinib, and vandetanib, may reverse the downstream
signaling cascades of the EGFR and provide neuroprotection, a reduction in synaptic dysfunction, reduced tau phosphorylation, inhibition of
neuronal death, and inhibition of neuroinflammatory processes. Dotted arrows represent the proposed neuroprotective functions of the repurposed
drugs.
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repurposed drugs. From this analysis, we identified some
neuroprotective microRNAs and established their relationship
with the repurposed drugs. We identified miRNA-200a as a
potential neuroprotective candidate that shares targets with all
three repurposed EGFR inhibitors. In such a way, miRNA−
disease−drug relations helped us to establish a link between
repurposed drugs and AD concerning the miRNA axis.
To find out the significance of the results, we curated the

available literature and proposed the potential neuroprotective
functions of the repurposing drugs in AD pathogenesis, as
shown in Figure 7. We suggested that tau phosphorylation,
autophagy, and neuroinflammation were the significant AD-
related biological mechanisms regulated by the proposed
EGFR inhibitor drugs. PI3-Akt signaling, NF-kappa B pathway,
and Ca2+ signaling were the significant pathways targeted by
the proposed drugs.

5. CONCLUSIONS
Repurposed drugs can be a promising way of treating complex
diseases such as AD. Our study has proposed an integrated
omics-based data mining approach to identify the possible
relationship of anticancer drugs with AD-associated genes. We
further integrated network-based and pathway-based analysis
methods to validate the overlap of anticancer drugs with AD-
related pathways. The resulting drugs were validated based on
computational repurposing tools, similarity scores, and
physicochemical analysis. Additionally, literature validation,
the functional similarity with miRNAs, and pathway analysis
supported the hypothesis that EGFR inhibitors vandetanib,
erlotinib, and gefitinib might play therapeutic roles by targeting
AD-related proteins. Furthermore, we elucidated the mecha-
nistic basis of these drugs in ameliorating AD-associated
neurotoxicity and neuroinflammation. Additionally, our
comprehensive approach also proposed a connection between
AD-related targets and the reported repurposing drugs. As far
as experimental aspects are concerned, in vitro and animal
studies are warranted to confirm their neuroprotective
potential.
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Thermal and Electrical Behaviour of the Persistent
Current Switch for a Whole-Body Superconducting

MRI Magnet
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Mukhtiar Singh, and Soumen Kar

Abstract—A prototype persistent current switch is developed for
an actively shielded whole-body 1.5 T MRI magnet having an oper-
ating current of∼500 A. The switch is developed using a six-strand
CuNi-NbTi conductor. The total length of the conductor used in
the PCS is ∼40 m using a bifilar winding technique having a room
temperature resistance of 15 Ω and an inductance of 6.6 µH. Two
numbers of thermo-foil heaters having a resistance of 90Ω each are
placed between the layers of the winding pack of the switch. The
wet-winding technique is followed for the switch using a cryogenic
grade epoxy. The characteristics of the switch are performed using
a 4 K test rig for its applicability in the 1.5 T MRI magnet. The
normal resistance of the switch is measured to be 12.5 Ω at 15 K
which is 15% less than the estimated value. The total energy loss
onto the switch is estimated to be 0.24% of the ramping energy of
the magnet at 6 V charging voltage. The thermal switching profile
of the switch is studied and correlated with the total energy loss.

Index Terms—Magnetic Resonance Imaging, Persistence
Current Switch, Superconducting Magnet.

I. INTRODUCTION

A SUPERCONDUCTING solenoid magnet is the heart of
any whole-body clinical MRI scanner which needs a very

high spatial homogeneity along with the field stability better
than 0.1 ppm/hr [1]–[2]. Such high temporal field stability is
difficult to be achieved by any commercially available power
supply due to its inherent ripple. Any variation in the magnetic
field would lead to a change in the resonance frequency of the
resonating hydrogen ions resulting in artifacts in the image.
The superconducting magnet can provide the highest degree of
temporal field stability in the persistent mode of operation. The
superconducting switch or the persistent current switch (PCS)
across the superconducting coils makes it possible to operate in
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the persistent mode to achieve the desired temporal field stability
of the MRI magnet [3]–[7]. The PCS plays the most crucial role
even during the ramping up of the magnet by maintaining its
resistive state i.e., the OFF state. The PCS is set at the super-
conducting state i.e., the ON state, once the magnet reaches its
desired field for its operation in the persistent mode. An actively
shielded multi-coil 1.5 T superconducting MRI magnet system
is recently designed for a whole-body clinical scanner [8]. A
prototype PCS is developed using a multi-strand CuNi-NbTi
conductor for the 1.5 T MRI magnet to analyze its thermal and
electrical behaviour to generate input parameters for designing
of the final PCS.

In this paper, the design parameters of the PCS are discussed
in detail along with its analytical calculation of total energy
dissipation. Thermo-foil heaters are used at various intermediate
layers of the winding pack of the epoxy impregnated switch to
study the thermal behavior in correlation with the location of
heaters inside the winding layer. Also, a comparative analysis
of the temperature profile along with its switching behavior is
discussed for the thermo-foil resistors located at the various
layers of the PCS. The normal resistance has been measured
across the PCS at various temperatures.

II. DESIGN OF THE PCS

The PCS was made of the NbTi-Cu-30%Ni conductor having
six strands with an overall diameter of 1.6 mm. Fig. 1 shows
the critical current curve of the CuNi-NbTi conductor. The
conductor had a critical current of more than 2 kA at 1 T.
In the final application, the PCS will be placed at ∼0.6 T of
the background field of the magnet. The critical current of the
conductor with four strands was be 1.35 kA at 1 T. The overall
normal resistances per strand (Rstrand) of the conductor were
2.49 Ω/m and 2.21 Ω/m respectively at 300 K and 15 K. The
strands of the conductor behaved as parallel resistors as shown
in Fig. 2.

The normal resistance (RPCS) of the PCS is estimated using
Eq. (1);

RPcs =
Rstrand

n
(1)

where, n is the number of strands.

1051-8223 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Fig. 1. The critical current curve of the multi-strand CuNi-NbTi conductor
[Bruker OST].

Fig. 2. The equivalent resistance diagram of the six-strands CuNi-NbTi con-
ductor where Rstand is the normal resistance of each strand.

Fig. 3. The prototype persistent current switch developed for the 1.5 T MRI
magnet.

Using Eq. (1), the resistance of the PCS conductor with 4,
5, and 6 strands are respectively estimated to be 0.553 Ω/m,
0.442 Ω/m, and 0.368 Ω/m at 15 K. The critical current of the
conductor used in the PCS at its background field needs to be at
least 1.5 times higher than the operating current of the magnet to
take care of in case of any disturbance. Hence, the critical current
and its associated normal resistance can be chosen by selecting
appropriate number of strands that to be used for connecting the
magnet for its persistent operation. Fig. 3 shows the photograph
of the PCS. The bobbin of the PCS was made of insulating
material. The total length of the conductor used in the bifilar
winding was 40 m. The normal resistance of the PCS with the
six-strand conductor was 16.6Ω and 14.6Ω respectively at 300 K
and 15 K. For this experimental study, all the six strands of the
conductor were used to generate the design parameters for the
final PCS. The bifilar winding technique was utilized to achieve
the low inductance (∼6.6 µH) necessary to have minimum field
perturbation. The parameters of the PCS are summarized in

TABLE I
DESIGN PARAMETERS OF THE PCS

Fig. 4. (a) A simplified electrical schematic of the superconducting magnet
with the PCS and, (b) the schematic of the measurement test set up.

Table I. The winding pack of the PCS was impregnated with
Sytcast 2850 FT epoxy mixed using catalyst 24.

Two thermo-foil polyimide heaters having electrical resis-
tance of 90Ω each were placed between the layers of the winding
of the PCS. Heater-1 (H1) was placed between the 2nd and 3rd
layer and the heater-2 (H2) was placed between the 5th and 6th

layer. The heaters could be switched between the ON and the
OFF state. Few layers of fibre glass cloth were wrapped on
the last layer of the PCS to thermal insulate the winding from
direct contact with the liquid helium bath. A calibrated silicon
diode (DT-670, Lakeshore Cryotronics Inc.) temperature sensor
was fixed onto the intermediate layers of the PCS to monitor
its temperature. Fig. 4(a) shows the simplified schematic of the
electrical connection of the superconducting magnet with the
PCS. During ramp up of the magnet, the PCS must be “open”
i.e., OFF state which was achieved by making the PCS resistive.
It must be “closed” i.e., ON state for persistence operation which
was achieved by making the switch superconducting. During
ramp up of the magnet, the PCS will be at the resistive state until
the magnet reaches the desired field. A finite amount of current
would flow through the PCS during the ramp up of the magnet.
Hence, there will be an energy dissipation into the PCS during
the ramp up of the magnet which would eventually result in
evaporating the liquid helium. The total energy (QT) dissipated
into the PCS is calculated by using Eq. (2);

QT = QH +QC (2)

where,QH is the dissipated energy into the PCS heater and, QC

is the dissipated energy into the PCS at its OFF state due to the
charging voltage of the magnet, VC. Eq. (2) can be expressed
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Fig. 5. (a) The 4K rig for testing the PCS and, (b) the schematic representation
of the 4K rig used for the thermal and the electrical characterization of the PCS.

as;

QT = IH
2 RH +

VC
2

RPCS
(3)

where, IH is the current to the PCS heater, RH is the value
of electrical resistance of the heater, and RPCS is the value
of normal resistance of the PCS at its restive state i.e., OFF
state. The relation between the normal resistance of PCS and
the energy losses are defined in Eqs. (4)–(6) [10]–[11].

ER =
2E0L

Rt
(4)

Ploss =
ER

E0
× 100% (5)

RPCS ≥ 200L

Ploss × t
(6)

where, ER is the total energy losses in the PCS, E0 is the total
stored energy of the magnet, L is the self-inductance of the
magnet which is 42 H in our case, and Ploss is the percentage of
energy loss in the PCS during ramp up of the magnet.

III. EXPERIMENTAL TEST SETUP

Fig. 4(b) shows the schematic of the experimental test setup.
The thermo-foil polyimide heaters (H1 and H2) were connected
to the heater power supply (Keithley-2450) as shown in Fig. 4(b).
During ramp up of the MRI magnet as shown in Fig. 4(a), at the
charging voltage (Vc) of 6 V, the current through PCS, (IPCS)
was 0.41 A if the normal resistance of the PCS is 14.6 Ω at
15 K. Hereinafter, the current through the PCS during ramp up
will be referred to as ‘PCS current’. Hence, during the testing,
the PCS was energized with 100–500 mA current (IPCS) at
its OFF state i.e., resistive state using a power supply (Kepco,
72 V/6 A). The voltage and the temperature of the PCS were
respectively measured using a digital voltmeter (Keithley 2000)
and a temperature monitor (model 218, Lakeshore Cryotronics
Inc.). The temperature and the corresponding voltage profile
were recorded using a laptop for later analysis of the behaviour.

Fig. 5(a)–(b) respectively show the photograph and the
schematic of the 4 K test rig developed for characterizing the

Fig. 6. (a) The temperature and the voltage profile of the PCS (a) with 250 mA
of current through the H1 heater and 250 mA of current through the PCS at the
resistive state and, (b) with 250 mA of current through the heater H2 and 250 mA
of current through the PCS at its resistive state.

thermal and electrical behaviour of the PCS. It consists of a pair
of current leads, two joint cups, and the PCS. The terminals of the
current leads are connected to the PCS through the joint cups.
The 4 K rig as shown in Fig. 5(a) was inserted into a helium
dewar for its testing at 4.2 K. During testing of the PCS, the
temperature and voltage of the PCS was initially measured at a
certain value of heater power without energizing the PCS i.e.,
without sending any current through the PCS (IPCS = 0) at its
resistive state. This is referred to as the 1st cycle of each set of
measurement. Similarly, in the 2nd cycle, the temperature and
the corresponding voltage of the PCS are measured at a cerrtain
value of heater power while energizing the PCS by sending a
current (IPCS > 0) equivalent to the PCS current during ramp
up of the magnet. The normal resistance (RPCS) of the PCS
could be measured at the 2nd cycle of each measurement by
measuring the voltage drop (VPCS) across it using Eq. (7).

RPCS =
VPCS

IPCS
(7)

IV. RESULTS AND DISCUSSION

Fig. 6(a) shows the temperature profile of the PCS and cor-
responding voltage profile with 250 mA of current through the
H1 heater. At the 1st cycle (IPCS = 0), the temperature of PCS
reached to 9 K as shown in Fig. 6. The temperature reached to
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Fig. 7 The temperature and voltage profile of the PCS with 350 mA of current
through heater H2 and 250 mA through the PCS.

9.5 K when the PCS was energized with 250 mA of current at its
normal state as shown in the 2nd cycle in Fig. 6(a). The current
of 250 mA mimics the PCS current during the ramping of the
magnet. The temperature of the PCS was increased by 0.5 K
due to the current flow through its resistive state. The voltage
drop across the PCS was measured to be 2.75 V which signified
a normal resistance of 11 Ω of the PCS. As soon as the H1
thermo-foil heater was energized, the transition time from its
ON state to OFF state happened within 2 s. Similarly, Fig. 6(b)
shows the temperature profile of the PCS and the corresponding
voltage profile of the PCS with 250 mA of current through the
H2 heater and the PCS.

The temperature of the PCS stabilized at 10.5 K. The corre-
sponding voltage across the PCS was 2.9 V, which corresponds
to 11.6 Ω of normal resistance of the PCS. With the H2 heater,
the equilibrium temperature of the PCS was 1 K higher than its
equilibrium temperature with the heater H1 at the same heater
power.

Fig. 7 shows the temperature profile of the PCS and corre-
sponding voltage profile with 350 mA of current through the
H2 heater. The equilibrium temperature of the PCS reached to
15 K shown in Fig. 7. The corresponding voltage across the PCS
is 3.25 V which corresponded to a normal resistance of 13 Ω.
The normal resistance per meter measured was 0.325 Ω/m that
is 12% less than that of the actual value of the normal resistance
at 15 K. This signifies a non-uniform temperature distribution
inside the winding of the PCS at it resistive state.

This signifies a non-uniform temperature distribution inside
the winding of the PCS at it resistive state. Hence, the PCS
needs much better thermal isolation to have uniform temperature
distribution. Although the higher degree of thermal isolation
would increase the transition time from the normal conducting
state to the superconducting state.

Similarly, the temperature of the PCS which was measured
with the various currents through the H2 heater.

Fig. 8(a) shows the normal resistance of the PCS measured at
various equilibrium temperatures attained at the various heater
(H2) power. During ramp up of the magnet, there will be a
dissipation of heat energy into the PCS at its resistive state as
defined in Eq. (3). The total energy dissipation (QT) into the PCS
at the various charging voltages in the range of 4–8 V is shown
in Fig. 8(b). At 6 V, the total energy dissipation is estimated to
be 8.5 W. At 6 V, the total ramp-up time will be 2940 s for the
magnet having 42 H of inductance to reach at its desired current
of 420 A.

Fig. 8. (a) The normal resistance of the PCS with its corresponding temper-
ature and, (b) the estimated energy dissipation into the PCS during ramp-up of
the MRI magnet at the various charging voltages.

Fig. 9. The estimated energy dissipation on PCS at various temperatures
during ramping of the MRI magnet.

Hence, the amount of liquid helium that would be evaporated
during the ramping of the MRI magnet would be 9.71. The
dissipation of heat energy will be higher for the H1 heater for
the same charging voltage because the H1 heater needs higher
amplitude of heater power to attain same temperature on the
PCS.

Fig. 9 shows the relation of the power loss (Ploss) as defined in
Eq. (5), with the normal resistance of the PCS during ramp-up
of the magnet at the various charging voltages. The point ‘P’
on Fig. 9 indicates the power loss (Ploss) of 0.23% in the PCS
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(∼13 Ω normal resistance at 15 K ) while charging the magnet
at 6 V. The percentage of energy losses into the PCS at 17 Ω,
20 Ω, 25 Ω of normal resistance will be 0.18%, 0.16%, and
0.12% as shown in Fig. 9. Hence to reduce the energy loss on
the PCS while charging the magnet at 6 V, the normal resistance
needs to be increased. The normal resistance can be increased
by improving the thermal isolation of the PCS which can be
implemented in the final PCS.

The normal resistance of the same PCS can also be increased
by using only four strands while connecting with the MRI
magnet. The estimated normal resistance of the same PCS would
be ∼22 Ω with four strands of the conductor. Considering
the 12% reduction in actual normal resistance of the PCS, the
effective normal resistance will be ∼19.4 Ω would eventually
result in 0.16% of energy loss during charging the magnet with
6 V of charging voltage. The critical current of the four strand
conductor at the background field of 1 T will still be sufficient
for the persistent operation of the MRI magnet.

V. CONCLUSION

A prototype superconducting switch for a whole-body MRI
magnet has been designed, fabricated, and tested in liquid he-
lium. A comparative analysis of the temperature profile and
switching behavior was analyzed for the various thermo-foil
heaters located at the various layers of the PCS. Heater H2
gives optimum performance by generating a better temperature
profile dissipating a moderate amount of heat during the ramping
process. Based on the measured normal resistance and the heat
dissipation, the input parameters were generated for the final
PCS.
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Abstract—This paper intends to utilize the vast 

amount of data generated in the healthcare industry by 

building machine learning models to predict the 

incidents of cardiovascular disease in people and hence 

allow them to take suitable preventive actions.  The 

proposed research work has integrated these 

functionalities to build a mobile-based ios application 

using which a person enters details and views system 

prediction making it an efficient and easy to use 

interface for the people with time and accuracy. Making 

the system time efficient in the IOS is of greater 

importance in the paper. Cardiovascular disease is a 

class of heart-related disease involving  blockage in blood 

vessels causing health problems like heart attack, chest 

pain, stroke, and possible heart failure. They are one of 

the biggest causes of morbidity and mor tality in the 

world and their incident is based on lifestyle hence 

making identification and prevention difficult. Future 

scope involves expanding the model to include an 

integrated prediction including  another disease like 

diabetes and suggest feedback and health tips to the 

users for healthier lifestyle habits and preventive 

actions.  

Keywords—Machine learning, classification, data model, 

Cardiovascular Disease (CVD), feature selection, Training 

model. 

I. INTRODUCTION  

The disease case that leads to the blood vessels 
blockage and heart attack with chest pain and 
results in other heart disease and failure of heart 
that might lead to death or some other serious 
issue is the cardiovascular disease. Its instance is 
caused due to buildup of fatty plaques in arteries 
leading to constriction of path and stiffening of 
walls inhibiting blood flow and causing pressure 
on the heart and arteries. It is one of the reasons 
and causes of mortality and morbidity among the 
population of the different countries in the world 
taking an estimated 17.9 million lives each year. 
Thus, it has become imperative to deal with it and 
find ways to prevent and cure it. This can be made 
possible by utilizing the vast amount of health 

data to build a model and make informed 
decisions and predictions about the possibility of 
cardiovascular disease in a given person. 
Therefore, Machine Learning can help utilize 
healthcare data and give a breakthrough in early 
identification and prevention. To make an 
efficient system for predicting the incidence of 
cardiovascular disease, it intends to input user 
characteristics and determine the incidence of the 

following disease in the person.  

Cardiovascular disease is a class of lifestyle-based 
diseases that are mainly dependent on factors 
reflecting a person’s lifestyle like weight, 
cholesterol, blood pressure, diet, mental health, 
diabetes occurrence, smoking/alcohol intake, 
others being age, family history, ethnic 
background. The proposed system aims to map 
these factors to the incidence of cardiovascular 
disease. CVD are those diseases that are related to 
arterial, blood vessels, va lves, and blood 
circulation in the heart. These are the reasons for 

the death due to CVD. 

 

Fig.1 Predicted death from 2002-2030 

A person can enter his/her details and our system 
automatically processes them through the model 
and generate a result for the person, helping 
him/her to take appropriate preventive action. A 
suitable Machine Learning model has to be 
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designed to determine the incidence of 
cardiovascular disease in people. The model has 
to be trained and tested on a dataset and checked 
for accuracy on testing data, intended to have 
maximum possible accuracy. An integrated 
application also needs to be developed containing 
an interface for user and model’s processing 
allowing people to enter details and confirm the 
presence of disease. The datasets contain 70,000 
records of patient data each containing 11+ 
features and characteristics which have to be 
analyzed, utilized, and processed to design the 
model. The following problem can be solved by 
building a Machine Learning model using 
supervised learning techniques to perform Binary 
Classification on user data, by applying different 
algorithms (like logistic regression, naive Bayes, 
support vector machines, decision trees, etc). The 
assigned data is divided into 2 sets, for training 
and testing respectively. It is preprocessed, 
analyzed, and visualized for training the model. 
The model is then designed using different 
algorithms or their combination, trained and tested 
to determine accuracy. Thus, we develop our 
model which with a good degree of accuracy can 
predict the incidence of cardiovascular disease in 
a person. This model can then be integrated into a 
mobile-based application [2-3]. The application 
helps create an integrated system that allows the 
user to enter his details and run the model on 
his/her characteristics generating prediction result 
for the user. This system contains the user 
interface, model, storage together integrated to 
create a robust system to generate intended 
results. Cardiovascular disease is a serious 
burning problem in an underdeveloped country. 
Different and new technologies and waves of 
medical Sciences are working on this matter. 
Many things have been discovered so far. With 
time more advancement is expected with growing 
technology in Machine learning and artificial 
intelligence. 

II. LITERATURE REVIEW 

A lot of the research-oriented works have been carried 
out on cardiovascular disease [10]. Research for the 
model prediction of early detection of cardiovascular 
disease was seen in 2008 by Tuan D. Pham using 
Machine learning and Mass spectroscopy data. The 
research was the combinational application of 
spectroscopy and Machine algorithm. Association 
rules discovery for train and test was discovered by 
Carlos Ordonez in 2006[13]. Through this research, 
the data set was compared with the state of supervised 
and unsupervised learning methods. The technology 
and methods that were used in those days started to be 

seen as fruitful. In 2012, the research work was carried 
out on Cardiovascular risk prediction using a genetic 
algorithm. An excellent level and with great accuracy 
of a risk factor is discovered through this method [8]. 
This research work predicted the risk and cause of 
CVD from generation to generation. CVDs health 
informatics are evolving in different fields from data 
storage to data transmission. In 2020 the clinical 
implication of Machine learning is predicted for the 
cardiovascular disease that reads the data into the 
supervised form and then gives greater accuracy to the 
data for which the disease is to be predicted [12]. The 
cases of research have been fruitful since 2002. Every 
time and every year medical science has achieved 
well.[5] 
 

III. METHODOLOGY 

The paper deal with the IOS application development 
through machine learning algorithms. Different 
technology from web app development to machine 
learning algorithms has been used to create a user-
friendly interface. Machine learning work and 
Interface development work has been classified into 
different parts of study and implementations to make 
the learning easier and comfortable. Data loading, data 
preprocessing to data transfer with swift language 
implementation is divided into sub learning. 

A. Machine Learning model development 

The Machine Learning model is the most 
important component of the system, it accurately 
determines prediction results based on the training 
set, applied algorithms.  
Its development is composed of the following phases: 

1) Data preprocessing and visualization 
2) Model Testing and accuracy 

Different factors and features are responsible for the 
cause of cardiovascular disease. For detecting the 
cause, we cannot take every factor in the process of the 
machine learning algorithm [1]. If we mention 
different factors, then we will have to go through 
principal component analysis that will make the 
minimum features and makes the algorithm 
implementation easy. The important features adopted 
for the accuracy calculations are age, height, weight, 
gender, systolic blood pressure, diastolic blood 
pressure, cholesterol, glucose, smoking, alcohol intake, 
and physical activity. All of these have their variable 
type while prediction. Some of them are objective 
features, some are subjective features, some of them 
are examination and cardiovascular disease detection 
is the target variable. 
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Fig.2 Dataset Description 

 

1) Data Preprocessing and Visualization 
This is the initial phase which involves working on the 
dataset which has been imported. Since the model is 
trained and tested on the dataset and 
modifications/tweaks made based on data qualities, 
distribution, characteristics, it becomes important to 
have a dataset following all consistencies. 
 

2)  Model Development, training, and testing 
 This step involves building a model (running on 
various machine learning algorithms) and testing 
that model on testing data so that its effectiveness 
to determine result and accuracy to predict can be 
improved. Also, data needs to be analyzed and 
features’ nature identified so that based on the 
type of features, availability, and nature, the best 
possible algorithm can be applied. For this, it is 
very important to have an understanding of the 
dataset and its features. A similar understanding 
for various classification algorithms is needed so 
that an appropriate match can be made, and a 
model can be constructed using the algorithm. 
Then it involves testing our model to see the 
obtained accuracy. Based on the accuracy, 
changes or modifications are made like changes in 
algorithm, parameter tuning, etc.  
 

B. IOS Application Development 

The application provides an interface for the user 
to know prediction for his/her case in real-time 
based on entered details, thus providing flexibility 
and an easy to use the system. Its development is 
composed of the following phases:   
 

 

1) Frontend Development 
This phase involves developing a frontend user 
interface, which interacts with the user to take in 
suitable details related to the user (user characteristics) 
and display output on the screen. 

2) Backend Development 
This phase involves developing the backend to 
handle requests coming from the frontend side, 
handling and storing data, and integrating the 
system with the Machine Learning Model[4]. This 
can then be integrated with the frontend to 
produce a complete working application.  

 

C. Tools and Technologies Used 

Jupyter notebook was used for the machine learning 
model prediction and for the ios development work 
swift was used for the front end and core machine 
learning for the backend work. 
 
Activity  Tools and 

framework 

Machine 
learning 

Python 

IOS App 
Development 

Frontend-
>swift UI 
Backend-
>COREML 

      Table.1 Tool and Technologies 

 

The Jupyter Notebook is an open-source web 

application that allows us to create and share 

documents that contain live code, equations, 

visualizations, and narrative text.  Uses include data 

cleaning and transformation, numerical simulation, 

statistical modeling, data visualization, machine 

learning, and much more [9]. 

SWIFT UI is a framework in Swift which allows 
us to write and code apps in a declarative  
approach. In this framework, we specify Swift UI 
about the working and the appearance of our app 
with the help of code.  
CoreML is a framework using which Machine 
Learning models can be integrated into an IOS 
app. It supports natural language processing 
(NLP), image analysis, andvarious other 
conventional models to provide top-notch on-
device performance with minimal memory 
footprint and power consumption [5-6]. 
 
 
 
 

Proceedings of the Fifth International Conference on Computing Methodologies and Communication (ICCMC 2021)
IEEE Xplore Part Number: CFP21K25-ART

871

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on June 11,2021 at 09:50:26 UTC from IEEE Xplore.  Restrictions apply. 



D. Project Implementation 

1) Data Validation 
This step involves viewing and checking the data 
entries, values and validating them for further use 
after suitable corrections. Inbuilt libraries in 
Python like NumPy, pandas are used to view and 
validate. After loading the data into the notebook 
the null values and missing values are detected. 
After the detection of the missing values, either 
the column of the missing data is dropped or it is 
filled with the suitable value. It is done as per the 
requirement of the dataset. The datasets are then 
preprocessed and solved. Each column of the data 
set is transformed into the numerical value that 
machine language understands. Every column of 
data is transformed into the binary form as the 
machine understands only the binary language i.e 
0 and 1[7-11]. The duplicate and irrelevant data 
are removed to make and implement the 
algorithms in an easy manner and the final data is 
validated. 

2) Data Visualization and Outlier Detection 
Using libraries like matplotlib and seaborn, data is 
visualized using different graphs, charts, scale 
diagrams, models. Using it, we can determine 
outlier entries that are redundant for the model as 
they are having significantly different values from 
normal entries, hence statistically they make a 
large difference in the model impacting the 
prediction negatively [9]. 
Following are possible causes of Outliers:   

• Data entry errors (human errors while entering 

data)  

• Measurement errors (instrument errors leading 
to wrong entries)  

• Experimental errors (data extraction or 

experiment planning/executing errors)  

• Data processing errors (data manipulation or 

data set unintended mutations)  

To eliminate the problem while modeling we eliminate 

the highest and lowest data of the particular features as 
they are quite big and do not fit the averages values of 

the datasets. Many outliers of height and weight are 

combined to form a new feature. 

3) Feature Extraction and selection 
This step involves modifying and adjusting 
column values to designing appropriate features 
which can be utilized in building model and 
finding the best possible prediction. Here, we 
select features from available column entries. This 
involves tasks like:   

• Scaling (to appropriate limits)  

• Interdependence removal (features with 

collinear relation are separated)  

• Deriving new features (from existing to 

reduce feature count in models)  

 

 
Fig.3 Correlation matrix 

 

In the figure.3 mentioned it is a correlation matrix 
that gives the index of correlation between 
different features. The correlation matrix helps to 
identify that how one feature is related to another 
and if the given features are related by more than 
90% then any one of the data columns is reduced 
and this process is carried out through principal 
component analysis [8].  

 
 

 
 

Fig.4 Feature correlation and heatmap 

 

4) Model Training and Testing 
This step involved finding a suitable model for the 
dataset based on feature engineering and model 
needs and requirements. The training and testing 
are performed to find the best possible model. 
Also, improvisations are made in testing to 
improve model accuracy and prediction.  

 

5) Model Selection and Data Splitting 
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The data is divided into training and testing data 
separately. Once models are selected, they are 
trained on the training data to tune weights and 
determine biases. classification models that were 
applied:   

• Logistic Regression  

• Decision tree  

• Random forest  

• XGBoost  

Before the part of data splitting the task of the 

standard scalar is performed that converts all the 

data into one single unit dimension and after that 

computer easily reads that data form. This is one 

of the most important steps throughout the 

work[10]. 

 

6) Training and Testing 
Once the model is built, it is trained on the 
available data. After training, the model is 
weighed accordingly to the data and is made ready 
for testing.  Parameters like accuracy, f1score are 
determined and on basis of them, a suitable model 
is selected.  
Following steps are followed,   

• Testing the different models developed on 

testing data, to observe accuracy and 

effective result. 

• To remove deficiencies and insufficiency 

in different models based on results in the 

testing phase and tune the models better 

for prediction. 

• Select the most appropriate model from 

different built models based on best 

accuracy and the overall result after 

rigorous testing and identification.  

 

7) Integration Processes 
The frontend of this app is written in the Swift 
programming language and the main framework 
to develop this app is swiftUI. Swift is a 
programming language that was introduced in 
2014 and developed by Apple Inc. It is a very 
powerful, general-purpose, and open-source 
programming language. It is also user friendly and 
is easy to pick up by new programmers. The 
frontend of the iOS application has been 
developed to interact with the user. The user 
enters his/her details and they are taken and feed 
into the model to predict the output i.e. prediction 
for the incidence of cardiovascular disease.  

Backend development involved building and 
training a Machine Learning model and then 
integrating it with the application frontend to 

create an integrated system for the user. The 
subtasks are: 

• Design system backend to handle user 

requests and efficiently answer them.  

• Handle data storage and access for the 

application and develop robust techniques 

to ensure security and integrity.  

• Integrate the Machine Learning model 
with the system backend and allow 
effective processing of the model to 
generate appropriate results 
communicated to the user through the 
frontend interface. 

The backend of the app uses the CoreML 
framework, By using CoreML the system, 

• Accepts data from the front end side 

and run prediction. 

• Integrates the machine learning models 

into the app.  

• Run the model and sends the result.  

• A user inputs the values in the app which 

works as a test feature on our trained 

model and outputs the data.  

 

IV. RESULT ANALYSIS 

The application developed gives the prediction that for 
features mentioned it gives correct accuracy of 
cardiovascular disease or not. The result obtained was 
efficient up to 72.70% through the XGboost algorithm 
of Machine learning. Logistic regression was efficient 
at about 72.39%, decision tree to 62.87%, and random 
forest to 69.18%.  
  

 Accuracy 
in % 

F1-Score 

XGBoost 72.700000 0.720000 

Logistic 
Regression 

72.390000 0.710000 

Random 
Forest 

69.180000 0.690000 

Decision 
Tree 

62.870000 0.630000 

  Table.2 Accuracy Result. 

 

IOS supporting this application is created taking time 
into the consideration. High Mathematical and 
computations methods and data have been used in the 
algorithms that predict the result into the milliseconds. 
The application is used in the IOS has a greater effect. 
If the application is installed and used in other android 
phones it comparatively provides less efficiency. 
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V. CONCLUSION AND FUTURE WORK 

The application can be made more efficient and 
advanced using more inclined features that are inclined 
to the prediction of cardiovascular disease. Like bone 
marrow problems, Valve problems, and many more. 
Besides it, we can use Deep learning and CNN 
methods using the hyperparameter to make and 
increase the efficiency by more than 90%. Medical 
sciences and scientists are working on these methods 
and research for easier prediction of CVD through 
laser. CardioVascular disease has been a serious 
burning problem in underdeveloped and developed 
countries. The medical sciences are trying to reach 
every part of the world to get rid of this and research 
works, and scientists have made their work easier and 
comfortable through this mobile application 
prediction. 

ACKNOWLEDGMENT  

The authors are indebted to the central library of Delhi 
Technological University for the research lab and 
materials required to complete the research work. 

REFERENCES 

[1] P. Saranya and P. Asha, “Survey on Big Data Analytics in 

Health Care,” Proc. 2nd Int. Conf. Smart Syst. Inven. Technol. ICSSIT 
2019, vol. 01, no. 02, pp. 46–51, 2019, doi: 
10.1109/ICSSIT46314.2019.8987882. 

[2] V. T , “Neural Network Analysis for Tumor Investigation and 
Cancer Prediction,” J. Electron. Informatics, vol. 2019, no. 02, pp. 89–98, 
2019, doi: 10.36548/jes.2019.2.004. 

[3] B. N. Steele, M. T. Draney, J. P. Ku, and C. A. Taylor, 

“Internet-based system for simulation-based medical planning for 
cardiovascular disease,” IEEE Trans. Inf. Technol. Biomed., vol. 7, no. 2, 
pp. 123–129, 2003, doi: 10.1109/TITB.2003.811880. 

[4] C. Ordonez, “Association rule discovery with the train and test 
approach for heart disease prediction,” IEEE Trans. Inf. Technol. Biomed., 
vol. 10, no. 2, pp. 334–343, 2006, doi: 10.1109/TITB.2006.864475. 

[5] T. H. Shaffer, M. D. Altose, D. H. Lederer, and N. S. Cherniack, 
“The Interaction of FRC and Ventilation on Occlusion Pressure in 
Conscious Man,” IEEE Trans. Biomed. Eng., vol. BME-24, no. 5, pp. 444–
448, 1977, doi: 10.1109/TBME.1977.326180. 

[6] T. D. Pham et al., “Computational prediction models for early 

detection of risk of cardiovascular events using mass spectrometry data,” 

IEEE Trans. Inf. Technol. Biomed., vol. 12, no. 5, pp. 636–643, 2008, doi: 
10.1109/TITB.2007.908756. 

[7] L. N. Pu, Z. Zhao, and Y. T . Zhang, “Investigation on 
cardiovascular risk prediction using genetic information,” IEEE Trans. Inf. 

Technol. Biomed., vol. 16, no. 5, pp. 795–808, 2012, doi: 
10.1109/TITB.2012.2205009. 

[8] C. J. Hartley, M. Naghavi, O. Parodi, C. S. Pattichis, C. C. Y. 
Poon, and Y. T . Zhang, “Guest editorial cardiovascular health informatics: 
Risk screening and intervention,” IEEE Trans. Inf. Technol. Biomed., vol. 
16, no. 5, pp. 791–794, 2012, doi: 10.1109/TITB.2012.2216057. 

[9] Y. T. Zhang, Y. L. Zheng, W. H. Lin, H. Y. Zhang, and X. L. 
Zhou, “Challenges and opportunities in cardiovascular health informatics,” 
IEEE Trans. Biomed. Eng., vol. 60, no. 3, pp. 633–642, 2013, doi: 
10.1109/TBME.2013.2244892. 

[10] B. J. Mortazavi et al., “Prediction of Adverse Events in Patients 

Undergoing Major Cardiovascular Procedures,” IEEE J. Biomed. Heal. 
Informatics, vol. 21, no. 6, pp. 1719–1729, 2017, doi: 
10.1109/JBHI.2017.2675340. 

[11] M. Yasin, T . Tekeste, H. Saleh, B. Mohammad, O. Sinanoglu, 
and M. Ismail, “Ultra-Low Power, Secure IoT Platform for Predicting 

Cardiovascular Diseases,” IEEE Trans. Circuits Syst. I Regul. Pap., vol. 64, 
no. 9, pp. 2624–2637, 2017, doi: 10.1109/TCSI.2017.2694968. 

[12] P. Bizopoulos and D. Koutsouris, “Deep learning in 
cardiology,” arXiv, vol. 12, pp. 168–193, 2019. 

[13] S. Mohan, C. Thirumalai, and G. Srivastava, “Effective heart 
disease prediction using hybrid machine learning techniques,” IEEE 

Access, vol. 7, pp. 81542–81554, 2019, doi: 
10.1109/ACCESS.2019.2923707. 

[14] S. Adhikari, S. Thapa, and B. K. Shah, “Oversampling based 
Classifiers for Categorization of Radar Returns from the Ionosphere,” Proc. 
Int. Conf. Electron. Sustain. Commun. Syst. ICESC 2020, no. Icesc, pp. 
975–978, 2020, doi: 10.1109/ICESC48915.2020.9155833. 

[15] G. Joo, Y. Song, H. Im, and J. Park, “Clinical implication  of 
machine learning in predicting the occurrence of cardiovascular disease 
using big data (Nationwide Cohort Data in Korea),” IEEE Access, vol. 8, 
pp. 157643–157653, 2020, doi: 10.1109/ACCESS.2020.3015757. 

[16] S. Thapa, P. Singh, D. K. Jain, N. Bharill, A. Gupta, and M. 
Prasad, “Data-Driven Approach based on Feature Selection Technique for 

Early Diagnosis of Alzheimer’s Disease,” Proc. Int. Jt. Conf. Neural 
Networks, 2020, doi: 10.1109/IJCNN48605.2020.9207359. 

[17] A. Ghimire, S. Thapa, A. K. Jha, A. Kumar, A. Kumar, and S. 
Adhikari, “Pandemic,” pp. 1083–1092, 2021. 

[18] Z. Huang et al., “Parkinson ’ s Disease Classification and 
Clinical Score Regression via United Embedding and Sparse Learning 
From Longitudinal Data,” pp. 1–15, 2021. 

[19] A. Kumar and A. Kumar, “Dog Breed Classifier for Facial 
Recognition using Convolutional Neural Networks,” pp. 508–513, 2020. 

[20] B. K. Shah, V. Kedia, R. Raut, S. Ansari, and A. Shroff, 
“Evaluation and Comparative Study of Edge Detection Techniques,” vol. 
22, no. 5, pp. 6–15, 2020, doi: 10.9790/0661-2205030615. 

 

Proceedings of the Fifth International Conference on Computing Methodologies and Communication (ICCMC 2021)
IEEE Xplore Part Number: CFP21K25-ART

874

Authorized licensed use limited to: DELHI TECHNICAL UNIV. Downloaded on June 11,2021 at 09:50:26 UTC from IEEE Xplore.  Restrictions apply. 



 

Toxic Speech Detection using Traditional Machine 
Learning Models and BERT and fastText Embedding 

with Deep Neural Networks 
 

 Pranav Malik* 
 Department of Information Technology 

Delhi Technological University 

 Delhi, India 
prnvmlik@gmail.com 

 

Aditi Aggrawal* 
Department of Information Technology 

Delhi Technological University 

 Delhi, India 
 aditiagg99@gmail.com 

 

Dinesh K. Vishwakarma* 
 Department of Information Technology 

Delhi Technological University 

 Delhi, India 
 dinesh@dtu.ac.in

* All authors have contributed equally

 
Abstract— The introduction of social media brought about a 

revolution in the world of digitalization and communication. 

These platforms were initially developed with a purpose of 

connecting people across the global boundaries while allowing 

them to express their views and opinions and learn from others’ 

ideas. With the incoming of the pandemic, the usage of these sites 

has risen significantly be it by the businesses, educational 

institutions, students or general public. The increasing ubiquity of 

social media platforms like Twitter and Facebook has been an 

issue of major concern since a long time. Along with providing a 

way for enhanced communication, these platforms also allow 

internet users to voice their opinions which get circulated among 

the masses within seconds. Moreover, given the different 

backgrounds, believes, ethnicity and cultures that the users on 

these platforms come from, many of them tend to use mean, 

aggressive and hateful content during their discussions with 

people not hailing from a background similar to theirs. The 

amount of hate speech and offensive content has been increasing 

exponentially. Terms like “profane”, “hate”, and “offensive” are 

used interchangeably, and hence these have been classified under 

a broader category of “Toxic” content. A major part of our dataset 

focuses on conversations prevailing among the youth. After the 

preprocessing of this dataset using NLP and embeddings (Bert and 

fastText), a bunch of Machine Learning (LR, SVM, DT, RF, 

XGBoost) and Deep Learning algorithms (CNN, MLP, LSTM) 

have been performed, with CNN giving the best results. 

Keywords— hate speech, offensive, toxic, classification, deep 

learning, natural language processing, twitter, facebook 

I. INTRODUCTION 
In today’s era of online connections, with the growing 

prevalence of social media sites like Facebook, Twitter, 
Instagram, Youtube and Snapchat, more than half of the 
population of the world seeks to connect and converse through 
these platforms. This ability of being able to connect with a mass 
audience by generating and sharing content to interact over large 
distances, has changed the way these users are involved in public 
affairs, politics and also with each other. All this has led to 
provoking violence and amplified the propagation of hateful 
content. Most of these social media platforms are motivated to 
draw attention as a part of their business model. Since this 

offensive content attracts the attention of the masses, it becomes 
more audible on such platforms. 

Many a times, it is the inability of people to understand and 
acknowledge opinions, ideas and views of people hailing from 
different gender, socio-economic backgrounds and cultures that 
acts as the driving cause of  the spread of this toxicity and hence 
the hate content targets a specific gender, religion, ethnic group 
or racial community. Of the population being targeted, 
adolescents form a major group that are vulnerable to such 
hatred. Being extremely involved on these platforms, the youth 
community is a major contributor and receiver of this content. 
Therefore a major part of our dataset contains tweets circulating 
among the youth.  

Public research surveys suggest that around 25% of 
respondents tend to feel unsafe in their community because of 
the spread of online hate and more than 80% are trying to 
establish ways to monitor and combat cyber bullying.  In the 
year of 2018, platforms like Facebook and YouTube had to take 
down 3 million posts and 25,000 of videos to maintain the 
credibility of their content’s quality. The propagation of such 
content is leading to increased violence in matters such as 
communal riots and lynching globally. Moreover, children 
under the age of 25 years are twice as likely to be involved in 
suicidal acts because of this toxicity across the web. Melania 
Trump, the former first lady of the United States, has made it her 
own goal to fight against the spread of online hate speech and 
cyberbullying. A number of international institutions, including 
the UN Human Rights Council and the Online Hate Prevention 
Institute are engaged in understanding the nature, proliferation, 
and prevention of online hate speech. 

As observed through the analysis of our dataset, the 
prevailing use of various slangs and abbreviations, like “wtf”, 
“asap”, “tbh”, “idc” etc., emojis to make the content more 
interactive and expressive, extensive repetitions as a form of 
emotional emphasis in a statement, like “Hate him sooo 
muchhh” is used as an indication of extent of despise the sender 
holds towards the addressee, and the extensive use of 
punctuations, like “Shut Up You !!!!!”, all of this makes it 
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difficult for the researchers and the government to study the 
content and check it for the presence of any toxicity. 

For this research, following two datasets are combined, each 
of which is publicly available: ALONE Dataset (AdoLescents 
ON twittEr) and the English dataset from Fire 2020’s HASOC 
shared task. The ALONE dataset consists of 688 toxic 
interactions among the adolescents on the platform of Twitter. 
The HASOC dataset includes 5852 entries of toxic content from 
Twitter and Facebook.  
      Hate speech has no international definition legally, but is a 
deliberate act aimed at discrimination, violence and hostility. 
Offensive speech is the derogatory text that uses abusive slurs 
or curse words. Profanity is the use of obscene or in-appropriate 
words meant to demean an individual or community. The three 
terms are often confused with each other, as clearly indicated by 
the three examples in Table I. Hence it was decided to combine 
them to form a major group of toxic content. 

 
TABLE I.        EXAMPLES OF POSTS 

 

S.No Post Label 

1 Trump doesn’t know what the Hell he is talking 
about!!!!He can’t help but spew B*llshit!!!   He’s a 
Disgrace &amp; 2020 cannot get here fast enough 
#FuckfaceVonClownstick #fucktrump #LockTrumpUp 
#ImpeachTheMF #ImpeachTheMFTraitor 

Profane 

2 Now we can add #FlagRapist to the resume of #Traitor, 
#Pedophile, #Racist, #Rapist and serial sexual predator 
of women @RealDonaldtRump!  

Offensive 

3 Of course, #traitor, #peodphile, #racist, #rapist and 
serial sexual predator of women, @RealDonaldtRump 
will do nothing about this as he has complete contempt 
for the rule of law, unless he can use it as a tool to bash 
an opponent! 

Hate 

 
This research work contributes through a series of steps. Before 
drawing a final comparison among the results of applied ML 
and DL classifiers, the following four steps have been 
performed sequentially:   

1. First step was to pre-process the data going through 
tokenization, performing basic stemming and 
lemmatization techniques, introducing part-of-speech 
and then finally incorporating resulting tweets into TF-
IDF vectorizer. 

2. Second step was to perform various Machine 
Learning algorithms including Logistic Regression, 
Support Vector Machine, Decision Trees, Random 
Forest, and Gradient Boosting. Along with that Ensemble 
Learning methods of Stacking and Bagging were also 
performed. 

3. Third step was to perform a couple of  word embedding 
techniques (context based and non-context based) 
comprising of BERT Embedding and fastText, passed 
the resulting vectors through layers of various deep 
neural networks. 

4. The final step aims at getting better accuracy and recall 
values with the use of fine - tuned deep neural networks 

such as LSTM, CNN and MLP. Lastly, a comparison of 
the results was drawn to establish the most accurate 
algorithm. 

      Manual filtering can be very time consuming with very low 
accuracy. Automatic systems are thus required to carry out this 
process in a much more efficient way while saving a lot of time 
and effort. Recently, there has been a significant development in 
the fields of ML and DL which provide us a means to analyse 
the text semantically and make predictions while understanding 
the content. Despite this development, it remains difficult to 
compare the performance of these algorithms. The research 
analysis has been carried out on a combination of two datasets. 
The ALONE dataset used in this work is a relatively new dataset 
and we compare the performance of various ML and DL 
classifiers that will act as state of the art models for evaluations 
in future studies. The introduction of this data helps us to focus 
more on the hate pertaining among the youth of the society. The 
other dataset used is from HASOC'20 and the focus has been to 
classify the tweets in either of the two major categories of Toxic 
Speech and Non-Toxic Speech while not indulging into the sub 
categories for now. 

 

II. RELATED WORK 
The area of hate speech detection has been relatively new in 

terms of research but despite that, it holds many significant 
contributions within its domain. There have been studies on 
social media sites of Twitter[1], Facebook[2] , YouTube[3][20] 
and Reddit[4][5]. Fortune and Nunes[6] analysed the motivation 
behind researching in the area of Hate Speech Detection and also 
lay out a detailed view of future scope for the same. In [7], 
Waseem worked on a dataset of 16K tweets categorised as 
sexism, racism or neither. He performed logistic regression 
performed the best with various techniques such as character and 
word n-grams. Gaydhani et al. [8] also performed logistic 
regression on a combination of three datasets. She observed that 
Logistic regression with n-gram range of 1 to 3 and TF-IDF 
vectorizer resulting in an accuracy of 95.6%. In [1], Davidson 
created a dataset from twitter of size 24k which classifies into 
hate, offensive or neither after that performed NLP techniques 
on tweets such as stemming, part of speech tagging, tf-idf 
vectorizer, vader sentimental analysis etc followed by running 
various ML classification algorithms from which Logistic 
Regression with l2 regularisation performed the best. However, 
they concluded that it was difficult to distinguish Hate and 
Offensive content based on lexical methods.   

As an initial step in Hate Speech Detection using neural 
networks, [18] highlights the work of Djuric et al. He proposes 
a two-step approach. He creates a low dimensional text 
embedding with similar comments and words are learnt using a 
CBOW (continuous Bag of Words) neural model. This text 
embedding is then used to train a binary classifier to distinguish 
hate content from non-hate content. In his work in [18] Djuric, 
worked on various embeddings combined with deep learning 
models on a 16K annotated tweets dataset and found out that 
random embedding combined with LSTM followed by gradient 
boosted Decision trees performed the best. Zhang et al. [9] 
introduced a CNN+GRU (convolutional neural network, gated 
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recurrent unit network) model to provide an improved accuracy 
over the existing models of CNNs and GRUs independently 
used for hate speech detection. Their model improved the F1-
score by up to 13%. 

Tharindu, Marcos and Hansi worked on an annotated 
dataset from facebook and twitter in HASOC competition with 
labels Hate & Offensive (HOF) and not Hate & Offensive 
(NOT). In [10] they performed minimal pre-processing to retain 
the multi lingual characteristics of dataset and then performed 
various deep learning architectures such as Pooled 
GRU,stacked LSTM with attention, LSTM and GRU with 
attention, 2D Convolution with Pooling , GRU with Capsule, 
LSTM with Capsule and Attention and BERT in which fine 
tuned BERT outperformed all with a  0.78 accuracy. As 
described in [19], Wijesiriwardene created a dataset ALONE 
(AdoLescents ON twittEr) which focuses on conversations 
from youth on twitter, it classifies the tweets as toxic, non-toxic 
and unclear. This dataset also provides various metadata and 
multimodal aspects. We have tried to perform various machine 
learning and deep learning algorithms on an entirely new 
dataset of ALONE to highlight the toxicity prevailing among 
the youth. We have combined the two datasets of similar nature 
to establish our results.  

III. PROPOSED METHODOLOGY 
       Fig. 1 shows the basic idea of the methodology proposed 
in our research work for the purpose of classifying text into 
either of the three categories: toxic, non-toxic or unclear. As an 
initial step, we have combined two different datasets to 
formulate our dataset for this research. Further analysis is 
divided into two separate steps, one involving the application 
of ML classifiers and the other of DL based algorithms. As a 
part of the first step, the data is pre-processed before being fed 
into machine learning algorithms of LR, SVM, DT and RF. 
Ensemble learning techniques of gradient boosting, bagging 
and stacking are also used. For the second step, BERT and 
fastText embeddings are used followed by the classification 
performed by various DL algorithms like MLP, LSTM and 
CNN. This work is concluded by comparing the results of these 
algorithms with one another.  
 

 
Fig. 1. Proposed Methodology 

A. Preprocessing 

Natural Language Processing is basically the interaction 
between humans and machines where machines detect and 
analyse large amount of data in the form of text, similar to the 

way humans do. NLP is used to extract useful information from 
the text being studied. The NLTK library has been used to work 
with the WordNet corpus. Further steps of tokenization with an 
ngram range of (1,3), stopwords removal, stemming, 
lemmatization, Part-Of-Speech tagging for understanding of 
grammar have been performed during the data pre-processing. 
To obtain more accurate results, we have used TF-IDF 
approach over the traditional BOW approach for creating the 
count vectorizer. 

B. Machine Learning 

Logistic Regression (LR): This is one of the most common 
algorithms to be used when the dependent variable is 
categorical, especially in case of binary classification. The core 
method or the middle of logistic regression is the logistic 
function, which uses sigmoid function as main entity. 
Support Vector Machine (SVM): This algorithm is extensively 
used in high dimensionality space for classification, regression 
or outlier detection. It classifies data points by developing a 
hyperplane in an N-dimensional space (represented by N 
features).  
Decision Tree (DT): This is regarded as one of the most 
comprehensive algorithms in all machine learning algorithms. 
Decision trees help recognize the most important features of a 
data set and non-linear patterns can be easily captured by them. 
The splitting in a decision tree is based on factors like entropy 
and information gain. 
Random Forest (RF): This is a supervised algorithm that can 
be used for both classification and regression. This algorithm 
creates a forest of trees with higher number of trees signifying 
higher accuracy results and reduced overfitting. To calculate 
the importance of each feature, random forest uses either MDI 
(mean decrease in impurity) or Gini Importance. 

In this work, the count vectorizer generated from TF-IDF 
approach is fed into each of these algorithms and the results are 
then compared. 
C. Ensemble Learning 

Ensemble learning[11][12] methods are relatively recent 
discoveries in the area of machine learning and deep learning, 
where the main idea is to combine the predictions of multiple 
models(weak learners) to give rise to a new  model(strong 
learner). Ensemble models often produce more accurate results 
than each of the individual ones. They can be used for 
classification of text.   
Gradient Boosting: This algorithm learns the models 
sequentially, where each model is trained on the same dataset. 
It focuses on reducing the bias of the model and was developed 
to improve the efficiency of the algorithm in terms of memory 
resource requirements and computation time, while utilising the 
available resources for model training. The XGBoost (eXtreme 
Gradient Boosting) library has been used for implementing the 
algorithm. 
Stacking: This is an algorithm that learns to combine the results 
of best performing algorithms that fit on a particular dataset. In 
this method of ensemble learning, the algorithms whose results 
are being combined are typically different and their results are 
learnt in parallel by the meta-model that predicts the final 
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output. It focuses on enhancing the model’s predictive power. 
In this case, the results are not guaranteed to be an improvement 
over the results of individual models.   
Bagging: This algorithm learns from more than one model 
based on similar algorithm, runs them in parallel to each other 
and combines their results using some deterministic averaging 
and voting process. Each of these models, choses random sub-
samples from the original dataset and as a result some samples 
of the dataset occur more than once and some of them do not 
occur at all. It focuses on reducing the variance of the model.  

During this research, stacking and bagging has been 
performed on the results of four machine learning classifiers of 
LR, SVM, DT and RF. 

D. Word Embeddings 

The computers are meant to process information in the form 
of numbers and hence for them to draw semantic and syntactic 
understanding of the textual content, it needs to be converted 
into numbers. The Word embeddings [13] encode the words 
present in the text and act as building blocks for NLP. A word 
embedding clusters together semantically related (e.g. “car” & 
“road”) or semantically similar words (e.g. “car” & “bus”) 
present in an N-dimensional space. Since word embeddings 
require a large amount of training time to learn from an 
unlabelled huge corpus, pre-trained word embeddings have 
been used in this work. At the same time one of the major 
advantages of using these embeddings is that they do not 
require large annotated text for training. We have worked on 
two of these embeddings, fastText [14][15] and BERT [15][16] 
released by Facebook and by Google respectively. 
fastText embedding: This is an extension of Word2Vec [17]  
which uses skip-gram model approach to represent each word 
in the form of an n-gram of characters. It provides an advantage 
of being able to understand suffixes, prefixes and shorter words 
in a more efficient and meaningful way. 
BERT embedding: Unlike fastText embedding, this is a 
context-informed word embedding. It is based on attention 
models and the architecture of transformers. It is bidirectional 
in the sense that it trains itself while learning from the left as 
well as right side of each token. The key advantage that it 
provides over other embeddings is that it understands the 
context of the text and then predicts the embeddings for each 
word, i.e., a word can have different embeddings based on text-
context. 

E. Deep Learning 

Following the generation of work embeddings using above 
mentioned techniques, these embeddings are fed into the deep 
neural network algorithms like MLP, CNN and LSTM.  
Multi-Layer Perceptron (MLP): They are a form of classical 
neural networks which are extremely flexible and have proven 
to have a wide range of applications in case of tabular dataset, 
such as image, text or time-series. They consist of more than 
three layers of neurons. They are not of much use in situations 
requiring consideration of spatial information of the data and 
can cause redundancy with high-dimensionality input.  
Convolutional Neural Networks (CNN): This is another class 
of neural networks with improved performance over MLP. 

These were initially popular for work on images but [15] 
showcases their use in NLP as well.  The layers here go deeper 
and are connected in a sparse manner, so it detects the patterns 
in text in a much more efficient way, especially in case of noise 
or presence of outliers. 
LSTM: This is a type of RNN that can understand and learn the 
context of text along with the text dependency. They use 
memory cells for updating the hidden layers and hence prove to 
be extremely effective in learning long-range text dependencies 
sequentially.  

IV. EXPERIMENTAL SETUP 

A. Dataset 

We performed our analysis on a combination of two 
datasets one of which was given in HASOC’20 competition and 
the other is the ALONE dataset. Alone (AdoLescents On 
twittEr) is a dataset created from youth’s conversations on 
twitter. It classifies the tweets as toxic(T), non-toxic(N) and 
Unclear(U). It is made out of high precision from only a 
particular age group of youth. Meanwhile, the dataset provided 
in HASOC competition comprises of posts from Facebook and 
Twitter and it labels data as belonging to either of the two 
categories, offensive and hate content or not offensive and hate. 
According to annotators they classified hate, offensive and 
profane content under the category of hate and offensive 
speech. So, it was decided to label HOF tag as toxic and Not 
HOF as non-toxic. 

To perform our analysis, both the above-mentioned datasets 
were merged into one major dataset. This increased the size of 
training our algorithm and moreover it solved the problem of 
imbalance labels in ALONE dataset, as shown in Table II.  

 
TABLE II.        LABEL DISTRIBUTION 

 

S.No Dataset Toxic 

Count 
Non-Toxic 

Count 
Total Count 

1. ALONE (AdoLescents 
On twittEr) 

118 547 665 

2. HASOC dataset 2261 3591 5852 

3. ALONE-HASOC-Mixed 2379 4138 6517 
 
We performed the 10-fold cross validation procedure, with 90% 
of the data as training and the remaining as test data.  

B. Pre-processing  

After it’s formation, the dataset was cleaned and pre-
processed to get rid of the many unnecessary characters which 
are of no use for classification. Firstly, we removed the 
stopwords, the names after @ symbol (that mention particular 
user id), the links provided in posts, the RT abbreviation (Re-
Tweet) and convert all the characters to lowercase. These were 
the general steps that were performed before moving on to 
further steps. Before classifying the dataset by traditional 
models, we tokenized the data, introduced part-of-speech 
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(POS) tagging, performed stemming, used n-gram approach 
and then finally formed a TF-IDF vectorizer. 

C. Experimental Configuration of ML Models 

We performed Logistic Regression with l2 regularisation 
and balanced class weight with C=0.01. After that we 
performed Decision Trees with gini criteria in balanced class 
weight category with random state as 0. To obtain better score 
we used Random Forest with estimators as default i.e.. 100. 
We also used Support Vector Machine classifier with linear 
kernel and regularisation factor as 0.01. We observed that these 
methods are not very efficient in tracking groups or sequences 
of words that are important in classifying toxic and non-toxic 
speech. 

After that we moved on to Ensemble Learning models to 
try and increase the accuracies. We used Boosting, Bagging 
and Stacking techniques. According to the distribution of 
dataset, stacking and boosting performed better for us than 
bagging. We used XGBoost (Extreme Gradient Boosting) with 
splits=10 and repeats=3. Stacking gave us the best results 
among the three methodologies. 

D. Embedding 

We used two types of embedding techniques, fastText 

(non-context based) and BERT (context based). We used a 
fastText model which was pretrained on 1 Million vocabulary 
words from English webcrawl and Wikipedia. The BERT 
embedding model developed by Google was pretrained on 
uncased Wikipedia content (book_corpus_wiki_en_uncased). 
For it’s fine tuning we used a batch size of 32 with 256 length 
of sequence and 3 epochs. 

E. Experimental Configuration of DNN 

We performed a bunch of algorithms here, which are 
LSTM, CNN and MLP among which CNN performed the best. 
LSTM with units varying between 50 and 128 followed by a 
dense layer of 128 and 256 dense units was used. The 
architecture followed for CNN is as follows. As a result of the 
previous step, the embedding performed on tweets generated an 
n-dimensional word vector. This vector was fed into the 
convolution layer. Max pooling was applied on the features 
generated from the convolution layer to capture the most 
important feature, i.e., the feature with maximum value. As a 
result 1024 most important features were learned from the 
convolution layer. These features were then sent into hidden 
layer with 256 perceptrons which together generate 256 higher 
level features. The newly generated higher level features are 
used as input to the final output layer with a single perceptron. 
The hidden layers and output layer used ReLU and sigmoid 
activation functions respectively.  
      We assumed LSTM to perform better as it is a widely used 
model in natural language processing tasks, it tracks the 
important set of words efficiently. But in our case CNN 
performed slightly better than LSTM, so we identified that it 
can detect small set of important words and takes them into 
consideration adjusting the noise in them. We have mentioned 
precision, recall, F1-score and accuracy of all the algorithms 
in Table III. 

 
TABLE III.        COMPARISON OF RESULTS 

 

 

V. CONCLUSION & FUTURE SCOPE 
      In this paper we have combined two new datasets (ALONE 
and HASOC’20) to perform our analysis. Alone is a dataset 
entirely based on youths’ toxic conversations on Twitter. We 
have performed data pre-processing followed by various 
machine learning and ensemble algorithms using TF-IDF, POS 
tagging and trigrams approach in which LR and XGBoost 
performed the best for us. In the second scenario we used word 
embedding techniques (fastText and BERT) and then fed in 
their results as inputs to DNN classifiers. We used various DNN 
classifiers and observed that a combination of BERT 
embedding with CNN gave us the best results. The ability of 
CNN to adapt itself to understand and efficiently identify 
appropriate patterns in case of small sequences of words and 
noise in dataset, explains better performance of CNN over 
LSTM. 

In our future work, we would like to use transformer 
attention models in order to increase the score and accuracy. 
Data augmentation methods like SMOTE will help us in getting 
rid of and hence in classifying both toxic and non-toxic content 
with equal probability. We also aim to develop a generic pre-
processing model that can work with datasets from multi 
platforms. 
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Abstract—  Coronavirus is a contagious disease that affects 
individuals in a large scale. Coronavirus had a huge impact on  

the nation’s economy and human lifestyle. The motivation 

behind this study was establishing a better diagnosis test for 

coronavirus infection. The RT-PCR test is used to diagnose the 

coronavirus frequently and returned a negative result for an 
infected individual. Furthermore, this test remains 

prohibitively expensive for most citizens, and not everyone 

could afford it due to financial hardship. An efficient imaging 

approach is de veloped for the evaluation of lung conditions, 

which has been done by examining the chest X-ray or chest CT 
of an infected person. Deep Learning is the well-suited sub 

domain of Artificial Intelligence [AI] technology, which offers 

helpful examination to consider more number of chest X-rays 

images that can basically have an effect on coronavirus 
screening. The goal of this research is to cluster the radiograph 

images present in the dataset into COVID-19, healthy and viral 

pneumonia by making use of the artificial neural networks. 

The training dataset was fine-tuned with eleven previously 

trained convolutional neural architectures. The assessment of 
the models on a test sample shows that AlexNet, DenseNet-121, 

GoogleNet and Squeezenet1.1 as the top performing models. 

Keywords— Coronavirus, normal, viral pneumonia, chest x-

ray images, deep learning, artificial intelligence, deep neural 

networks. 

I. INTRODUCTION  

COVID-19 is induced by a modern form of coronavirus 

and is a contagious infection. Common signs of infection are 
fever, cough, respiratory symptoms and breathing difficult ies 

[1]. In Wuhan, China, the introduction of this disease into the 
human population was first recorded at the end of 2019. A 

clinical review of coronavirus shows that a person can catch 

COVID-19 when he/she comes into contact with an infected 
person followed by respiratory organ contamination. Also 

known as Reverse Transcription Enzyme Chain Reaction, 
RT-PCR could be a check habitually accustomed to verify 

the signs of the sickness in associate degree infected person. 
Accuracy of this test depends on which stage the dis ease is 

and the standard of the specimen collected from the infected 

patient [2]. More significantly, the output of the RT-PCR test 
takes about 48 hours, which is also an expensive test for 

some people. Many developing countries lacked adequate 
test kits to test every citizen. The RT-PCR often declares a 

person with virus as negative, then that person interacts with 
others, resulting in transmitting the virus to others. For these 

reasons a quicker and comparatively cheap technology for 
identifying COVID-19 is needed [3]. Therefore, art ificial 

intelligence (AI) applications can help the hospitals and 

nations to quickly examine the CT findings or chest x-beams 

and diagnose COVID-19 positive patients. Many diseases 
have been successfully diagnosed using chest CT images and 

x-beams, and these can also be used for the detection of 
coronavirus among people.  

Coronavirus is a respiratory disease as it can proceeds 
through the respiratory tract and cause respiratory disorder 

commonly known as pneumonia into a person’s lungs. This 
results in person not getting enough oxygen and carbon 

dioxide from being cleared out from the bloodstream. This 

can occur to any spectrum of the age group [4]. People with 
comorbidit ies i.e., with the presence of one or more 

additional conditions after co-occurring with a primary 
condition cannot take in adequate oxygen or expel sufficient 

carbon dioxide which leads to life -threatening disorders. It 
also becomes life-threatening for people who smoke 

cigarettes, are exposed to chemical fumes at factories, 

asthma, etc.  

Artificial Intelligence should be used in coronavirus 

testing because money related expenses of the lab units 
utilized for conclusion, particularly for underdeveloped 

nations, are a huge issue when battling the disease. Utilizing 
X- beam pictures for the robotized identification of COVID-

19 can be useful specifically for nations and clinics that can't 

buy a lab unit for tests. For health systems, it  is very 
important to have technical tools that can help them 

effectively collect patient data and enter test information. AI 
tools can save doctors and nurses a total of up to 50 hours of 

data entry time per day, and this number is projected to grow 
as more experiments are conducted in the society. It can help 

hospitals and clinics to provide the best care for patients. AI 
platforms can use a variety of predictive or forecasting 

models to help prepare for increase in the number of 

coronavirus patients, track the number of patients in local 
health center and the ratio of confirmed COVID-19 cases, 

death cases and recovery cases. AI strategies can help to 
obtain results quickly and highly accurately [5]. 

Transfer learning technique is used for diagnosing the 
coronavirus disease by making use of chest X-rays images. 

The process of using a previously trained architecture on a 

previous dataset for a different concept is transfer learning. 
The convolutional neural architecture learns about the input 

image to predict the class of the image. The features 
extracted from the input image can also be same for the other 

class of input images. Training a convolutional neural 
network from scratch takes a lot of effort and time, but 

transfer learning makes it easy. There are two possible 

approaches to solve a new problem using transfer learning. 
First technique is to fix the weights of some of the pre-

trained architecture layers and train the remaining layers on 
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the new problem. Second technique is to train a new CNN 

architecture and use some of the features learned from the 
pre-trained architecture’s layers  into the new model. Some of 

the features in both approaches come from the pre-trained 
architecture, while the others come from the new dataset. 

The rest of the model learns to fit the new problem. In Fig. 1, 
the convolutional neural architecture (namely AlexNet, 

GoogleNet, VGG-16, VGG-11, ResNet-18, ResNet-34, 

DenseNet-121, Densenet-169, ShuffleNet, SqueezeNet 1.1, 
SqueezeNet 1.0) are trained on class of images (problem A) 

to extract features. Then these pre-trained architectures use 
the extracted features or knowledge gained on problem A for 

prediction of new class of images (problem B). This is useful 
rather than training a new convolutional neural network 

(CNN) from the ground up for problem B. 

 

 

 

 

 

 

 

 

Fig. 1.   Steps in Transfer Learning algorithm       
 

Transfer learning is very popular and is widely used 

because it can train neural networks with comparatively  little 

or inconsistent data [6]. The deep neural networks  used in 
this study have previously been trained to acknowledge 

thousands of groups on large set of images, as in the 
ImageNet database, which consists of different pictures of 

pencils, animals, plants, buildings, fabrics, etc. composition. 
Deep Learn ing is the AI's best methodology, which helps to 

understand a variety of X-ray pictures of chest that could 

have a fundamental impact on disease detection. There are 
almost 3000 chest x-beam scans in the dataset that are of 

Coronavirus, Viral Pneumonia and Healthy. The aim of this 
experimentation is to design and compare various 

convolutional neural networks that can classify chest X-ray 
images according to the three categories with reasonable 

level of accuracy. On the basis of the chest X-ray data, 
various deep learning-based architectures were trained to 

predict whether the person had coronavirus, viral pneumonia, 

or strong lungs. 

II. DETECTING COVID-19 USING CHEST X-RAY IMAGES 

Detection of coronavirus disease was done using various 
image classification architectures. The input X-rays were 

resized and normalized before train ing, to make them 
appropriate for the architecture's input. The neural networks 

that had been previously trained on the ImageNet database 
were retrained using the COVID-19 train ing dataset. The 

COVID-19 testing dataset was then fed into these pre-trained 

architectures, and the X-ray pictures were grouped into three 

categories: COVID-19, Normal, and Viral Pneumonia. The 
block diagram for coronavirus detection in chest X-ray 

images using pre-trained architecture is shown in Fig 2. 

 
                Training Phase 

 

 

 

 

            Testing Phase  

                     

 

 

 

 

 

 

 

 

 

Fig. 2.   Block Diagram for COVID-19 prediction in chest X-ray images 
using a pre-trained architecture.       

III. RELATED WORK 

Earlier studies have made use of chest X-ray scans and 
artificial intelligence to predict coronavirus. Pranav 

Rajpurkar in [7] created CheXNet, an architecture of 121-
layers and trained it on a dataset called ChestX-ray14, which 

comprises of the front view of chest X-ray pictures with 
fourteen different lung illnesses. They also substituted the 

final fu lly connected layer with one that only has one output 

and also applied sigmoid nonlinearity to get expected 
probabilities. Tulin Ozturk in [8] used DarkCovidNet 

architecture to classify coronavirus from chest X-ray images. 
They considered 1127 chest X-ray images. For binary classes 

(COVID-19 vs. Healthy), the network had an accuracy of 
98.08 percent, and for three-class situations, it had an 

accuracy of 87.02 percent (COVID-19 vs. Normal vs. 

Pneumonia). Ioannis D. Apostolopoulos in [9] considered 
and provided results for various deep neural networks such 

as VGG19, Xception, Inception, Inception ResNet V2 and 
MobileNet V2 using two datasets in their research. The first 

dataset contains 1428 chest X-rays. The other one contains 
1442 X-ray images. Their best models were VGG19 and 

MobileNet V2. VGG19 achieved 98.75 percent accuracy for 
binary-class situations (COVID-19 vs Pneumonia and 

COVID-19 vs Healthy), 93.48 percent accuracy for three-

class situations (COVID-19 vs. Normal vs. Pneumonia). 
MobileNet V2 achieved 97.40 percent accuracy for binary-

class situations, 92.85 percent accuracy for mult i-class 
situations. Shervin Minaee in [10] created a chest X-ray 
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sample of 5000 images. They trained SqueezeNet, ResNet50, 

DenseNet-121 and ResNet18 to recognize coronavirus 
infection. Their best model had a sensitivity rate of 98 

percent and 92.9 percent of specificity. The authors also 
generated heatmaps of COVID-19 infected lungs using a 

method. Linda Wang in [11] introduced COVID-Net, an 
architecture built specifically for detecting coronavirus in 

chest X-ray pictures. For training and testing the generated 

architecture, the authors used 13,975 chest X-ray pictures. In 
addition, they investigated how COVID-Net uses 

exp lainability methods to make predictions in order to gain 
insight into key factors related to coronavirus cases. The 

proposed model, COVID-Net achieved 93.3 percent 
accuracy.  Boran Sekeroglu in [12] considered 1583 images 

of healthy cases, 4292 images of pneumonia infection, and 
225 images of COVID-19 infection for their study. They 

used convolutional neural networks in 38 test experiments, 5 

neural networks in 10 experiments, and pre-trained networks 
in 14 experiments. Their models achieved 93.84 percent 

mean sensitivity rate, 99.18 percent mean specificity rate, 
98.50 percent mean accuracy and 96.51 percent mean 

receiver operating characteristic score. Mohamed Elgendi in 
[3] compared the efficiency of 17 neural networks for 

predicting COVID-19 pneumonia. The authors used two 

datasets for the training and evaluation of the neural 
networks. The first dataset contains 85 COVID-19 infected 

chest X-rays, 2,772 images bacterial, and 1,493 v iral 
pneumonia infected chest X-rays. The second dataset 

contains only 85 COVID-19 infected X-rays. Their results 
showed that DarkNet-19 was most efficient in diagnosing the 

infection. DarkNet-19 achieved 94.28 percent accuracy. 

Matteo Polsinelli in [13] developed a light architecture based 
on SqueezeNet architecture, to successfully recognize 

COVID-19 CT images in other CT images. They evaluated 
the output of their neural network on two arrangements of 

datasets. The first training dataset arrangement contains 191 
Non COVID-19 CT scans and 191 COVID-19 CT scans. 

The other training dataset arrangement has 191 Non COVID-
19 CT scans and 251 COVID-19 CT scans. On the test 

datasets, the proposed revised SqueezeNet architecture had 

an accuracy of 83.00 percent, a sensitivity of 85.00 percent, a 
specificity of 81.00 percent, a precision of 81.73 percent, and 

an F1Score of 0.8333. Majid Nour in [14] developed a CNN 
architecture containing five convolutional layers and trained 

the architecture from scratch. The features extracted by the 
neural network from the chest X-rays were leveraged into 

various algorithms such as decision trees, k-nearest neighbor 

and support vector machine. Then the authors used Bayesian 
optimization algorithm for the hyperparameter tuning. SVM 

classifier was the most accurate and reliable with 98.97 
percent accuracy, 89.39 percent sensitivity, 99.75 percent 

specificity, 96.72 percent F-score. Lawrence O. Hall in [15] 
considered a small dataset of 135 chest X-ray pictures and 

320 of other pneumonia cases. In a 10-fold cross validation, 

they retrained ResNet-50, a deep CNN architecture, on 102 
other pneumonia chest X-rays and 102 COVID-19 infected 

chest X-rays. They were able to reach an accuracy of 89.2 
percent. Then they trained a combination of VGG16, 

ResNet-50 and their own s mall neural network on a balanced 
dataset. An overall accuracy of 91.24 percent and AUC of 

0.94 was achieved.  Asmaa Abbas in [16] utilized 
Decompose, Transfer, and Compose (DeTraC ) , a deep 

architecture for the detection of coronavirus in chest X-ray 

pictures. The dataset contains 11 SARS, 105 COVID-19 and 
80 healthy chest X-ray pictures. ResNet18 pre-trained 

architecture was used in DeTraC's transfer learning section. 

DeTraC- ResNet-18 achieved accuracy of 95.12 percent, 
sensitivity of 97.91 percent, and specificity of 91.87 percent. 

Ezz El-Din Hemdan in [17] developed COVIDX-Net, which 
contains 7 different frameworks of deep convolutional neural 

network, namely VGG-19 and Google MobileNet. The 
performance of the network was tested using 50 chest X-ray 

images. The neural network achieved f1-scores of 0.91 and 

0.89 for COVID-19 and normal cases. InceptionV3 network 
performed  the worst with f1-scores of 0.00 and 0.67 for 

COVID-19 instances and normal instances. Halgurd S. 
Maghdid in [18] considered a dataset of both CT scan and 

chest X-ray images for their research work. They proposed a 
simple convolutional neural network with one convolutional 

layer and sixteen filters  each of which using a 5x5 filter 
scale, rectified linear unit,  batch normalizat ion and a few 

other connected layers. They also used a previously trained 

architecture, AlexNet  on the CT images and chest X-rays. 
The updated convolutional neural network was 94.1 percent 

accurate and 98 percent accurate via pre-trained architecture 
in diagnosing COVID-19. Arman Haghanifar in [19] used a 

collection of 780 coronavirus infected chest X-ray images. 
The authors developed a powerful architecture COVID-

CXNet using a popular transfer learning network, CheXNet. 

They also created a lung segmentation module to improve 
the model localization of lung abnormalit ies . The highest 

accuracy achieved was by Base Model v2 with a score of 
98.68 percent and COVID-CXNet v1 with a score of 99.04 

percent. Asif Iqbal Khan in [20] used a pre-trained 
architecture, Xception as a base model for developing 

CoroNet. For a four-class experiment (COVID-19 / Bacterial 

pneumonia/Healthy/Viral pneumonia), CoroNet  achieved an 
accuracy of 89.6 percent and 95 percent accuracy for three 

class experiment (COVID-19 vs Healthy vs Pneumonia). 
Amit Kumar Jaiswal in [21] used Mask-RCNN as a base 

model for developing their architecture. Mask-RCNN is a 
form of artificial neural network that was created to solve the 

problem of instance segmentation. Dr. R. Dhaya in [22] 
presented an enhancement technique to upgrade image 

processing in order to reduce the issues in user immersion. 

To enhance the image quality, the proposed technique 
employs the Retinex algorithm and Otsu’s method is used to 

improve the processing speed. The image sets 1,2,3,4,5 yield 
-55, -43, -23, -49, -45 and 50, 40, 45, 49, 55 for conventional 

and suggested algorithm, respectively. Dr. Abraham Chandy 
in [23] proposed an algorithm which uses a resource 

allocation method to reduce the expense, time, memory, and 

power consumption of a massive data processing system. 
Machine learning methods like random forest is  used in the 

proposed system to forecast work load and assign resources 
using the genetic algorithm. The obtained outcomes showed 

the proposed method's capability using prediction accuracy, 
device level features and resource usage. 

Unlike all the related works, this research focus on doing 

a comparative study of all the deep learning based pre-
trained neural networks and finding the most accurate and 

reliable architecture to predict COVID-19 infection by 
providing strong and promising evidences. 

IV. DATASET  

A total of 219 pictures with coronavirus infection, 1341 

pictures of healthy cases  and 1344 pictures with viral 
pneumonia were considered from Kaggle for the prediction 

of coronavirus. All pictures are modified to 224 x 224 pixels. 
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RandomHorizontalFlip was used after resizing to transform 

images in the training dataset. It returned some images as 
original and some images as flipped. Then the resized images 

in the dataset were transformed to PyTorch tensor. Then 
these tensor images were normalized with standard deviation 

= [0.229, 0.224, 0.225] and mean = [0.485, 0.456, 0.406]. 
There are 2,814 images in the training collection (1311 

normal images, 1314 viral pneumonia images, and 189 

images with coronavirus infection) and the test collection 
was prepared such that it includes 90 images chosen at 

random from the dataset (30 healthy images, 30 images with 
coronavirus infection, and 30 images with viral pneumonia).  

Number of images in a batch = 6  

Number of training batches = 470  

Number of test batches = 15 

 

Few samples from the chest X-ray dataset are shown below. 

 

       
             (a)                            (b)                             (c) 
 
Fig. 3.   Samples from the dataset. (a) COVID-19 infected chest X-ray; (b) 

Viral Pneumonia infected chest X-ray (c) Healthy chest X-ray. 

V. METHODOLOGY 

Since the number of chest X-ray instances considered in 

this research are small and insufficient to train a machine 
learning architecture from scratch, This research makes use 

of Deep Transfer Learn ing technique. In this paper, the 

proposed method uses pre-trained models, namely AlexNet 
[24], GoogleNet [25], VGG-16, VGG-11 [26], ResNet-18, 

ResNet-34 [27], DenseNet-121, Densenet-169 [28], 
ShuffleNet [29], SqueezeNet 1.1, SqueezeNet 1.0 [30]. The 

pre-trained version of these networks, which has learned on 
the images present in the ImageNet dataset, is simple to load. 

These neural networks have extracted features from broad 
range of images. 

COVID-19 X-ray pictures were differentiated from 

healthy and viral pneumonia classes using these models. 
These neural networks were modified to output only three 

categories (COVID-19, Healthy, Viral Pneumonia) instead of 
thousand classes. All the CNN architectures were fine-tuned 

on the training sample. The models were trained using the 
cross entropy loss function, that attempts to reduce the gap 

between the predicted output and the actual probability . 

Cross entropy loss is specified as: 

 

    ∑  
 
    

 

 

 
  ( 1)

 

The actual and expected probabilities are represented by 
px and qx, respectively. The training is done for 10 epochs 

and the model was evaluated at every 20
th

 training step, with 
a batch size of 6. At every training step, Loss.backward() is 

used for back propagation. It computes the loss gradient for 

all the loss parameters with requires_grad = True and stores 

the result in parameter.grad variable for every parameter. 
After calculating all the values of gradients for tensors in the 

network, optimizer.step() function is used. On the basis of 
parameter.grad, optimizer.step() adjusts all parameters. The 

optimizer.zero_grad() function is then called, which sets the 
gradients from the previous batch to zero. The loss.item() 

function is used to measure training and validation loss, 

which is the loss of the whole batch divided by the batch 
size.  

Classification rate, specificity, recall, precision are just a 
few of the metrics that can help in evaluating a convolutional 

neural network's performance. Specificity, sensitivity and 
precision are three appropriate indicators for reporting a 

network’s work as the current test data set is highly uneven. 

 

Sensitivity = 
                  

                               
 ( 2) 

 

Specificity =  
                  

                              
  ( 3) 

 

         Precision =  
                  

                                       
  ( 4) 

In equation 2, True positive is the total predictions where 

the architecture predicts the positive class correctly. In 

equation 3, True negative is the total predictions where the 
architecture predicts the negative class correctly. In equation 

4, False positive is the total predictions where the 
architecture predicts negative class as positive. 

VI. EXPERIMENTAL RESULTS 

The training and evaluation of these convolutional neural 

networks is carried out in Jupyter environment and Google 
colab using python programming language. Google colab has 

a powerful GPU processor that makes training large models 
like VGG very simple and fast. Machine learning libraries 

like PyTorch and torchvision are used in this experiment. 
Many common model architectures can be found in 

torchvision module. For train ing and testing the 

architectures, Intel Core i5 7
th

 generation computer with a 
RAM of 8gb is used. The models were trained using the 

ADAM optimizer to optimize the loss function with a 
learning rate of 3e-5.  

 AlexNet 

 

 
 
Fig. 4.   Confusion matrix of AlexNet  
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TABLE I.  SPECIFICITY, SENSITIVITY AND PRECISION OF ALL THE 

THREE CLASSES FOR ALEXNET 

  Specificity Sensitivity Precision 

0 COVID-19 100% 100% 100% 

1 Viral Pneumonia 96.6% 100% 93.75% 

2 Normal 100% 93.7% 100% 

 DenseNet-121 

 

 
 

Fig. 5.   Confusion matrix of DenseNet-121 

TABLE II.  SPECIFICITY, SENSITIVITY AND PRECISION OF ALL THE 

THREE CLASSES FOR DENSENET-121 

  Specificity Sensitivity Precision 

0 COVID-19 98.2% 100% 96.87% 

1 Viral Pneumonia 98.4% 100% 96.15% 
2 Normal 100% 94.1% 100% 

 

 DenseNet-169 

 

 
 

Fig. 6.   Confusion matrix of DenseNet-169  

TABLE III.  SPECIFICITY, SENSITIVITY AND PRECISION OF ALL THE 

THREE CLASSES FOR DENSENET-169 

  Specificity Sensitivity Precision 

0 COVID-19 91.5% 100% 86.11% 
1 Viral Pneumonia 100% 84.3% 100% 

2 Normal 100% 100% 100% 

 

 

 GoogleNet 

 

 
 
Fig. 7.   Confusion matrix of GoogleNet 

TABLE IV.  SPECIFICITY, SENSITIVITY AND PRECISION OF ALL THE 

THREE CLASSES FOR GOOGLENET 

  Specificity Sensitivity Precision 

0 COVID-19 98% 100% 97.43% 

1 Viral Pneumonia 98.5% 100% 95.45% 

2 Normal 100% 93.5% 100% 

 
 

 ResNet-34 

 

 
 
Fig. 8.   Confusion matrix of ResNet-34 

 

TABLE V.  SPECIFICITY, SENSITIVITY AND PRECISION OF ALL THE 

THREE CLASSES FOR RESNET-34 

  Specificity Sensitivity Precision 

0 COVID-19 94.5% 100% 92.10% 

1 Viral Pneumonia 100% 96.2% 100% 
2 Normal 100% 92.8% 100% 

 

 

 ResNet-18 
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Fig. 9.   Confusion matrix of ResNet-18 
 

TABLE VI.  SPECIFICITY, SENSITIVITY AND PRECISION OF ALL THE 

THREE CLASSES FOR RESNET-18 

  Specificity Sensitivity Precision 

0 COVID-19 96.5% 100% 93.93% 

1 Viral Pneumonia 98.2% 100% 96.77% 

2 Normal 100% 89.6% 100% 

 

 

 

 

 

 

 ShuffleNet 

 

 
 
Fig. 10.   Confusion matrix of ShuffleNet 

TABLE VII.  SPECIFICITY, SENSITIVITY AND PRECISION OF ALL THE 

THREE CLASSES FOR SHUFFLENET 

  Specificity Sensitivity Precision 

0 COVID-19 96.8% 96.1% 92.59% 

1 Viral Pneumonia 98.4% 96.1% 96.15% 

2 Normal 100% 97.3% 100% 

 
 

 VGG-11 
 

 
 

Fig. 11.   Confusion matrix of VGG-11 

TABLE VIII.  SPECIFICITY, SENSITIVITY AND PRECISION OF ALL THE 

THREE CLASSES FOR VGG-11 

  Specificity Sensitivity Precision 

0 COVID-19 92.8% 100% 89.47% 

1 Viral Pneumonia 100% 92.5% 100% 

2 Normal 100% 93.1% 100% 

 
 

 VGG-16 
 

 
 
Fig. 12.   Confusion matrix of VGG-16 

TABLE IX.  SPECIFICITY, SENSITIVITY AND PRECISION OF ALL THE 

THREE CLASSES FOR VGG-16 

  Specificity Sensitivity Precision 

0 COVID-19 94.1% 100% 84.61% 

1 Viral Pneumonia 100% 94.4% 100% 

2 Normal 100% 93.7% 100% 

 
 

 Squeezenet1.0 
 

 
 
Fig. 13.   Confusion matrix of Squeezenet1.0 

TABLE X.  SPECIFICITY, SENSITIVITY AND PRECISION OF ALL THE 

THREE CLASSES FOR SQUEEZENET1.0 

  Specificity Sensitivity Precision 

0 COVID-19 91.5% 96.7% 85.71% 

1 Viral Pneumonia 98.1% 88.5% 96.87% 

2 Normal 100% 95.8% 100% 

 
 

 Squeezenet1.1 
 

 
 
Fig. 14.   Confusion matrix of Squeezenet1.1 
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TABLE XI.  SPECIFICITY, SENSITIVITY AND PRECISION OF ALL THE 

THREE CLASSES FOR SQUEEZENET1.1 

  Specificity Sensitivity Precision 

0 COVID-19 98.3% 100% 96.55% 

1 Viral Pneumonia 100% 96.8% 100% 

2 Normal 100% 100% 100% 
 

TABLE XII.  ACCURACY OF DIFFERENT PRETRAINED DEEP NEURAL 

NETWORKS 

AlexNet 97.78%  

DenseNet-121 97.78%  

DenseNet-169 94.44% 

GoogleNet 97.78%  

ResNet-34 96.67% 

ResNet-18 96.67% 

ShuffleNet 96.67% 

VGG-11 95.56% 

VGG-16 95.56% 

Squeezenet1.0 93.33% 

Squeezenet1.1 98.89%  

 

The best models are indicated in bold in Table XII. The 
best performing models on the dataset are AlexNet, 

DenseNet-121, GoogleNet and Squeezenet1.1. The lowest 
accuracy was of Squeezenet1.0. Even though AlexNet has 

the most input features, SqueezeNet1.1 was able to achieve 

greater accuracy than AlexNet because SqueezeNet1.1 has 
50x less parameters and a smaller model size than AlexNet 

[30]. A lso, SqueezeNet1.1 was able to achieve more 
accuracy than SqueezeNet1.0 on the same dataset because it 

is a better model than SqueezeNet1.0. It computes 0.72 
GFLOPS per image, while SqueezeNet1.0 computes 1.72 

GFLOPS per image which 2.4 times less  and has a few less 

parameters than SqueezeNet 1.0.  

VII. CONCLUSION 

The pandemic had a negative impact on the economy of 

many countries and everyday lives of individuals round the 

world. Since the year December 2019, the number of deaths 
due to the virus has been continued to increase around the 

world. AI has helped human population to win many battles, 
and is still aiding mankind in the arduous struggle against 

coronavirus. Although AI has advanced a lot in  the past 
decades, still it is trying very hard to keep up against the 

illness. This is true, because the data related to COVID-19 is 

limited and AI techniques usually require abundance of data 
to grasp something or acquire understanding about the 

problem. However, the amount of AI research related to 
coronavirus will grow remarkably as soon as more COVID-

19 data is available. The future work of establishing, hosting, 
and benchmarking COVID-19-related data sets is essential, 

as this will help speed up the discovery of discoveries that 

are useful to address the disease.  

Among all the research published, the application of deep 

transfer learning technique in the prediction of coronavirus 
by making use of chest X-ray images appears to dominate. 

The current best quality level research facility tests are 
tedious and exorbitant, adding deferrals to the testing cycle. 

Chest X-rays is generally accessible and moderate for 
examin ing patients with little to none symptoms or a doubt 

about coronavirus. Expansion of artificial intelligence 

assisted radiography can help in upgrading the output and 

before time determination of the infection; this is particularly 

obvious during a widespread, and in regions with a 
deficiency of radiologists. Deep learning models can cause 

better performance in identification of the disease when 
adequate data is available until then safety precautions are 

needed when calculating the work of the CNN architectures. 
The outcomes introduced here are basic because of the 

shortage of images used in the testing stage.              

In this study, the performance of several pretrained 
architectures were reviewed for detecting the radiographic 

features in X-rays. After analyzing the pre-trained 
architectures, Squeezenet1.1, A lexNet, DenseNet-121, 

GoogleNet were better models than the others  in identifying 
the coronavirus in the chest X-rays. 

The current COVID-19 dataset is small, making it 
difficult to train a neural network from scratch. To improve 

the accuracy of these neural networks, more experimentation 

on the models with a larger dataset is required. As a result, 
attempts to gather more data on COVID-19 are still in 

progress. 
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Abstract— To promote investment in the electricity sector, 
the deregulated electricity market regime has created an 
enabling environment to accelerate the all-around development 
of power generation, transmission and distribution systems. 
RE-based power generation is proliferating in the power 
sectors worldwide. Participation of   large numbers of market 
players, and massive penetration of RE-generation have 
created enough complexities   and has made fundamental 
changes in the deregulated electricity market conditions. Small 
scale RE generating units have limited participation in the 
electricity markets due to the uncertainties. These units 
integrate with other fossil fuel plants and forms as Virtual 
Power Plants (VPPs). Increasing participation of RE based 
VPPs in the competitive electricity market, has brought out 
further complexity in market operation primarily in terms of 
its generation scheduling, economic profitability, etc. In this 
paper a two-stage stochastic programming approach for 
optimal scheduling of VPPs in the electricity markets is 
presented, along with modeling of uncertainties in the
electricity market price, available level of stochastic renewable 
generation and the request for reverse deployment. These
uncertainties are modeled using scenario bounds and are 
formulated using stochastic programming approach. 
Simulation results are carried out on 4-h planning horizon.

Keywords—Electricity markets, Renewable Energy Sources 
(RES), Virtual Power Plants, Stochastic programming, Day 
Ahead Markets (DAM).

I. INTRODUCTION 

Power system utilities in the world are disintegrated and 
restructured, resulting in the diminishing of monopoly 
existed in the erstwhile vertically integrated markets. To 
promote investment in the power sector, deregulated market 
regime has created an enabling environment to accelerate 
development in generation, transmission and distribution 
systems. These result in large participation of   market 
players, stakeholders, independent power producers, 
electricity traders, and pro-active roles of regulators. Massive 
penetration of renewable energy-based electricity generation 
is proliferating in every country around the world. It has 
made fundamental changes in the deregulated electricity 
market conditions. These changes affect the financial health 
of incumbent fossil fuel generators having inherently high 
marginal costs of generation per unit.

As per rough estimates, burning of widely used fuels like 
coal, bio-fuels pollute air over fifty times more carbon per 
unit of energy than wind, water, or solar power. Due to 
environmental conservation and increasing efforts to reduce 
global greenhouse gas emissions, efforts are being made for 
continuous policy reforms in the power sectors are on the 

cards across the globe, and thrusts are given towards 
sustainable sources of RE generation, replacing the pre-
dominant nonrenewable electricity generations. Such 
transition is widely prevalent in U.S and European Union, 
which have set the milestone of electricity requirement with 
100 percent renewable energy in near future [10-12].

Virtual power plants are integrated with several type of 
energy resources to aggregate total energy production from 
distributed energy resources (DERs) such as small hydro 
plants, roof top solar system, wind farms etc. VPP includes 
from small scale to medium scale renewable generating 
units, flexible loads, diesel generation sets etc. These 
utilities can from into a cluster of energy sources along with 
other fossil fuel power generating units. Increasing 
participation of VPPs which aim at an integrated approach of 
a cluster of small distributed RE based generating entities, 
and participating in the competitive electricity market as a 
single entity, has brought out further complexity in market 
operation primarily in terms of its generation scheduling, 
economic profitability, etc. VPP acts as an intermediary 
between distributed energy resources and the whole sale 
electricity markets and trade energy on behalf of DERs 
owners who themselves are unable to participate in that 
market. The concept of VPPs allows small scale RE 
generating units to get in to electricity markets.

The real time load demand is dynamic and so the power 
generation for balancing the load. Further, due to 
intermittency, and variability of RE sources and imperfect 
forecasting, there is randomness in RE generation (viz. wind 
farms, solar PV plants, etc), and it leads to the complexity of 
RE integration with the electricity grids. RE power being 
largely non-dispatchable, the generation scheduling of CPPs 
in combination with RE generators is a tough challenge 
being encountered by system operators in DAM and real 
time markets.

Understanding the uncertainties in the process of RE 
generation and are considered as stochastic process. To
mitigate these uncertainties during the generation of RE 
sources, it is endeavored to integrate RE generating utilities
with other generating units such as CPPs, storage units and 
flexible demands i.e., VPPs. In this paper, a two-stage 
stochastic programming is proposed to model these
uncertainties present in the process of integrating these 
VPPs containing RE sources and finds an optimal solution 
for scheduling generating units in electricity market clearing 
process [4,7].

A brief overview of the present electricity market 
scenario is studied and market mechanisms coupled with 
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bidding-based buy and sell of electricity in DAM and real 
time markets are well explained in [1-16].    The market 
clearing process in the electricity markets under various 
uncertainties is designed in [1]. The zonal market model 
with renewable integration is presented in [2] [3], [4]. 
Bidding strategy of virtual power plants (VPPs) for 
participating in energy and reserve markets is investigated in 
[5]. Introduction to the mathematical stochastic 
programming applied to electrical engineering is presented 
in [6]. Risk assessment in electricity markets and reserve 
market under uncertainties is carried out in [7]. Network 
constrained robust unit commitment model is explained in 
[8]. L. Tianqi et.al [9] analysed optimal scheduling of VPPs 
considering cost of battery loss. The statistical scenario of 
RE is illustrated in [10-13]. Impacts on power markets due 
to RE generation adequacy are presented in [14]. The 
challenges being faced by the electricity markets with the 
intermittence RE sources is explained in [15,16].  Optimal 
bidding based on Nash equilibrium strategy for VPP 
participation in the energy markets is proposed in [17].
However, the proposed approach adds to the existing 
research on RE based VPPs electricity markets.

This paper is organized into five sections. Section-1
provides RE-based market operation and pro-active role of 
Virtual power plants as introduction. Section-2 presents the 
impacts of renewable generation in deregulated markets.
Stochastic programming methodology, modelling 
uncertainties and problem formulation for optimal 
scheduling process in electricity markets is explained in 
Section-3. Simulation results are illustrated in section-4 and 
section-5 ends with the conclusion followed by references.

II. IMPACT OF RE GENERATING UNITS ON DEREGULATED
ELECTRICITY MARKETS

RE generation has made fundamental changes in the 
market conditions. Historically, there are steep reductions in 
costs of RES generation over the time and per unit cost is 
economical and compared to the cost of fossil fuel-based 
generation. RE penetration into the markets has resulted in 
reduction of wholesale electricity prices. It is indicated in 
[13], the levelized cost of electricity (LCOE) between 2009-
2017 for PVs fell from $304 per MWh to just $86, a 
reduction of 72%. Onshore wind’s LCOE dropped from $93 
to $67 per MWh, a reduction of 27%. These factors and the 
feature of insignificant greenhouse gas emissions are
instrumental to make a paradigm shift to create   market of 
renewable. However, it has created a large impact on the 
economic profitability of conventional generators and 
considerably affects the financial health of the stakeholders 
of fossil fuel generators. It has also transpired that massive
penetration of RE is and will be leading to even negative 
electricity prices, i.e., conventional generators are required 
to pay to produce electricity [3].

Uncertainty of RE generation is another critical factor 
which affects the scheduling and operation of the grid [15].
VPPs enable to provide a possible solution to mitigate such 
issues with its group of generating units (both conventional 
and RE sources), storage units, biomass plants and flexible 
demands. These VPPs can optimize their energy sources 
utilizing conventional plants during its low RE production 
and participate in the markets during its high RE production 
through storage units. It also reveals the importance of 
conventional sources in supporting the system. These 

traditional generators can act as capacity plants in the 
capacity markets.

In the context of economic profitability of stakeholders 
[10-13], optimal utilization of resources to meet end user 
requirements, and for mitigating imbalance of load-
generation dynamics in RE dominated electricity market, 
stochastic and optimal scheduling of VPPs is made as a part 
of market research.

III. STOCHASTIC OPTIMAL SCHEDULING PROGRAM

This section analyses the optimal scheduling problem of 
the electricity markets where virtual power plants (VPP) sells 
or buys the energy with the objective of profit maximization.
On other hand, reserve markets provide the flexibility to 
increase or decrease the total energy production of VPPs 
upon the request of the system operator.

The Day-Ahead and reserve electricity markets are 
considered in this section to analyse the market scheduling 
decisions one day in advance. While making this scheduling 
decision the VPPs faces a number of uncertainties [1,9]. 
Following are the uncertainties faced in the market 
scheduling process:

The market prices include the day-ahead market 
prices and the reserve markets prices (for both 
capacity and energy).

Stochastic nature of the available renewable 
generating unit’s production level.

The requests to deploy reserves sources by the system 
operator.

The proposed uncertainties are modeled for obtaining
optimal market scheduling decisions. As the proposed 
approach is probabilistic and not deterministic in nature, 
inappropriate modeling will result in loss or profit to the 
VPPs and even results in an infeasible operation of utilities/ 
generation and demand assets [18].

TABLE I. NOMENCLATURE

Notation Definition

Set of Conventional Power Plants 

Set of Demands
set of renewable energy generating units
Set of storage units
Scheduling Time periods
Set of discrete scenarios 
Online cost of conventional generating unit c [$/h]
Variable cost of conventional generating unit c [$/h]
Power generation of the conventional power plants in time 
period t [MW]
demand d power consumption level in the time period t
[MW]
RE generating unit r production level during the time period 
t
Available RE generating limit of unit r in the time period t
Power discharging level of storage unit s in the time period t
Charging level of storage unit s in the time period t [MW]
Energy stored by the storage unit s in the time period t
[MWh]
Power capacity traded in up-reserve market in time period t
Power capacity traded in down-reserve market in time 
period t
Amount of Power traded in the market during the time 
period t

2
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A. Modelling Uncertainties
The uncertainties mentioned above are modelled using a 

set of predefined discrete scenario realizations indicated by 
. Each scenario of is defined by the parameters 

and that indicates 
energy market price, market price acquired for power 
capacity in the down-reverse market, the up and down-
reverse deployment request, and the available generating
levels of stochastic RE generating units respectively. Each 
scenario is defined with probability of occurrence . The 
sum of overall probabilities of the scenarios is equal to 1, i.e., 

B. Problem Formulation
The optimal decision-making problem under these 

scenarios is modelled as a two-stage stochastic programming 
model and is interpreted as follows:

Where set 

are the optimization 
variables in the above problem. indicates, weight of 
each scenario [7,8,9]. VPPs objective is described by the 
Eq. (1) throughout the planning horizon and consists of the 
following terms:

The term represents the revenues 
acquired by the VPPs for their participation in the DA 
markets. Here the variable  may be +ve (if VPPs
sell power in the DA market) and -ve (if the VPPs
buy power in the DA markets).

The term represents 
the revenue obtained by the VPP for participating in 
the Up-reserve markets. These revenues are again 
divided into capacity payments and 

energy payments.

The term represents 
the revenue obtained by the VPP for participating in 
the Down-reserve markets. These revenues are again 
classified into capacity payments and 

energy payments.

Variable cost incurred by the CPPs is represented by 
the term 

Where Eqs. (2), (3) and (4) are the constraints, 
representing upper and lower bounds on the amount of 
power traded in the DA, up, and down-reserve markets 
respectively. Eq. (5) represents the power balancing 
constraint. Eqs. (6) and (7) puts power consumption limits on 
the demands. denotes binary 
variable, it represents the on/off status of CPP. Constraints in 
the Eqs. (8), and (9) limits the power produced by the CPPs
and stochastic RE generation level respectively. Eqs. (9) and 
(10) represents the constraints on the charging and 
discharging level of storage units, while the Eq. (12) 
represents the energy production level in storage units and 
Eq. (13) represents the limiting constraint on the energy level 
of the storage units. The above problem is a Mixed Integer 
Linear Programming (MILP) problem solved using CLPEX 
solver.

IV. SIMULATION RESULTS

The proposed two-stage stochastic model for optimal 
scheduling is tested on 4-hour planning horizon, and the 
required data is collected from [18]. The simulation results 
are implemented in GAMS software using CLPEX solver on 
a PC with an Intel i7 3.6GHZ CPU and 8-GB RAM.

The maximum power traded (sold/buy) in the energy 
market is limited to 100MW.  The up and down reverse 
market capacity is limited at 50 MW. Energy Market prices 
along with up and down reverse market prices for the power 
capacity are presented in Table-2. Generation limits of the 
CPPs and their economic data along with the flexible 
demand data is referred from IEEE-5 bus system. The
forecasted wind power production level is provided in 
Table-3. Reverse deployment request is considered to be 
80% of the power capacity scheduled in down reserve 
market during the time period-2, similarly for up reserve 
market 50% and 100% of scheduling capacity are requested 
during the time period-1 and 3 respectively. No reserve 
deployment is requested during the time period-4. This data 

(1)

Subject to: (2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)
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is assumed and considered based on the system operators 
request for the reverse deployments.

In the above two-stage stochastic programming model, 
the uncertainty in the RE (wind) generating levels along 
with the uncertainty present in the reserve deployment 
request are modeled by using two equiprobable scenarios in 
each stage. Thus 4 scenarios (two of each) are considered. 
For the sake of simplicity these scenarios are independent of 
each other.

TABLE II. ENERGY AND REVERSE MARKETS  PRICE  DATA 

Time 
Period

Price [$/MWh]

Energy 
Markets

Up reserve market Down reserve market

Energy Capacity Energy Capacity

1 12 14 4 14 4

2 14 15 10 38 10

3 22 30 8 26 8

4 32 20 6 25 6

TABLE III. TOATAL WIND FORECASTING LEVEL FOR DIFFERENT TIME 
PERIODS AND WEIGHTS[PU]

The proposed model presented in the section-III is runed 
by the system operator to determine optimal scheduling for 
each generating unit in each time period. Considering the 
data presented in the tables-II and III, the optimal power 
scheduled and market prices in Day-ahead and reserve 
markets are presented and explained in Figs. 1 to 7.

Fig. 1.Plants Power traded in energy, up-reserve and down reserve markets

VPPs participate in the energy markets and submit their 
bids based upon their demand levels in the specific time 
period, these bids are submitted  in terms of price and 
quantity to the system operator. Fig. 1 shows, the optimal 
amount of power traded in each time period in the energy, 
up and down reserve markets.  In these markets the VPPs
decides to buy the energy, expect for the time period-2 when 
its demand level is being low and during this period energy 
is supplied by their own renewable generating units. In all 
other cases the VPPs tries to buy the energy in the energy 

market. In the case of up reserve market, the power is traded 
in time periods 2 and 3. While in the case of down reserve 
market power is traded during the periods 1, 3 and 4. No 
power is traded during the time period-2. This is because of
the maximum demand levels and low prices for the  reserve 
deployment as explained in Table-II.

Based up on the amount of power traded in the energy 
and reserve markets, conventional power plants are 
scheduled. During the low demand level i.e., during the time 
period-2, these plants are turned off. Fig. 2 shows, 
scheduling of CPP. The power plants with highest 
economical prices are not scheduled for the entire market 
operation as shown in Fig 5. The renewable generation is 
maximum at each time period as shown in the Fig. 4. Power 
consumption levels in each time period is same expect for 
the time period T-2. In order to supply their demand level 
during the maximum demand periods, VPPs enter in to the 
power markets. Therefore, based on the market prices the 
VPP decides to buy maximum power from RE sources in 
the markets.

Fig. 2.Power consumption by the conventional power planys in the market

Fig. 3. Power consumption by the demand in the market

Fig. 4. Forecasting Power generating level of Wind power source
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1 70 100 120 0.25
2 100 83 140 0.25

3 95 75 115 0.25

4 55 80 100 0.25
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From the above optimal scheduling process, it is clear, 
that the stochastic RE sources are made to dispatch in all 
time periods and  based on the power demand level and 
market prices the system operator request for up and down 
reverse deployments during a sepefic time period.

The conventional power plants are scheduled only when 
the required demand is more than the RE and reverse 
deployment capacity. Fig.5 shows scheduled dispatch of 
CPPs. During every hour generator (G-4) is not dispatched. 
Similarly, during second period no CPP is scheduled. This 
puts economic burden on the conventional generators. The
prices incurred during the power production is less than the
revenues obtained. Hence, it is required to provide policy 
incentives and to take standard tariff policy mechanism for 
conventional generation. Updating to the current 
technology, increasing ramp up and ramp down rates of the 
generators may make their way possible to compete with the 
RE sources.

Fig. 5.Scheduled power dispatch of conventional power plants

Fig. 6.Market clearing prices in $/h with RE sources for different time   
periods.

Fig. 7.Market clearing prices in $/h without RE sources for different time
periods.

Fig.6 and Fig.7 represents market clearing price ($/h) 
variations with and without RE sources. It is observed that 
MCP’s without RE sources is always greater than the 
MCP’S with RE. Therefore, it is clear that the conventional 
generators are forced to generate power for lesser prices. 
This price variations will result in economic losses. 
Therefore, it is required to provide cost-based policy 
incentives for the conventional plants. Some of the countries 
are following fed in tariff policy, purchase obligations and 
contract for difference mechanism to create a balance 
pricing mechanism.

The above simulation result has established that during 
low demand periods VPPs optimizes its resources by using 
RE (wind) generation only. During maximum demand 
periods CPPs are scheduled, and reserve deployment 
requests are made accordingly to the system operator 
request. With interest participation of VPPs market price 
levied on the consumers is reduced but burden on the 
conventional generators increases. The simulation graphs
shown in Fig.6 and 7 has clearly indicated the price 
variations with and without RE sources. This clearly 
indicate that the VPPs in the electricity market are acting as 
price makers and sometimes as price takers.

The above two stage stochastic problem is executed 
using deterministic approach, in such case the optimal 
scheduling of VPP is found infeasible. This is due to the 
error while providing reverse deployment request. This 
highlights the importance of an accurate modelling of the 
uncertainties in the problem. Economic impact on CPPs due 
to RE sources can also be interpretated from the above 
results. 

V. CONCULSION

Power and energy balancing mechanisms are
evolutionary in market operation from the cost economics 
angle. It depends on RE policies, power sector reform 
strategies, price discovery mechanisms, generation 
scheduling economics, load management techniques, role of 
VPPs, etc. Like every generator looking for its profitability 
and services to the system operation. VPPs with its 
resources look for maximization of their profits. The 
proposed two-stage stochastic modelling for optimal 
scheduling of VPPs in electricity markets has established the 
merits of its generation scheduling to mitigate certain 
uncertainties as explained in Para-A, section-III of this 
paper. The simulation work provides impressive results for 
accurate optimal scheduling of the generating units of VPPs.
This method may be extended to large scale market 
operations and big power system networks by dividing the 
system into several subsystems. In future, the presented 
method may be extended to model forecasting uncertainties 
along with modelling of large solar generating units.
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A B S T R A C T

Extensive use of neural network applications prompted researchers to customize a design to speed up their
computation based on ASIC implementation. The choice of activation function (AF) in a neural network is an
essential requirement. Accurate design architecture of an AF in a digital network faces various challenges as
these AF require more hardware resources because of its non-linear nature. This paper proposed an efficient
approximation scheme for hyperbolic tangent (tanh) function which purely based on combinational design
architecture. The approximation is based on mathematical analysis by considering maximum allowable error
in a neural network. The results prove that the proposed combinational design of an AF is efficient in terms
of area, power and delay with negligible accuracy loss on MNIST and CIFAR-10 benchmark datasets. Post
synthesis results show that the proposed design area is reduced by 66% and delay is reduced by nearly 16%
compared to state-of-the-art.

1. Introduction

Artificial Neural Networks (ANN) are pertinent in different appli-
cations such as image processing, speech recognition, and language
processing [1]. ANN has implemented using the software predomi-
nantly. The software method has an advantage, as there is no need
for designers to know the inner model of ANN elements, but can
easily take care of the application part. Presently the work is going
on in ANN application by using CPUs and GPUs only, which are ill-
suited for the applications where low power and optimum latency are
obligatory. To accelerate neural network applications and reduce their
power consumption with less latency is a prior requirement.

The main building blocks required for designing a neural network
are adder, multiplier, and activation function (AF). Implementation of
MAC unit is easy as it requires multiplier and adder tree. Whereas
implantation of AF complicated due to its non-linear features. More-
over, the implementation of the Tanh function needs both positive
and negative exponential function [2]. An activation functions are
non-linear such as sigmoid, Elliot, Tanh, ReLU, soft-max and many
more [3,4]. It consists of a division and positive/negative exponential
calculations [5].

The tanh and sigmoid activation functions are more efficient for
better training due to their non-linear behavior compared to earlier AFs
such as step, linear, etc. Moreover, various other AFs are proposed, such
as ReLU, ELU, SWISH, Parametric ReLU, etc. Here, we have focused

∗ Corresponding author.
E-mail address: skvishvakarma@iiti.ac.in (S.K. Vishvakarma).

on the implementation of the Tanh function. In contrast, the method
can elaborate for all activation functions. The sigmoid output ranges
from 0 to 1, and the hyperbolic tangent range from −1 to 1, but both
form s-curve shape as hyperbolic tangent and sigmoid function given
in [6]. Tanh is much better for learning than the sigmoid function [7].
Tanh and sigmoid function include an exponential and division term
which is very challenging to realize using digital design architecture.
An approximation method is generally taken into consideration to
eradicate these problems.

Various approximation techniques have been used for the imple-
mentation of the activation function based on a Lookup table (LUTs),
function's series expansion, Coordinate Rotation DIgital Computer
(CORDIC) algorithm, Stochastic computing, Piece-wise linear func-
tion (PWL) [8–11]. However, directly storing a functional value of a
non-linear AF in LUT’s is costly since it requires more parameters.
Most of the accelerators have not been implemented by Instruction
set architecture, but they can create modules separately, preventing
designers from reducing hardware costs. Thus, always thinking about
the multiplication and adder block, special attention should be given
to other components such as the AF block. There are hidden layers of
neurons in a neural network, and each neuron has its AF. Therefore,
highly efficient AF in terms of power, area, and delay with adequate
accuracy are required.

https://doi.org/10.1016/j.micpro.2021.104270
Received 10 April 2020; Received in revised form 12 February 2021; Accepted 16 April 2021
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Table 1
Computational equations for configurable AF design exploration.

Preliminary Activation function implementation

Work Sigmoid Tanh

[15,16] 1∕(1 + 𝑒−𝑥) 1 − 2 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(−2𝑥)

[17] 1∕(1 + 𝑒−𝑥) (𝑒2𝑥 − 1)∕(𝑒2𝑥 + 1)

[16] [1 + 𝑡𝑎𝑛ℎ(𝑥∕2)]∕2 (𝑒𝑥 − 𝑒−𝑥)∕(𝑒𝑥 + 𝑒−𝑥)

1.1. Motivation

The non-linear AF such as Sigmoid and Tanh provides a smooth
transition between excitation and Inhibition that leads to better neuron
response [12]. The mathematical equation that is used for implemen-
tation in state-of-the-art is summarized in Table 1. However, they
employed an approach to computing AF that lead to low throughput. It
requires both positive and negative exponential functions for the final
desired output for AF hardware implementation. All those methods and
design technique is hardware costly for the hardware implementation.
The non-linear transformation tanh function calculation requires both
positive and negative exponential function, which is expensive for the
LUT-based approach. Moreover, those function requires multiplier for
computing the 𝑒2𝑥 and divider for further extension for the equations
that increase the area overhead. Further, those approaches are not fea-
sible for higher precision implementation [13,14]. To overcome these
limitations, we have designed a tanh function using combinational logic
with the help of OR and AND plane. By using combinational logic, that
can provide low latency with less area.

1.2. Contribution

This article explores the design-space trade-offs of neural networks
with a digital design of AF implementation. The work has focused on
the tanh AF at the 180 nm technology node. The key contributions are

• We have implemented tanh non-linear transformation functions
with the help of truncation of Taylor’s series and combinational
logic circuits.

• Performance and inference accuracy validation are done using
benchmark LeNet deep network with MNIST and CIFAR-10
dataset.

• We analyze and discuss the circuit’s physical parameters like
area, power, and throughput and evaluate it with the 180 nm
technology node. Further, it compare with the state-of-the-art
designs.

1.3. Organization

The rest of the paper is organized as follows: Background and
Related Work discussed in Section 2. In Section 3 explains the digital
design and mathematical analysis of a proposed method for AF. Sec-
tion 4 presents Results and discussion with experimental analysis of a
proposed function. Section 5 give the experimental validation of the
work design followed by a conclusion in Section 6.

2. Background and related work

The main challenge of DNN is resource utilization and power con-
sumption for resource-limited devices. Whereas TOT-Net architecture
has achieved a higher level of accuracy and less computational load
[18]. In this novel, using TOT Net reduced the cost of multiply op-
erators. Different types of activation function and their learning per-
formance and optimization approach have investigated in [19]. Var-
ious techniques have been used for the implementation of an acti-
vation function. It mainly categorizes into two parts. First, a LUT-
based approach and second piece-wise approximation method [20,

21]. The error contribution due to activation function with differ-
ent precision is expressed in [4]. Moreover, the nonlinear activation
function like sigmoid cannot be approximated efficiently using only
combinational logic. However, using purely combinational logic has the
benefits of providing low latency with small area overhead compared
to conventional ROM-based approaches.

This paper has explained the most commonly used activation func-
tion (Tanh) concisely using a LUT-based approximation approach. Pre-
cisely, implementing an activation function is a bottle-neck between
area, power, and accuracy. A minimal approximation in design archi-
tecture requires fewer hardware resources and has less latency than
the approximation in design. In Fig. 1 we have plotted the exponential
curve (e𝑥) using various methods, which are explained in the following
subsection.

2.1. Storing activation function value in LUT [20]

In this method, the function value is divided into several ranges by
approximating that range value and store the functional value directly
in LUT. This method can be convenient with a highly precise approxi-
mate function. But by increasing precision, hardware requirement and
complexity in design will also get increases. So, it is a barrier between
the high precision and area, power, delay, etc. This method is LUT
based approach in which value is directly stored in the LUT.

2.2. Storing parameter value of activation function in LUT [22,23]

In this method, parameters of the function are stored in the LUT.
For example, a and b are the intercept on the respective x and y-axis
in a straight line equation. Since these parameters are constant so by
varying coordinates (x and y) in the Eq. (1), it can easily get a line.
𝑥
𝑎
+
𝑦
𝑏
= 1 (1)

We can save the parameters of the function in LUT. Here, a and
b can be added in LUT to implement an AF in this method. This
method is convenient with the above method. But the drawback of
this method is that there is a use of adder and multiplier units to
calculate constant function value. If the function is complex, then more
parameters have to be added and stored in LUT, especially in higher
precision representation.

2.3. Series expansion [24]

Series expansion through Taylor’s series, Mclaurin series, Bernstein
polynomial and many more are used to implement non-linear AFs. The
most popular Taylor series expansion representation shown in Eq. (2)
for f(𝛼) is

𝑓 (0) +
𝑓 ′(0)
1!

𝛼 +
𝑓 (0)
2!

𝛼2 +
𝑓 ′(0)
3!

𝛼3 +⋯ =
∞
∑

𝑘=0

𝑓 (𝑘)(0)
𝑘!

𝛼𝑘 (2)

The mathematical modeling of this equation requires multipliers
and adders, whereas multipliers are power-hungry blocks. However, if
higher precision is not the primary requirement, higher-order values
can truncate for non-linear transformation function implementation.
This method comes under the category of series expansion method.

2.4. Piece-wise linear, non-linear function transformation [25–28]

In the piece-wise linear method, the non-linear input range is di-
vided into regions, and respective values are stored in the LUT. In the
case of sigmoid and Tanh function, there is a linear region also. The
value of that linear region can be directly stored in LUT. The remaining
non-linear part can be approximated, and the value can be stored in
the LUT as shown in . This method is much efficient but has less
precision, and it also requires more area and latency. In this method,
the pre-calculated ROM value is stored in LUT.
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Fig. 1. Performance and accuracy comparison of exponential function calculation using different logic design approach.

Fig. 2. Hyperbolic tangent transformation curve and different regions of curve based
on its slope.

2.5. Coordinate rotational digital computer [10,13,16]

A coordinated rotational digital computer (CORDIC) is a simple and
highly effective power and resource utilization method. The method
is based on the elementary operation of trigonometric equations. It
uses shift, addition, subtraction operations for the computation of the
non-linear AF. Although the CORDIC algorithm efficient for the area,
it requires more clock cycles. This algorithm has efficient with high
accuracy but low latency. The general equation used for the realization
of the AF is shown below

𝛼𝑖+1 = 𝛼𝑖 + 𝑚𝜓𝑖𝛽𝑖𝜒𝑠𝑚,𝑖 (3a)

𝛽𝑖+1 = 𝛽𝑖 + 𝜓𝑖𝛼𝑖𝜒𝑠𝑚,𝑖 (3b)

𝛾𝑖+1 = 𝛾𝑖 + 𝜓𝑖𝛿𝑚,𝑖 (3c)

where 𝜓 shows the direction of a micro rotation, where direction can
be clockwise or anticlockwise. m represents the type of a coordinate
system if m = 1, then the system is circular; if m = 0, then the system
is linear, and for m = −1 system is hyperbolic. 𝑆𝑚,𝑖 is an integer that is
non-decreasing. 𝛿𝑚,𝑖 is the rotation angle. In this method, while doing
operations like addition, shift, etc., the output value is stored in LUT.

Fig. 3. Tanh and sigmoid curve with their derivatives.

2.6. Approximating activation function [29,30]

To approximating AF, the mathematical function will be approxi-
mated such as

𝑒𝑥𝑝(𝑥) ≈ 𝐸𝑥(𝑥) = 21.44𝑥 (4a)

𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) ≈ 1
1 + 2−1.5𝑥

(4b)

Similarly, the tanh function can also be implemented in the same
manner as sigmoid. This method requires fewer cycles as a comparison
to that of the CORDIC, but still, latency is high. This method requires
four cycles to implement this Sigmoid function. There are other meth-
ods, such as the range addressable look-up (RALUT) method, Hybrid
methods consisting of LUT and series. This paper has implemented an
AF based on the combinational circuit by truncated series expansion.

2.7. Vanishing gradient problem

As sigmoid and tanh functions are having non-linear behavior, the
digital implementation is complicated at all exploration points. The
problem is a significant impact on weight updates. The weight updates
rule is therefore explained in the below equation.

𝑤𝑒𝑖𝑔ℎ𝑡(𝐿) = 𝑤𝑒𝑖𝑔ℎ𝑡(𝐿) − 𝑙𝑟 ×
𝛿(𝐶)

𝛿𝑤𝑒𝑖𝑔ℎ𝑡(𝐿)
(5)

Derivative term in the weight updating equation is responsible for the
vanishing gradient problem. In Eq. (5), lr is the learning rate, C is
constant. In vanishing gradient problem derivative term shows that
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Fig. 4. Tanh function analysis and truncated error for different order of series expansion.

the number of weights and biased values updates with a very less
amount. In back-propagation, at every time, small weight gradients will
be updated. The sigmoid and its derivative is shown below represented
as:

𝜎(𝑥) = 1
1 + 𝑒(−𝑥)

& 𝜎′(𝑥) = 𝑒(−𝑥)

1 + 𝑒(−𝑥2)
(6)

Here, a large x value at the input of the sigmoid function resulting in
0, almost, i.e., when the input value w×a+ b then the output is almost
equal to 0 further, there is no updation of the weights. In sigmoid
max value reaches of derivative reaches to 0.25 as shown in Fig. 3.
Therefore, in every layer, gradients are vanishingly small, and after
this, there is no updation of the weights. Therefore it results in the
network being very far from the optimal value. Moreover, at another
hand, the Tanh function derivative ranges up to 1 as shown in Fig. 3.
In tanh, while learning, w and b are larger than that of the sigmoid,
where w is the weight and b is the bias values. The mathematical proof
is shown below in Eq. (7):

𝑚𝑎𝑥 𝜎′(𝑥) < 𝑚𝑎𝑥 𝑇 𝑎𝑛ℎ′(𝑥) (7a)

𝜎′(𝑥) = 𝜎(𝑥)(1 − 𝜎(𝑥)) ≤ 0.25 (7b)

0 < 𝜎(𝑥) < 1 𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑐𝑜𝑛𝑐𝑎𝑣𝑒 𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐 (7c)

𝑇 𝑎𝑛ℎ′(𝑥) = 𝑠𝑒𝑐ℎ2(𝑥) = 2
𝑒𝑥𝑝 (𝑥) + 𝑒𝑥𝑝 (−𝑥)

(7d)

Above equations prove that the probability of vanishing gradient is
more in sigmoid as compared with that of the Tanh.

3. Mathematical analysis and proposed digital design approach
for activation function

The design of neural network accelerators requires trigonometric
function calculations such as tanh and sigmoid. The proposed digital
design architecture enables such computation using minimum resource
utilization with maximum accuracy. The tanh function is divided into
three regions as shown in . Region I and III value can be directly
stored in the lookup table, and the remaining II region value can be
approximated according to the precision required.

3.1. Mathematical modeling and analysis for an activation function

The trigonometric hyperbolic function is shown in Eq. (8). Whereas,
the trigonometric hyperbolic function expansion in terms of exponen-
tial function is shown in Eq. (8c). Similarly, sigmoid function represen-
tation shown in Eq. (8b).

sinh(𝑥) = (𝑒𝑥 − 𝑒−𝑥)∕2 (8a)

cosh(𝑥) = (𝑒𝑥 + 𝑒−𝑥)∕2 (8b)

𝑓1(𝑥) = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) = 1∕(1 + 𝑒−𝑥) (8c)

𝑓2(𝑥) = tanh(𝑥) = 𝑒𝑥 − 𝑒−𝑥
𝑒𝑥 + 𝑒−𝑥

= 2𝑓1(2𝑥) − 1 (8d)

We compared sigmoid and tanh functions performance; both the
functions comparatively show the same characteristics. Both functions
resemble the same, and both can be implemented y = x, but tanh
converges faster than sigmoid function having the same quantized
values. The implementation of a sigmoid function in neural networks
requires bias value, which can affect the optimization values. Tanh is
used when the value of the neuron is restricted between [−1 1], then
the AF output is more likely to come between [−1 1] as shown in Fig. 3.
In contrast, it is different in the case of the sigmoid function. As shown
in the paper by LeCun et al. clearly, a strong gradient is required, and
one should avoid bias in the gradients [31]. Hence, tanh has benefits
over sigmoid function.

Hence, We explore the design technique for tanh and have imple-
mented by using combinational logic. We have used series expansion
for the implementation of an AF and truncated the series up to 11th
order to get optimum accuracy. It is observed that the accuracy is
higher at 11th order than compared with 8th shown in Fig. 4(a) and
Fig. 4(b). Tanh function is a transformation of an exponential function.
Taylor’s series expansion of exp(x) = p(x) is shown in Eq. (9a). Whereas,
for negative exponential expansion exp(−x) = q(x) is shown in Eq. (9b).

𝑝(𝑥) =
∞
∑

𝑘=0

𝑝(𝑘)(0)
𝑘!

𝑥𝑘 =
∞
∑

𝑘=0

𝑥𝑘

𝑘!
= 1 + 𝑥 + 𝑥2

2!
+ 𝑥3

3!
+⋯ (9a)

𝑞(𝑥) =
∞
∑

𝑘=0

𝑞(𝑘)(0)
𝑘!

𝑥𝑘 =
∞
∑

𝑘=0

𝑥𝑘

𝑘!
= 1 − 𝑥 − 𝑥2

2!
−⋯ (9b)

The behavior of this AF has 3 basic properties such as:

lim
𝑦→∞

𝑡𝑎𝑛ℎ(𝑦) = 1 (10a)

lim
𝑦→0

𝑡𝑎𝑛ℎ(𝑦) = 𝑦 (10b)

lim
𝑦→−∞

𝑡𝑎𝑛ℎ(𝑦) = −1 (10c)

After substituting the values and making approximations in Eq. (9)
up to 11th orders, we choose those points where our function values
changes. The Tanh function is an odd function that is symmetric
concerning 0. For implementing this non-linear AF, we will select a
positive half of the function. Using three fundamental properties of
this tanh function, we can optimize our tanh equation based on these
properties. In this, we perform a quantization process. Tanh curve is
divided into three segments.
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Fig. 5. k-map realization for proposed tanh function with a 5-bit input and 7-bit
output. In this figure d3 output has been shown.

Moreover, if the segments are more, we get more precision. So, it
is a bottleneck situation between efficiency and hardware requirement.
Suppose there are 2𝑁 quantization levels with N number of input bits,
i.e., Number of Fragmentation (NoF). N will depend upon the precision
required. The NoF and size of the one frame, i.e., 𝑄, is shown in below
Eq. (11b).

𝑁𝑜𝐹 = 2𝑁 (11a)

𝑄 = 𝐹𝑢𝑙𝑙𝑠𝑐𝑎𝑙𝑒
2𝑁

(11b)

3.2. Implementation of a tanh AF

The Tanh AF implamentation techniques proposed in the state of
the art as shown in Table 4. By selecting an appropriate sampling rate,
we find out the corresponding value of each sample using Eqs. (9a)
and (9b) in tanh function up to 11th order. Then convert this decimal
value sample into a binary value with certain fix bit-width. In this
implementation, we choose 7-bit for the encoding of the AF using 5-
bits. Then generated the k-map of the truncated tanh equation as shown
in Fig. 5. By analyzing a k-map one can easily get the min-terms or max-
terms for the implementation of a function. For example, the output d3
is shown in Eq. (12d). Similarly, we have written the remaining outputs
from the Tables 2 and 3.

The detail Implementation of a tanh function is shown in algorithm
1. After getting all these outputs, we verify the RTL code of this ap-
proximated tanh function by not considering the pair condition. It may
increase variables that result in sharing variables simultaneously, which
causes race conditions and is responsible for creating hazards. Imple-
mentation is done by using 180 nm, comparing the results with that of
the exact tanh function, and LUT-based approximation in terms of area,
power, delay, and accuracy. We have to take respective algorithms and
implement our technology node to verify our proposed AF.

𝑑0 = 𝑝0 (12a)

𝑑1 = 𝑝1 + 𝑝2 + 𝑝3 + 𝑝4 (12b)

𝑑2 = 𝑝5 + 𝑝41 + 𝑝7 + 𝑝8 + 𝑝9 + 𝑝10 (12c)

𝑑3 = 𝑝5 + 𝑝9 + 𝑝11 + 𝑝12 + 𝑝13 + 𝑝14 + 𝑝15 + 𝑝16 + 𝑝17 (12d)

𝑑4 = 𝑝18 + 𝑝19 + 𝑝20 + 𝑝21 + 𝑝22 + 𝑝23 + 𝑝24 + 𝑝25 + 𝑝26 (12e)

𝑑5 = 𝑝27 + 𝑝28 + 𝑝29 + 𝑝30 + 𝑝31 + 𝑝32 (12f)

𝑑6 = 𝑝33 + 𝑝34 + 𝑝35 + 𝑝36 + 𝑝37 + 𝑝38 + 𝑝39 + 𝑝40 (12g)

The combinational logic range of the above approximated simulated
function is shown in Eq. (13).

𝑓 (𝑥) = 𝑡𝑎𝑛ℎ(𝑥) =
𝑥 ≤ −3.5 = −1

−3.5 ≤ 𝑥 ≤ 3.5 = 𝑓 (𝑥)
3.5 ≤ 𝑥 = 1

(13)

Table 2
Tanh implementation AND plane representation.

Input(AND plane) x4x3x2x1x𝑜

p0 x4 p23 x0,x1,x3,x4
p1 x0,x1, 𝑥4 p24 𝑥0,x1, 𝑥3, 𝑥4
p2 x0,x2,x3𝑥4 p25 𝑥1, 𝑥2, 𝑥3, 𝑥4
p3 x0,x4 p26 𝑥0, 𝑥1, 𝑥2, 𝑥3, 𝑥4
p4 𝑥0,x2,x4 p27 x2,x3, 𝑥4
p5 x0,x1,x2, 𝑥4 p28 x1,x3, 𝑥4
p6 𝑥3,x2, 𝑥2, 𝑥4 p29 𝑥0, 𝑥1, 𝑥3
p7 𝑥1,x0, 𝑥4, 𝑥2 p30 x1,x3,x4
p8 𝑥0,x1, 𝑥2, 𝑥4 p31 x0,x1, 𝑥3,x4
p9 x0,x1,x4 p32 x0, 𝑥1, 𝑥2,x4
p10 𝑥1,x2, 𝑥3, 𝑥4 p33 x0, 𝑥1, 𝑥2, 𝑥3, 𝑥4
p11 x1,x2,x3, 𝑥4 p34 𝑥0,x1, 𝑥2, 𝑥3, 𝑥4
p12 x0,x1, 𝑥2, 𝑥4 p35 x0, 𝑥1,x2, 𝑥4
p13 x0, 𝑥2,x3, 𝑥4 p36 𝑥0, 𝑥1,x2, 𝑥3, 𝑥4
p14 x0, 𝑥3 p37 x0, 𝑥1,x3
p15 x1, 𝑥2, 𝑥3, 𝑥4 p38 𝑥0, 𝑥2,x3, 𝑥4
p16 x0, 𝑥1, 𝑥3, 𝑥4 p39 𝑥0, 𝑥1,x2, 𝑥4
p17 𝑥0, 𝑥1, 𝑥2, 𝑥3 p40 𝑥0, 𝑥2, 𝑥3, 𝑥4
p18 𝑥0, 𝑥1, 𝑥2, 𝑥4 p41 𝑥2, 𝑥3, 𝑥4
p19 𝑥0, 𝑥1, 𝑥3, 𝑥4
p20 𝑥1, 𝑥2, 𝑥3, 𝑥4
p21 𝑥0, 𝑥2, 𝑥3, 𝑥4
p22 𝑥0, 𝑥1, 𝑥2, 𝑥4

Table 3
Tanh Implementation OR plane Implementation.

Output(OR plane) d6d5d4d3d2d1d𝑜

d0 p0

d1 p1,p2,p3,p4

d2 p5,p41,p7,p8,p9,p10

d3 p5,p11,p12,p13,p14,p9,p15,p16,p17

d4 p18,p19,p20,p21,p22,p23,p24,p25,p26

d5 p27,p28,p29,p30,p31,p32

d6 p33,p34,p35,p36,p37,p38,p39,p40

Algorithm 1 : Implementation of a Tanh Activation Function
1: With the help of the series expansion, expand tanh
2: Depend on the precision required truncate the series. In this paper

we implemented up to 11th order.
3: Now decide the sampling rate, by 1

2𝑃 each sample size and ∀ P ∋ N
4: Required according to the accuracy P should be selected
5: Find out the corresponding function value of each sample.
6: Encode the decimal value into bits. Select a appropriate bit-width

for this implementation.
7: Now this boolean function can be expressed into canonical form.
8: Realization in SOP and POS form and design a circuit with the help

of OR and AND plane.

4. Results and discussion

The validation of the proposed method is verified by using the
LeNet neural architecture model using the Keras library, and perfor-
mance parameters are extracted for experimental analysis at a 180 nm
technology node
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Table 4
Reference activation functions and their design techniques and features.

AF model Technique & Features Acronyms

1 By storing activation function value directly in LUT or ROM based implementation [20] LUT
2 Storing parameters value used in the model of activation function [23] LUT-P
3 Series expansion method based on LUT approach [24] LUT-S
4 Piece-wise linear function and then its implementation [32] PWL
5 CORDIC based Configurable activation function [13,33,34] CORDIC
6 Implementation using stochastic computing [35] SC
7 Proposed method by truncated the series and then implement with the help of a combinational circuit. Proposed

Table 5
Implementation of AF using various algorithms with the help of 180 nm technology node at 0.1 GHz.

Quantization
level

Area
(μm2)

Leakage
power (nW)

Delay
(ns)

Energy
(nJ)

EDP
(ns × nJ)

ADP
(ns × μm2)

LUT[20] 3014.85 30.95 2.42 74.89 181.23 7295.93

LUT-P [23] 2789.12 26.82 2.65 71.07 188.23 7391.17

LUT-S [24] 2353.21 18.92 2.92 55.24 161.30 6871.37

PWL [32] 2052.31 19.27 3.01 58.00 174.58 6177.45

CORDIC [33] 2825 119.40 8.87 1050.72 9319.88 25057.75

SC [35] 4150.81 132.42 9.82 1300.36 12769.57 40760.95

Proposed 1024.04 10.51 2.86 30.06 85.97 2928.75

Fig. 6. Performance analysis and comparison: (a) Comparison of various designs implementations in terms of energy, EDP, ADP. Ratio were computing by taking smallest value
as 1. (b) Figure of merit for different algorithms for implementation of a AF.

4.1. Resources utilization

The experimental evaluation is carried out using RTL of the pro-
posed design, and state-of-the-art architectures are synthesized us-
ing design vision-Synopsys. Results are produced by Design Compiler-
Synopsys at 180 nm technology node. The LUT technique is based
on piece-wise linear implementation, whereas stochastic computing
and CORDIC-based methods are approximate with respect to iterative
computation [33]. The approximate technique has some degree of
error. Moreover, with increasing the bit-precision and iterations of
computation, the degree of error can be decreased. Hence, the physical
parameters are given at 180 nm for 8-bit precision memory element
(LUT) based architecture. In stochastic computing-based architecture
has a minor degree of error for 8-bit and higher precision, and in
CORDIC architecture, computational accuracy is increased with higher
precision (16-bit and higher bit) representation. Hence, we selected the
8-bit and 16-bit precision for stochastic computing and CORDIC-based
architecture. The parameters are extracted and compared as shown
in Table 5. Moreover, based on those bit precision, we have calculated
the test accuracy and baseline error for the CIFER-10 dataset as shown
in Table 11. The proposed method occupies less area than that of the

other reference methods as shown in the Table 5. The area of the
proposed design is reduced by 66.03% as compared with LUT based
method, and 63.28%, 56.48%, and 50.01% are compared with LUT-P,
LUT-S, PWL methods, respectively. Moreover, among all methods, the
SC and CORDIC have less accuracy and more baseline error areas than
other techniques.

4.2. Power and delay analysis

In the proposed method, power is reduced approximately up to
3× as compared with the conventional LUT-based approach. Power is
reduced by 66.04%, but the delay is slightly increased by 18.18% as
compared with the LUT-based approach. If we consider the piece-wise
linear (PWL) approach, then power and delay are reduced by 45.46%
and 4.98% respectively. The area-delay-product (ADP) and the energy-
delay-product (EDP) is shown in Fig. 6(a). It shows that proposed
method has lower energy, EDP, and ADP as compared with that of the
proposed methods as shown in Table 5.
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Table 6
Implementation of AF using different quantization Level effects on Tanh with the help of 180 nm technology node at 0.1 Ghz.

Quantization level Area (μm2) Leakage power (nW) Delay (ns) Energy (nJ) EDP (ns × nJ) ADP (ns ×μm2)

5_7 1024.04 10.51 2.86 30.06 85.97 2928.75
5_8 1289.12 16.82 2.95 49.62 141.91 3802.90
5_6 1001.21 11.92 2.42 28.85 69.82 2422.93
4_8 995.18 9.11 2.21 20.13 44.49 2109.78
4_7 982.12 8.99 2.12 19.06 40.41 2082.09

Fig. 7. Absolute relative error of the proposed AF with respect to the exact tanh fun-
ction.

Fig. 8. Comparison between different Quantization level.

4.3. Figure of Merit (FOM)

Here the proposed figure of merit is expressed as Eq. (14). Where
A𝑛𝑜𝑟𝑚 is the normalized area, P𝑛𝑜𝑟𝑚 is normalized power and D𝑛𝑜𝑟𝑚 is the
normalized delay.

𝐹 𝑖𝑔𝑢𝑟𝑒 𝑜𝑓 𝑀𝑒𝑟𝑖𝑡 (𝐹𝑂𝑀) = 1
𝐴𝑛𝑜𝑟𝑚 × 𝑃𝑛𝑜𝑟𝑚 ×𝐷𝑛𝑜𝑟𝑚

(14)

The 𝐹𝑂𝑀 of AF for various methods including proposed technique is
shown in Fig. 6(b). From the results observed that the proposed design
has lower Energy, EDP, and ADP and higher 𝐹𝑂𝑀 compared with the
other implementations; the proposed circuit consumes less power and
high performance with a lower area overhead. Since. The proposed
circuit is well suited for deep neural network applications.

Table 7
Implementation of AF using various algorithms with the help of 180 nm technology
node at 0.1 GHz with quantization level 5_7.

AF model Area (μm2) Leakage power (nW) Delay (ns)

ReLU 895.21 9.12 1.82
SWISH 1031.21 11.21 3.12
ELISH 1028.12 10.98 2.99
ELU 995.29 10.55 2.88
SELU 994.21 10.41 2.78
Tanh 1024.04 10.51 2.86

Table 8
Summary of datasets (MNIST and CIFAR-10).

Datasets Training set Test image set Output Image pixel

MNIST 60K 10K 10 28 × 28
CIFAR-10 60K 10K 10 32 × 32

4.4. Error analysis

This section analyzes the maximum average error and relative error
for the proposed AF algorithm. In this paper, tanh has symmetry
property; we have shown these errors for the positive half of the graph.
As shown in Fig. 4(b), the absolute error is maximum at 8th order as
compared with 11th order. The absolute error of 11thorder is calculated
using Eq. (15a), where x𝑎 is the true value and 𝑥𝑏 is the approximate
value. This is why choosing the 11thorder tanh function as an AF.

𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 = ∣ 𝑥𝑎 − 𝑥𝑏 ∣ (15a)

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 = 𝐴𝑣𝑔 ∣ 𝑥𝑎 − 𝑥𝑏 ∣ (15b)

Average error of 11thorder is calculated by using Eq. (15b). The
average value comes out to be 0.048% which is very small compared
to that of the 8thorder having a value of 0.38. The Relative error is
calculated using an Eq. (16a). It is observed that the relative error is
more for lesser order as a comparison with that of the higher-order
is shown in Fig. 7. The average relative error is estimated by using
Eq. (16b) for 11thorder is 0.52 % and for 8thorder 57.28 %. Therefore,
seeing these errors, we have truncated the series by 11thorder.

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 =
∣ 𝑥𝑎 − 𝑥𝑏 ∣

∣ 𝑥𝑎 ∣
(16a)

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 = 𝐴𝑣𝑔
∣ 𝑥𝑎 − 𝑥𝑏 ∣

∣ 𝑥𝑎 ∣
(16b)

4.5. Different quantization level effects on tanh

The Tanh is implemented using various quantization levels with
the help of series expansion and then convert into the combinational
design. In this paper, for the comparison, we have chosen 5-bit input
and 7-bit output (5_7), 5-bit input 8-bit outputs (5_8), 5-bit input 6-bit
outputs (5_6), 4-bit input 8-bit outputs (4_8), 4-bit input 7-bit outputs
(4_7). In Table 6 there is a comparison with different quantization lev-
els. It shows that 5_7 has more area but better performance parameters
than the lower quantization level. The accuracy and other physical
performance parameters are shown in Fig. 8.



Microprocessors and Microsystems 84 (2021) 104270

8

G. Rajput et al.

Table 9
Experimental results using LeNet architecture after customizing AF for MNIST
dataset.

AF deign Baseline error (%) Test accuracy (%) Compute time (s)

LUT 1.98 98.62 348
LUT-P 2.02 98.94 352
LUT-S 3.92 98.82 421
PWL 4.25 98.71 361

CORDIC 5.15 97.98 429
SC 6.12 97.81 435

Proposed 3.48 98.92 249

Table 10
Experimental results at different quantization level using LeNet architecture after
customizing AF for MNIST dataset.

Activation function Baseline error (%) Test accuracy (%)

5_7 3.48 98.92
5_8 2.01 98.99
5_6 3.52 98.81
4_8 5.82 98.12
4_7 4.62 97.98

4.6. Implementations of other non-linear activation functions

This section has implemented other famous AFs using the above-
described implementation using combinational logic and series expan-
sion. Table 7 shows the implemented results of various AFs such as
ReLU, SWISH, ELISH, ELU, SELU. For the implementation of these AFs,
we have taken 5_7 as a quantization level. We can implement any
non-linear function by the method described in the Algorithm. 1. by
selecting the appropriate quantization level. This method applies to all
the AFs.

𝑆𝑊 𝐼𝑆𝐻 = 𝑥∕(1 + 𝑒−𝑥) (17a)

𝑅𝑒𝐿𝑈 =
{

0 for 𝑥 < 0
𝑥 for 𝑥 ≥ 0

(17b)

𝐸𝐿𝑈 =
{

𝛼(𝑒𝑥𝑝(𝑥) − −1) for 𝑥 ≤ 0
𝑥 for 𝑥 > 0

(17c)

𝑆𝐸𝐿𝑈 = 𝜆
{

𝛼(𝑒𝑥𝑝(𝑥) − −1) for 𝑥 ≤ 0
𝑥 for 𝑥 > 0

(17d)

𝐸𝐿𝐼𝑆𝐻 =
(𝑒𝑥 − 1)
(1 + 𝑒−𝑥)

𝑜𝑟 𝑥
(1 + 𝑒−𝑥)

(17e)

5. Experimental analysis and validation

We have performed experiments based on the MNIST and CIFAR-
10 dataset on the LeNet architecture model for benchmark analysis.
Summary of datasets is shown in Table 8.

5.1. Experiment 1: MNIST

The MNIST dataset is the benchmark dataset for image classification
[36,37]. It consists of a 60 thousand training set with a test set of

10 thousand, which has 28 × 28 grayscale representation which has
a range between 0 to 9. This MNIST data is trained with the help of
the LeNet architecture model using the Keras module. Training over
epochs using the proposed architecture of 𝑇 𝑎𝑛ℎ AF for MNIST dataset
on LeNet architecture is shown in Fig. 9. For 11th order the Baseline
error is 3.48%. Whereas, for the exact tanh AF, the baseline error is
1.98%, which is less than the proposed one. However, we can trade-
off by seeing the overall performance matrix in terms of hardware
implementation such as area, power, and Delay.

The experimental analysis of a customized AF in the LeNet model is
shown in the Table 9. We have chosen the same batch size and epochs
for all the AF designs. Although the baseline error of the proposed one
is higher in comparison to the LUT and LUT-P method and test loss is
also higher. The Proposed method has an optimum accuracy with lower
computation time. In this paper, we have chosen inference time for the
computation. However, if we talk about hardware designs and their
implementation proposed algorithm is better than other comparisons
in terms of energy and accuracy trade-off. Experimental analysis of
various quantization levels shown in Table 10 on LeNet architecture
using the MNIST dataset.

5.2. Experiment 2: CIFAR-10

The CIFAR-10 dataset is used as a benchmark for image classifi-
cation. It consists of a training set of 60 thousand and a test set size
of 10 thousand. In this CIFAR-10, each instance has size 32 × 32
colored images of birds, automobiles, dogs, frogs, etc. For validation
of our customized AF. We choose the CIFAR-10 dataset on the LeNet
model as shown in Table 11. We have fix batch size and epoch 25 and
100, respectively, for all the methods. The Table 11 shows that the
baseline error of the proposed one is a little bit higher but has good
computation time and accuracy. We see these results proposed that
implementing an AF is good enough in terms of all the performance
parameters. Experimental analysis of various quantization levels as
shown in Table 12 on LeNet architecture using CIFAR-10 dataset.

6. Conclusion

A new approximation method for the implementation of a tanh was
proposed in this paper using purely combinational logic design. We
showed the implementation and its comparative studies with various
other approximation techniques. Based on the quantization level, the

Table 11
Experimental results using LeNet architecture after customizing AF for CIFAR-10
dataset.

AF deign Baseline error (%) Test accuracy (%) Compute time (s)

LUT 6.02 69.02 352
LUT-P 6.03 67.99 361
LUT-S 7.42 68.72 412
PWL 6.12 69.63 392
CORDIC 7.25 66.12 418
SC 7.92 66.02 421
Proposed 6.92 68.99 273
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Fig. 9. MNIST dataset on LeNet architecture using customizing AF.

Table 12
Experimental results at different quantization level using LeNet architecture after
customizing AF for CIFAR-10 dataset.

Activation function Baseline error (%) Test accuracy (%)

5_7 6.92 68.99
5_8 7.12 70.85
5_6 7.59 67.92
4_8 9.82 65.24
4_7 9.12 66.23

proposed model has little effect on accuracy. The hardware imple-
mentation of the proposed AF is realized using 180 nm for further
evaluation in terms of area, power, and delay. FOM of the proposed
design is 3.5× as compared to the prior arts. Experimental results on
the LeNet model for MNIST and CIFAR10 dataset also show that the
proposed design has also optimum accuracy.
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This century is known for exponentially growing population and development but with 
huge waste production. The waste produced requires land, labour and capital to for 
treatment and disposal of such huge amount of waste. In India, people throw or 
consider it as waste after single use so Indian waste can be good resource for recovery 
of various products. The waste produced is difficult to manage using conventional 
methods and is ever increasing, blocking essential land that has become an expensive 
commodity in today's world. This work explores the current practices of the various 
waste management initiatives and a critical assessment of traditional waste to energy 
procedure adopted in India. It gives an overview of the various waste management 
systems in India.  Suggestions for improving the health of society, waste management 
processes, process performance, environmental assessment parameters to plasma 
gasification,-an alternate waste to energy has been also discussed. Recommendation has 
been made for the micro-waste plant to solve the waste challenges.  
 

Contribution/Originality: The main contribution of the paper is to assess waste management in India and 

certain waste emerging innovations –Waste to Energy, which are technically applicable and relevant. It also 

addresses how the use of advanced waste technologies like plasma can be a way of achieving a circular economy as 

well as less environmental impact.  

 

1. INTRODUCTION 

Energy is one of the foods for technical or economic development of human beings.  Rapid increase in 

population has resulted in huge demands for energy to for material production. Such thrust for energy and to 

recover more energy requires technological exploitation of energy resources (Ramos & Rouboa, 2020; Young, 

2010). The materials byproducts are related to waste, an inevitable by-product of industrial production. The 

exponentially growing population has increased the waste production to many fold.  Although waste is shown to be 

a non-essential qualitative component of industrial production, the quantitative scope of waste can vary according 

to the degree of (in)efficiency with which these processes are operated within certain limits. Over the years, the 

invention of new products, innovations and facilities has altered the quantity and quality of waste. Waste 

characteristics do not only depend on income, culture and geography but also on a society's economy and situations 

like disasters that affect that economy (Ionescu et al., 2013; Kumar, Khare, & Alappat, 2002; Kumar, 2014; Kumar, 
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Kumar, & Singh, 2020; Kumar & Samadder, 2017; Leena, Sunderesan, & Renu, 2014; Rawat, Kaalva, Rathore, 

Gokak, & Bhargava, 2016; Vats & Singh, 2014; Vats & Singh, 2014).  

 

Table-1. MSW waste  estimate with population.  

Year Population 
(in million) 

Total waste generation 
(million 

MT/year)(@0.4kg/capita/day) 

Total waste generation 
(million MT/year) 

(@0.6kg/capita/day) 

2015 1310.15 191.2819 286.9229 
2020 1381.59 201.7121 302.5682 
2025 1450.52 211.7759 317.6639 
2030 1503.64 219.5314 329.2972 
2035 1553.723 226.8436 340.2653 
2040 1592.69 232.5327 348.7991 
2045 1620.61 236.6091 354.9136 
2050 1639.17 239.3188 358.9782 

Note:  *population data from worldometer web. 

 

Waste challenges in metropolitan centers include the growing challenge of acquiring expensive land for 

disposal, producing emissions from waste treatment and disposal, etc (Sharma & Shah, 2005; Vats & Singh, 2014). 

The disposal of waste has caused resource depletion and the huge cost involved in waste processing and 

transportation.  

Established processes for the collection, transport and treatment of solid waste are mired in confusion in India. 

Uncontrolled waste disposal has created overflowing landfills on the outskirts of neighborhoods, which are not only 

very difficult to retrieve due to haphazard dumping practices, but can have significant environmental effects in 

terms of water contamination, land degradation and air pollution that lead to global warming. Environmental 

degradation is taking place and organizations that are responsible for environmental management are facing many 

problems and challenges. Uncontrolled waste disposal and unsustainable waste management not solely harm the 

atmosphere, but conjointly have an effect on human health (Central Pollution Control Board (CPCB), 2004; Jha, 

Singh, Singh, & Gupta, 2011; Kumar & Samadder, 2017). The new scheme relies on the storage and transport of 

mainly mixed, unsegregated waste.  

The 5R solution - Recycling,  Reduce, Reuse, Refuse, Recover, Residual Management with sustainable disposal 

of residual waste in science-based landfills is grossly ignored (Abhishek & Mukherjee, 2019; Alam & Ahmade, 2013; 

Anubhav, Abhishek, & Durgesh, 2012; Cleary, 2009; Kumar et al., 2017; Nandan, Yadav, Baksi, & Bose, 2017; 

Otitoju & Seng, 2014; Srinivas, 2007; Sudha, 2008; UN, 2000; World Energy Council Report, 2013; Young, 2010). 

This work explores the solid waste production status and its environmental and financial impact on Indian cities.  

This study  also analyses the growing number of municipal solid waste (Kumar et al., 2016; Sudha, 2008; World 

Energy Council Report, 2013) the changing nature of municipal solid waste, from biodegradable waste, dry waste to 

the increasing volume of plastic in the waste (Cleary, 2009; Devi & Satyanarayana, 2001; Hargreaves, Adl, & 

Warman, 2008; Indo-UK Seminar Report, 2015 ; Jha et al., 2011; Kumar & Samadder, 2017). 

This work also presents the sources of waste-to- energy / energy-from-waste conversion technology for the 

solid waste sector. Laws for sustainable solid waste disposal have already been set in motion, but a big obstacle is 

the need to plan and maintain the scheme and ensure implementation of the rules (Sharma & Shah, 2005; Vats & 

Singh, 2014).  

In addition to providing some mitigation options to respond to the growing problem, current governments 

recommend publicly-engaged frameworks to ensure that the framework is financially sustainable. There are many 

cleaner technologies for dealing with waste but lack of knowledge and public awareness makes waste management a 

menace. Public participation is required to deal with the generated waste at source itself.   
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2.  MUNICIPAL SOLID WASTE IN INDIAN CONTEXT 

India, the second most populated country in the world and one of the fastest-growing economies, is 

experiencing unprecedented growth in its industrial sector and is undergoing rapid urbanization. The population of 

India is approximately 1.3 billion and experts believe that each day a single person is generating 450 grams of 

waste (Central Pollution Control Board (CPCB), 2000, 2004; Kumar et al., 2016). 

Current rate of municipal waste projection as per population growth is shown in Table 1. The study predicts 

that MSW generation will reach 219- 330 million MT/year by 2030 and 240-358 million MT/year by 2050. Much 

variability of per capita waste generation is found in accordance with the size and class of the cities. As per CPCB 

report, in 2012, 1,27,486 tons per day of MSW is being produced from household activities and other commercial & 

institutional activities (Abhishek & Mukherjee, 2019; Kumar et al., 2016; World Energy Council Report, 2013).  

 

 
Figure-1. Waste composition with different income class. 

       Source: Kumar and Samadder (2017). 

 

There is no difference in the types of waste generated in the physical characterization data of MSW in 

metropolitan cities of India for the last 2 decades, although there is an increase in the quantity of waste produced. 

Figure 1  show that the urban MSW in India can be classified as 40-50% biodegradables, 15-20% recyclables and 

31% of inert wastes with moisture content of 47% and average calorific value of 7.3 MJ/k  (Jha et al., 2011; Kumar 

et al., 2017; Kumar et al., 2020; Leena et al., 2014).  

 

 
Figure-2. Changing waste scenario. 

                             Source: Abhishek and Mukherjee (2019); Nandan et al. (2017); Paulraj, Bernard, Raju, and Abdulmajid (2019).  
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The 20th century has led to drastic change in the type of waste produced as shown in Figure 2. Earlier, there 

were large quantity (70-80%) of biodegradable waste but there is only 45-50% of biodegradable waste and 50% of 

other waste including plastic, paper, hazardous, biomedical etc (Abhishek & Mukherjee, 2019; Nandan et al., 2017; 

Paulraj et al., 2019). Higher consumerism, rapid population growth with unplanned urban development, and 

lifestyle changes have led to increased volumes in solid waste as well as more plastics and certain inorganic 

materials contents. 

The generated waste engagement is not a new cup of tea, but a long pending and ignore field in view of   low 

quantity. The rapid increase in population and industry has grown as shown in data table. The searches for new and 

new technology   are in force, as it has started affecting the human beings. The method like composting, bio 

methanation and combustion are few oldest methods for waste treatment in India, but limited to organic waste like 

food / plant material.  They basically target organic waste   biological decomposition   with /without the presence 

of oxygen, e.g.  bio-methanation, combustion.  The biggest advantage of such technique is that it does not only 

reduce nature affecting gas like methane, but also generates – a powerful greenhouse gas. It can simultaneously 

generate electricity, cooking gas and inert residue which can be used as manure.  One of the biggest limitations of 

these processes is the long and spacious process.  Therefore, their rate   of treatment fails to target the amount of 

waste generated, and men has  started using the landsite near /outside man colonies for waste treatment and safety 

issues. Land filling has emerged as one of the cheapest and easiest methods of SWM; burns on low level areas are 

target areas of dumping solid waste thus leveling the ground for useful purpose.  Neither manmade technologies 

nor nature is capable to treat this huge quantity of waste. The escaped harmful gases and products have started   

affecting the environment and mankind.    

The traditional solid waste management processes, such as composting, bio-methanation and land filling, suffer 

from the disadvantage of environmental   deterioration and space problem, as composting and bio-methanation 

requires large area for treatment and it takes long period of time. For land disposal of solid waste, India needs 1,240 

hectares of extra valuable land every year to include untreated solid waste. As per report published by Ministry of 

Urban Development, government of India, 2014, Solid waste produced was 133000 MT/day, Total waste collected 

is 91000 MT/day, waste littered 42000 MT/day, from the collected MSW 26000MT/day is treated and 66000 lakh 

MT/day landfilled (crude dumping). The  waste generated is 133000 MT/day  and     waste collected, treated , 

littered and  land filled has  been  shown in Figure 3. 

 

 
Figure-3. Current municipal waste management. 

                                 Source: Central Pollution Control Board (CPCB) (2000) and Central Pollution Control Board (CPCB) (2004) and Satpal (2020). 
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Figure 4 show a comparisons of various state waste segregation in  % .  

 

 
Figure-4. State wise percentage wast segregation. 

Date Source:  Central Pollution Control Board (CPCB) (2000) and Central Pollution Control Board (CPCB) (2004) and Satpal (2020); Sudha (2008). 

 

The calorific value of Indian municipal waste ranges from 800 Kcal to 1100 Kca and moisture content 40% to 

50% .The traditional techniques are time taking processes so heap/ mountain of waste has formed which has 

affected the aesthetic beauty of the city; and in these processes, foul smell is produced and also contributed to many 

environmental problems, such as global warming, ozone depletion, human health hazards, ecosystem damages, 

abiotic resource depletion, etc. (Khandelwal, Dhar, Thalla, & Kumar, 2019). This further leads to a lack of public 

approval for new waste management sites. The existing landfill sites in mega cities like Delhi, Kolkata and Mumbai 

have dangerously exceeded their capacity already. Moreover, the traditional waste disposal technique by landfill is 

considered the most unfavorable route in the waste management hierarchy, as it wastes valuable land and gives rise 

to Green House Gases (GHG) emissions, primarily methane (Khandelwal et al., 2019).  

 

3. MODERN TECHNOLOGIES FOR MUNICIPAL SOLID WASTE MANAGEMENT (MSWM) 

The various studies have been conducted on traditional waste management methods based on cost of the 

technology, environmental impact assessment, life cycle etc. Top 5 cities in waste processing is shown in Figure 5  

(Satpal, 2020). The performance of applied methods is based on their geographical location, and input waste type. 

All the traditional technologies have shortcomings of waste generation, time required and ash content produced so 

there is a need of technological advancement in this field which can overcome all these limitations.  

 

 
Figure-5. Top 5 cities in waste processing (JAN, 2020). 

                    Source: Central Pollution Control Board (CPCB) (2000) and  Satpal (2020). 

 



International Journal of Sustainable Energy and Environmental Research, 2021, 10(2): 58-68 

 

 
63 

© 2021 Conscientia Beam. All Rights Reserved. 

The various methodologies for waste to energy (WtE) have evolved from combustion, gasification, incineration 

(Table 2). The different processes of thermo chemical treatment, such as composting, incineration, pyrolysis, etc., 

are an essential component of the management system of sustainable integrated municipal solid waste (MSW) 

(Kumar & Samadder, 2017; Otitoju & Seng, 2014; Sudha, 2008). Thermal treatment plants can in fact convert MSW 

into different energy forms, such as electricity and heat for both utilization in industrial facilities or district heating 

(Kumar, 2013; World Energy Council Report, 2013; Young, 2010). The advancement in technologies for solid 

waste management cannot limit generation of waste, the only possible solution can be to help nature to convert 

waste into natural components. From combustion, gasification, incineration to plasma technology (Abhishek & 

Mukherjee, 2019; Paulraj et al., 2019) various waste-to-energy (WtE) methodologies have emerged. All WtE itself 

needs additional material and energy resources and waste as a resource and contributes in absolute terms to a 

decrease in per capita waste generated (Devi & Satyanarayana, 2001).  Table 2 show such  WtE  plants with energy 

generation in various Indian cities. 

 

Table-2.  Modern technologies for Municipal Solid Waste Management. 

 Combustion Land filling Incineration Gasification Pyrolysis 

Aim of the 

process  

Waste to high T 

flue gases 

Maximize 

waste 

decomposition,  

Waste conversion 

to high temperature  

Waste to high 

heating value flue 

gases  

Max. thermal 

decomposition 

of solid  

Flue  Gases CO2,  H2, CO, 

H2O and 

particulate 

matter. 

CO2 and CH4 CO 2 and H2O CO, H2, CO 2 , H2O 

and CH4 

CO, H2, CH4 

and other 

hydrocarbons 

Operating 

condition 

reaction 

environment 

Oxidant amount 

larger than  

required) in 

presence of air. 

Oxidizing at 

the upper 

layer and 

reducing 

beneath the 

surface. 

Oxidant amount 

larger in presence 

of air between 

850oC and 1200oC 

Lower oxidant in 

oxygen enriched air, 

steam 

Between 550oC and 

900o C  

(in air gasification) 

 and 1000-1600 o C 

Total absence 

of any oxidant 

between 500oC 

and 800oC 

Pressure    P Atmospheric  Atmospheric  Generally 

atmospheric 

Generally 

atmospheric 

Slight over-

pressure 

Pollutants CO2, H2, CO, 

H2O and 

particulate 

matter. 

CO2, CH4, 

SOx, NOx  H2, 

CO, H2O & 

particulate 

matter. 

SO2, NO2, HCl, 

PCDD/F, 

particulate 

H2S,  HCl, COS,NH3, 

HCN, tar, alkali,  

particulate 

H2S,  HCl, NH3, 

HCN, tar,  

particulate 

Ash Large amount of 

ash is produced. 

No ash Ash – ferrous, non-

ferrous metals and 

inert materials for 

sustainable 

utilization.  

Vitreous slag that can 

be utilized as 

backfilling material  

Non- negligible 

carbon content  

Gas 

cleaning 

- - Can be made under 

emission limits  

Possible to have clean synthetic gas to 

meet the standards of chemicals 

production processes or with  high 

efficiency energy conversion devices 

Waste 

reduction 

(w/w) 

60% 10-20% 70% 82% 84% 

Ash 

production 

Yes No Yes Yes Yes 

              Source: Abhishek and Mukherjee (2019); Paulraj et al. (2019);  Kumar et al. (2020);  Young (2010). 

 

As per 2020 study, almost every state process waster  for WtE and  Figure 5 show top 5  waste processing 

cities.  Owing to the increasing collection, recycling and reuse of waste are economically viable choices since a large 

portion of the waste management budget is used to collect and transport waste (Devi & Satyanarayana, 2001; 
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Khandelwal et al., 2019). Such utilization establishes waste as resources and contributes to the circular economy as a 

key. Thus, parameters such as the investment, the return period and the monetary revenue constitute challenges to 

overcome so as to implement this environmentally favorable technique.        

 
Table-3. Operating WtE plant in India 

Operatonal WtE plants in India 

Location Developer Capacity 
(TDP) 

Electricity Generation 
(MW) 

Delhi-Okhla Jindal 1950 16 
Delhi- Gazipur IL&FS 1300 14 
Delhi- Bawana Ramky 2000 24 

Hyderabad Ramky 2400 20 
Hyderabad IL&FS 1000 11 

Chennai Essel 300 2.9 
Jabalpur Essel 600 0.9 
Shimla Elephant Energy 70 1.75 

                Source: Municipal bodies of different cities/ miscellaneous. 

 
Figure-6. Cities coverd in swachh survekshan. 

                             Source:  Kumar (2013); Rada, Istrate, and Ragazzi (2009), Central Pollution Control Board (CPCB) (2000) and  Satpal (2020). 

 

4.  MSW SOCIAL APPROACH  

The various waste planning approaches are based on waste generation quantities, local waste characteristics, 

local geographical conditions, land accessibility and other relevant criteria. The large volume of waste places special 

emphasis on community or stakeholder contribution and inter-departmental coordination at the local-authority 

level to ensure implementation success. The easiest way to reduce waste reaching landfill sites is by involving more 

stakeholders like NGOs, local people and other organizations. This can be achieved by spreading education and 

awareness among people about waste as resource, it will help in saving money (Kumar, 2013; Rada et al., 2009). 

In this context, various Indian government Initiatives for waste management like Urban Infrastructure 

Development Scheme for Small & Medium Towns (UIDSSMT), “Recycled Plastics Manufacture and Usage Rules 

(1999), The Plastics Manufacture and Usage (Amendment) Rules (2003), Central Pollution Control Board (CPCB), 

Non-biodegradable Garbage (Control) Ordinance, 2006, Municipal Solid Wastes (Management and Handling) 

Rules, 2000, Swachh Bharat Mission(2014) , Solid Waste Management Rules (2016),  are  few  of them. The 

government  of India  also  understand  the  importance  of  public participation  either at  source level or  

management level so public participation has increased from 2016-2020 in Swachh Survekshan (Satpal, 2020) as 

shown in Figure 6.  The sustainable waste management of solid waste without public participation is not possible.  
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5.  PLASMA TECHNOLOGY AS AN ALTERNATIVE FOR INDIAN MSW MANAGEMENT 

Plasma is the ionized state of matter and is created through the application of energy sourced from electric 

discharges of frequencies ranging from Direct Current (DC) to the optical range. It is formed whenever ordinary 

matter is heated over few thousand degree C, which results in electrically charged gases or fluids.  The various 

developing countries have started using plasma as a   most feasible solution to the impending and escalating waste 

management crisis from household waste to other hazardous wastes such as medical wastes.  The plasma treatment 

is based on their high temperature, intense and non-ionising radiation nature. Thermal plasmas can be used to treat 

all kinds of waste streams, be it solid such as regular MSWs, liquid such as urine or poisonous gases. Due to the 

high temperature and high energy density generated by thermal plasma, a large throughput can be accommodated 

with a small scale reactor. The high flux densities generated by the plasma at the reactor boundaries lead to a rapid 

attainment of steady state conditions, effectively reducing the start-up and shutdown times. The plasma for MSW is 

effective in two forms. - Plasma pyrolysis and Plasma gasification (Kumar et al., 2020).  

Plasma pyrolysis is the combination of  thermal-chemical properties of plasma with the pyrolysis process. It  

completely decomposes waste material into simple molecules with use of extremely high temperatures of plasma-arc 

in an oxygen starved environment. This technology is particularly appropriate for treatment of solid waste and can 

also be employed for destruction of toxic molecules by thermal decomposition. Unlike incinerators, segregation of 

waste is not required in this process. Another advantage of plasma pyrolysis is the reduction in volume of waste, 

nearly 95%. The numerous advantages of plasma technology it is evident that in the near future, plasma pyrolysis 

reactors will be widely accepted for toxic waste treatment. The quantity of toxic emissions (dioxins and furans) is 

much below the accepted emission standards and does not require segregation of hazardous waste. In addition, the 

disease causing micro-organisms are completely killed and there is a possibility to recover energy. 

In plasma gasification, waste is heated to temperatures anywhere from about 1000–15,000°C (1800–27,000°F), 

but typically in the middle of that range, melting the waste and then turning it into vapor. The end result is the 

production of synthetic gas (syngas), composed pre-dominantly of carbon monoxide and hydrogen, although certain 

percentage of carbon dioxide and hydrochloric acid are present, along with vitrified slag which contains molten 

form of all the inorganic components such as metal scrap present in the MSW feed along with any residual toxic 

components in inert form. The syngas can be piped away and burned to make energy (some of which can be used to 

fuel the plasma arc equipment), while the "vitrified" (glass-like) rocky solid can be used as aggregate (for road 

building and other construction). Plasma gasification used for MSW would require no sorting of materials, 

eliminate the need for landfills, remove long-haul trucking from our roads and be financially viable. Syn gas can also 

be converted into high-value products such as highly pure hydrogen, fuels, and other valuable chemical compounds. 

Plasma is the sole source of heat in both technologies. No combustion takes place and the end result is the 

production of synthetic gas (syngas).In fact, the syngas may be contaminated with poisonous gases such as dioxins 

that must somehow be scrubbed out and disposed of, although some contaminated material may also be found in the 

rocky solid.  Such revenue generation can make it financially viable (Kumar et al., 2020). Plasma gasification used 

for MSW would require no sorting of materials, eliminate the need for landfills, remove long-haul trucking from 

our roads and be financially viable.  

 

6.  PLASMA TECHNOLOGY ASSESSMENT 

The plasma technology has many challenges such as high installation cost, moderated community readiness 

level, requirement of proper waste sorting less popular, limited process understanding. Because of congested and 

narrow roads, no single collection mode is effective, economical and efficient in India. Because of the heterogeneity 

of urban waste, the process of selecting the right waste disposal method is complex. Appropriate method of waste 

disposal can save money and avoids future problems. The cost of plasma technology is relatively high as compared 

to other technologies but the cost can be balanced with the revenue generation by selling of the products such as 
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electricity generation from syn gas. This technology is solving many problems such as ash disposal. All 

technologies require land for ultimate disposal of waste but plasma technology is returning all material in atomic 

form back to the nature/environment.  

The rapid increase in population is also affecting the electricity demand of the country. The current available 

energy supply is much lower than the actual energy demand for consumption in many of the developing countries. 

At present, major source of energy throughout the world is fossil fuels that meet the demand of approximately 84% 

of the total electricity generation. With the use of plasma technology, the generated electricity can serve as a 

potential to overcome the energy demand and load on fossil fuels. The Plasma gasification technology is relatively 

new and  people have limited awareness about the technology also people have various safety concerns about its 

extreme process conditions so it was rated at a moderate community readiness level. These observations may also 

be due to plasma gasification being a relatively new technology for waste-to-value processing and waste 

management, the current lack of standards and government regulations, a limited number of prototype units, and 

scepticism of environmental effects of the technology. From a practical point of view, it is necessary for plasma 

gasification to have higher levels of CRL and general public approval. Regardless of how sound its technical concept 

is, if the public is concerned about the technology then politicians, companies, or end-users will be less motivated 

towards the implementation of such a technology. 

Public readiness can be improved by spreading public awareness about waste to value technology. Health 

equipments and kits can be developed for the operator to make it safe for health of the people working on the plant. 

Technology readiness levels  assessment   examine  a  technology based on  requirement, concept and  capabilities 

on a  scale  of  0 to 9  with  9 being the most mature technology.  The  plasma   gasification technology  is  rated  

moderate to high as  it partially achieved  the first eight  levels  of  TRL.   

All technologies require large area for installation, operation and transportation of waste. To overcome this 

problem, small plants of plasma technology can be in-situ installed. The small plasma technology plant can be 

installed at a community level or it can be installed in hospitals etc. this will reduce the cost of transportation as 

well as reduce the traffic on roads from trucks transporting waste. The products can be utilized at the community 

level itself or it can be sold in market. All technologies have pros and cons related in their application. Considering 

all the fields and cost to benefit ratio, plasma technology can be said as suitable option for treatment of all type non-

biodegradable waste in India.  

 

7.  DISCUSSION 

The amount of MSW produced in India is rapidly increasing because of  population increase and lifestyle 

change. The utilization of traditional methods for waste treatment isn't sufficient to handle such an outsized 

quantity of waste. Now Indian government has understood the gravity of the waste management problem, and 

shifting to science-based solution of waste to energy conversion. The installation of such waste plant at community 

level can solve our problem. The multiple approaches with the assistance of plasma waste technology through 

public participation will eliminate the necessity for landfills, remove long-haul trucking from our roads. 

Government understands the necessity of public involvement and initiated several policies, activities and initiatives 

like Swatchhta bharat, Zero plastic use in solving MSW problem. Implementation of such policies will help to 

extend the share recycling of waste and re-using, an economically attractive option. Plasma based WtE is 

comparatively new technology which has high technical value, high efficiency, high installation cost, but with low 

awareness level and safety. the top product syngas features a high revenue generation capacity which may make it 

financially viable and may be a proven solution for all MSW- burning issue in India. 
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