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PREFACE

This is the Hundred first Issue of Current Awareness Bulletin started by Delhi
Technological University, Central Library. The aim of the bulletin is to compile, preserve
and disseminate information published by the faculty, students and alumni for mutual
benefits. The bulletin also aims to propagate the intellectual contribution of Delhi

Technological University (DTU) as a whole to the academia.

The bulletin contains information resources available in the internet in the form of
articles, reports, presentations published in international journals, websites, etc. by the
faculty and students of DTU. The publications of faculty and student which are not covered
in this bulletin may be because of the reason that the full text either was not accessible or

could not be searched by the search engine used by the library for this purpose.

The learned faculty and students are requested to provide their uncovered
publications to the library either through email or in CD, etc. to make the bulletin more

comprehensive.
This issue contains the information published during May, 2021. The arrangement of

the contents is alphabetical. The full text of the article which is either subscribed by the

university or available in the web is provided in this bulletin.
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Abstract

Accurate and optimal implementation of Demand Response (DR) programs essentially requires knowledge of occupants’
behavioral aspects regarding power usage. Maintaining consumers’ comfort has become an imperative component along with
cost reduction; there is utmost need to understand their power consumption trends completely. In this paper, a complete solution
regarding consumer behavior learning has been presented for designing efficient demand response algorithms. Firstly, appliance-
level power forecasting has been performed using deep learning ensemble model: CNN-LSTM and XG-boost; Secondly,
dynamic itemset counting (DIC), a variant of the Apriori algorithm, has been utilized to generate association rules which
determine appliance-appliance association and discovery. In this way, all the aspects of the dynamic and non-stationary nature
of appliances’ power time series have been addressed for DR implementation. Using two benchmark datasets, it has been
demonstrated that the proposed approach exhibits enhanced performance in comparison to other competitive models in terms

of RMSE and MAE.

Keywords Power forecasting - Deep learning - Ensemble model - Association mining

1 Introduction

In the smart grid era, demand response (DR) programs are
considered an increasingly valuable resource option for the
energy demand imbalance problem, which is always a con-
cern for power grid operators [7]. Load shifting regulates load
flow and reduces energy cost by rescheduling consumers’
energy consumption patterns during peak hours in response
to dynamic prices or financial incentives. In this regard, appli-
ance level power forecasting can assist residential consumers
in responding effectively to DR programs. The accurate load
forecasts of individual consumers will determine flexibility in
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demand and make them aware of their energy usage, allowing
them to manage their usage costs better. Moreover, it can help
utilities identify promising consumers for participation in DR
programs in the power shortage scenario.

Until now, power forecasting has been performed at the
house and submetering level. With the advent of IoT, fine-
grained load data for domestic appliances are readily avail-
able, allowing predictions at the appliance level. Appliance-
by-appliance consumption information will enable consumers
to improve their energy efficiency. It also provides home en-
ergy automation systems to either directly control appliances
or give the consumers recommendations about the period
resulting in lower energy costs for the usage of appliances
based on the learned user’s behavioral habits from historical
data. Hence, it determines appliances’ flexibility for partici-
pating in DR programs. It showed that appliance-level energy
usage information could help residents save up to 12% in
energy costs instead of receiving conventional monthly details
at the whole building level [6].

Brown et al. [1] incorporated individual energy profiles to
implement automated energy management based on con-
sumers’ occupancy and behavior. Since appliance-level ener-
gy requirements depend upon the number of residents, their
occupation, action, outside weather, location, etc., determin-
ing a single algorithm that forecasts appliance power while

@ Springer
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capturing different consumers’ behavioral patterns is chal-
lenging. However, the approaches and discussions on this
subject are still in the primitive stage and not mature enough
because of the high volatility of the residential load profiles.

Most of the previous studies are based on short-term load
forecasting at the building level, or aggregate level [5, 20].
Recently, different approaches have been suggested for the
accurate load forecasting of individual residential customers.

Arttificial Intelligence (AI) techniques support demand-side
flexibility (DSF), which helps consumers to play an active role
in demand shifting programs [4]. These days, deep learning
has become one of the most popular techniques for time-series
forecasting [29]. Unlike shallow learning, deep learning typi-
cally involves stacking multiple layers of the neural network
and relying on stochastic optimization to solve complex prob-
lems [26]. The Long Short-Term Memory network (LSTM)
and Gated Recurrent Unit network (GRU) are usually more
potent than traditional RNN as reported in some load forecast-
ing tasks [15].

The LSTM deep learning model is used for short-term load
forecasting at individual customer levels in the smart grid [14,
24]. Simple backpropagation neural network has been utilized
compared to LSTM for short-term household power predic-
tion [14]. A pooling based LSTM strategy is used in [24]
which utilizes multiple household load profile data from smart
meters for forecasting purposes. A combination of
convolutional neural network (CNN) and bi-directional
LSTM (Bi-LSTM) has been utilized for household electric
energy consumption prediction (EECP) [17, 27]. A hybrid
CNN-GRU model to predict short-term electricity consump-
tion in residential buildings by learning both spatial and tem-
poral features of multi-variate time-series [21]. A concept of
transfer-learning and a cluster-based strategy has been utilized
for training an electricity forecasting model based on LSTM
[16]. However, these models are not suitable for real-time
implementation. A two-dimensional (2D) CNN using recur-
rence plots has been implemented for load forecasting of in-
dividual residential customers [23]. However, this technique
works specifically for time-series that repeat their states.

Many researchers focus on probabilistic forecasting models
for short-term and household level power forecasting. A prob-
abilistic density short-term power forecasting model based on
deep learning and quantile regression has been proposed in
[10]. However, the multi-layer perceptron (MLP) based deep
learning technique is not suitable for large and complex data
sets. A probabilistic household level load forecasting has been
reported using LSTM deep neural network [28] and hidden
Markov model [12]. Most of the forecasting approaches used
in these literary works focus on individual household-level
smart meter data. In contrast, the power forecasting at the
appliance level in real-time is much more sparse.

It is widely acknowledged that an ensemble of multiple
deep learning models can boost prediction efficiency and

@ Springer

has higher generalization skills than individual models [8,
2]. The goal of combining multiple models is to obtain a more
accurate estimate than the one obtained by a single model as
the errors in aggregating diverse model predictions can be
easily compensated. Various successful methods have been
put forward to boost load prediction accuracy by integrating
several models.

It is well known that a boosting-based ensemble is more
effective in handling the time-series data set based on long-
range dependencies. An ensemble method for short-term load
forecasts based on the hybrid LGBM-XGB-MLP model has
been proposed in [18]. However, the extreme learning ma-
chine (ELM) based architecture is a two-layer neural network
that cannot handle the long-term dependencies and volatility
of the appliance’s power series. A hybrid deep neural network
with a fuzzy clustering approach has been utilized in [25] for
hourly load forecasting. Here, the fuzzy approach is used to
cluster data into multiple subsets, further taken as input to the
deep neural network model.

The CNN-LSTM model has been used in [25] for
predicting energy consumption at the residential level.
Results indicate that CNN-LSTM performs better than
LSTM for individual household load forecasting. A deep en-
semble model for probabilistic load forecasting has been de-
veloped for individual customers [26,27]. The quantile strate-
gy combined with the LASSO technique has been utilized
[26], whereas the deep residual network (ResNet) for day-
ahead forecasting has been reported in [27]. However, the
neural network-based deep learning model is still a better
choice. But probabilistic forecast being non-linear and non-
convex, is not suitable for real-time DR programs.

The proposed work will significantly help in the develop-
ment of a scheduling optimization algorithm for real-time de-
mand response. The consumer behavioral aspects can be deter-
mined only by their appliances’ power usage pattern and related
association. The scheduling algorithm using load shifting shifts
controllable appliances to later intervals for electricity cost min-
imization without violating consumer comfort. Learning con-
sumer behavior helps maintain his comfort, which means de-
termining the earliest start time and finish time of various ap-
pliances and their power requirement at different time slots.

The association mining further enhances the behavioral
learning by providing information to the algorithm about
which appliance should preferably run after the currently run-
ning appliance (in case many appliances are ready to run).
Association mining helps to provide supervised information
to the scheduling algorithm to preferably run the next appli-
ance associated with the currently running appliance. In this
way, the proposed work is essential for developing consumer-
oriented scheduling appliances for demand response
implementation.

Since the data set of household appliance power consump-
tion is both noisy and real, and no individual forecasting
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model may be generalized for all consumers. The energy fore-
casting domain demands more robustness, higher prediction
accuracy, and generalization ability for real-world implemen-
tation. Therefore, an ensemble model combining RNNs and
gradient boosting tree capabilities for superior prediction per-
formance has been developed and applied for appliance-level
forecasting. Hybrid Convolutional LSTM (CNN-LSTM) deep
learning models are used as base learners for the XG-Boost
algorithm.

The main innovations and contributions of this paper
include:

1. Development of a multi-stage ensemble deep learning
model with powerful learning ability for appliance level
power forecasting.

2. A 5-minute prediction time horizon has been considered
for the appliance level power forecasting, which is more
suitable for real-time demand response programs.

3. Appliance-Appliance association mining using Dynamic
itemset counting (DIC) algorithm to determine which ap-
pliances frequently occured together.

4. The proposed model’s performance has been rigorously
evaluated on publicly available datasets, namely
GREEND and UK-DALE.

The rest of this paper contains the following discussions:
our proposed solution’s methodology is introduced in
Section II. The training and testing phases of the deep learning
ensemble forecasting model are discussed in this section. The
experiment details are discussed in Section III. The numerical
results have been presented in Section IV. Finally, the paper
has been concluded with some short remarks in Section V.

2 Forecasting model architecture

A deep learning-based ensemble model has been developed to
capture appliances’ stochastic power usage at 5 min intervals.
The multi-stage boosting ensemble technique elevates the ba-
se model’s predictive strength by covering large data space
and minimizing the error than those obtained by individual
models.

The hybrid deep learning Convolutional LSTM (CNN-
LSTM) has been utilized as the first stage of our Ensemble
model. The three CNN-LSTM model outputs are stacked to-
gether and fed to boosting stage for the final forecasted value.
XGBoost, namely eXtreme Gradient Boosting, combines
trees in a boosting manner and currently provides state-of-
the-art performance amongst several prediction challenges.
XGBoost allows parallel programming without significant
loss of accuracy.

The Ensemble model prediction step can be divided into
two phases: 1) Model Training and 2) Testing. The training

and testing phases have been illustrated in Fig. 1 and described
as follows:

2.1 Training phase

In this phase, the ensemble model is initialized with random
weights, and these weights get updated with each training
cycle.

Input Data - Training data is divided into batches with a
sequence length (k) of 128 samples. These batches (n = 128)
are fed as input to the convolution-1D layer. The sequence of
training examples can be represented as (x1, 1), (x2,2), -e.-
(x128,128) With x; € R™* and y, € R" for 1 <t < 128. x,
denotes input for univariate time-series and y, denotes output.

Convolution layers - These layers can learn from the raw
time-series data directly without scaling or differencing and
deriving interesting features from the shorter ( fixed-length)
sequence of the total time-series dataset. Two layers of Conv-
1D have been utilized to give the model a fair chance of
learning features from the long noisy input data. The first layer
with 64 parallel feature maps and a kernel size of 3 takes the
input shape 128 x 1 and produces the output shape of 126 x
64. This layer is used to learn basic features. The second
Conv-1D layer with same configuration has been utilized to
learn more complex features. The output shape of this layer is
124 x 64. The output of the convolution layer can be
expressed as [30]:

k
Cot) =f (DY xli+s(t = 1) j)wr(inf) + b(r)) (1)

i=1 j=1

where x € R™¥ denotes the input time series or the output of
preceding layer, s denotes the convolution stride, C,(¢) refers
to the ¢ component of 7" feature map, w, € R”* and b(r)
refers to the weights and bias of the # convolution filter. This
filter connects the j” feature map of layer / — 1 with i feature
map of layer /.

MaxPool Layer - The pooling layer reduces the learned
characteristics to 1/4 of their size and consolidates them into
the critical elements. It prevents the overfitting of learned fea-
tures by taking the maximum value within the window region.
With pool size set to 2, the output shape from this layer is 62
% 64. This layer output can be expressed as:

Po(t) = max(Cy((t — 1)l + 1), Co((t — DI +2), ., G(tl))  (2)

Flatten Layer - It reduces the feature maps into a single one-
dimensional vector. The output shape after this layer is a vec-
tor containing 3968 (62 x 64 ) values. This layer is followed
by repeat vector layer which converts current 2D vector of
shape (none, 3968) into 3D vector with shape (none, 1,
3968) to make it suitable to input to next LSTM layer.
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Fig. 1 Ensemble forecasting
model architecture. a Training, b
Testing

< CNN Module

Max-Pool

Conv-1D

Conv-1D

Training
Data
(Batches)

Data Pre-processing
& Train-Test Split (80-20

| Appliance-wise
| Power Usage Data |

___________________________________

E CNN-
------ LSTM
output

LSTM Module

LSTM [ LSTM |

Estimators = 45
Depth =5
Learning Rate = 0.1

___________________________ ; I

Ensemble
Output

(a)
One Step
Prediction
Trained
Ensemble
Model
Test Data ---------
(One Batchy; .
Time (t) | S5 Time (t+1)
(b)

LSTM Layer - The LSTM gating architecture is compu-
tationally efficient than traditional RNNs. The selective read,
write and forget procedure followed in LSTM avoids explo-
sive and vanishing gradient problems [11].

At each timestep t, for input x;, each memory cell ¢; is
updated and a hidden state /, is generated as output according
to the following equations [9]:

iy = o(Wyx, + Wiix—1 + by), (3)
Ji = c(Wyx, + Wiyxi—y + by),

01 = o(WeoX; + Wiox,—1 + by),

a=fPc1+i® ¢(chxz + Wichi 1 + bc')7

ht = O¢ ® ¢cta

In the proposed model, one LSTM layer with 100 neurons has

been utilized. The output vector from this layer is of shape
(none, 1, 200).

@ Springer

Dense Layer - It is a fully connected layer used to reduce
the vector’s size. The proposed model uses two dense layers.
The first dense layer reduces the vector size of (none, 1, 200)
to (none, 1, 100). The second dense layer is the output layer,
producing a single output of the CNN-LSTM forecast with
output shape (none, 1, 1).

XGBoost - XGBoost, namely eXtreme Gradient
Boosting, is an integrated learning method that uses deci-
sion trees and random forests to make predictions. It uses
boosted decision trees to obtain final predictions using ba-
se learners. However, a gradient decent algorithm is used
to reduce the errors effectively. If F = {F|,F,,F3,...Fy,}
are the set of base learners. The final prediction can be
given by:

f= > Filx) @)
=1
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where {x1,x3, X3, ...x,, } are data points. The loss function of
XGBoost on " iteration [3]:

L= 1 50 4 filx)) + M, (5)

i=1

where L' denotes the loss at ¢ iteration. / is based on the
loss function of the former ¢ — 1 tree, y; is the label of x;, A
denotes regularization parameter, f; represents ¢ tree out-
put, /(y;, ;) is the training loss of x;, $;(~!) represents the
prediction of the combination of all the tree models.

The second-order expansion of Taylor is performed on the
above equation to obtain the final loss and may be represented as:

1 T
LOSS = — ;wj—&—vT (6)

where w is the prediction for node j which can be expressed by
following equation:

Gi

WS T A (7)

where G;is 3, 5 8i andH;is 3, ; h;. Here, g; and h; are the first
order and second order derivative loss of predictions at previous
iterations, respectively. Also, /; denotes the set of instances be-
longing to node j. The smaller value of LOSS denotes the better
structure of tree.

For XGBoost module, the proposed ensemble model
utilizes 45 estimators with learning rate set to be 0.1. The
depth of tree is taken as 5. The fraction of columns to be
randomly sampled for each tree, denoted by parameter col
_sample by tree is set as 0.3. The objective function of
regressor is set to be linear.

In the proposed ensemble forecasting method, the hybrid
structure of CNN-LSTM handles the dynamics and non-
stationarities of real-world time series accurately. The output
of three discrete CNN-LSTM models is stacked together and
fed to the XGBoost model. In this way, the prediction perfor-
mance gets further boosted, and better prediction results have
been achieved.

For m number of CNN-LSTM models in an ensemble, the
forecast result for time series with  observations,(y',1?...., "
), is given by

yt — iwmj)in for t=1,...,n. (8)
i=1

where #denotes the forecast output (at the #” time stamp)
obtained using the m™ CNN-LSTM model and w,, is the
associated weight. Each weight w,, is assigned to a corre-
sponding CNN-LSTM models’s forecast output. Also, 0 <
wn < land Y7, w, = L.

2.2 Testing phase

Testing samples in the batches of sequence length 128 are fed
to a trained ensemble model to predict power at timestep t. To
provide a robust estimation of modeling parameters, walk-
forward validation has been performed. This methodology
involves moving along the time series one step by applying
amoving window to available time-series data. The forecasted
value of the trained ensemble model is evaluated against the
actual value. The next time step t + 1 includes this actual
expected value from the test set for the forecast on the next
time step t + 2 by further moving the window next step. The
procedure is repeated until the end of test data is reached. The
testing process is illustrated in Fig. 1(b).

2.3 Appliances’ association rules extraction

The frequently associated appliances are extracted using dy-
namic itemset counting (DIC), a variant of the Apriori algo-
rithm. This algorithm incorporates the dynamic change (addi-
tion and deletion) of appliances power us-age in the database.
It means it can incorporate the changing behavioral aspect of
occupants well. With this approach, a small portion of the
database is mined at each iteration, which reduces the memory
overhead and improves efficiency compared to Apriori.

This algorithm uses a support-confidence framework to
extract association rules and generating frequent itemsets of
appliances’ i.e. the set of appliances that often run together.
The correlation rule can be expressed as-

X=>Y[Support, Confidence, Correlation] 9)

where the correlation can be measured using Lift metric that
provides more insight into support-confidence relationship.
where

Confidence(X =>Y)

Llﬁ(Xa Y) = SuppOVt(Y)

(10)

3 Experiment details
3.1 Data set

The experimental study has been carried out using two popu-
lar open-access data sets for evaluating the performance of the
proposed ensemble model, namely, GREEND and UK-Dale.
The GREEND dataset contains appliance-wise data of 8 dif-
ferent houses in Italy and Austria. We utilize the data of house
number 2, which is an apartment with one floor in Klagenfurt
(AT). The residents are a young couple, spending most of the
daylight time at work during weekdays, mostly being home in
the evenings and weekends. The data collection module’s
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plugs kit consists of a Zigbee network having nine sensing
outlets, each collecting active power measurements from the
connected load.

The UK-DALE (UK Domestic Appliance Level
Electricity) data set records the power consumption of five
UK houses, appliance-wise and the whole house as well. We
have used 8 appliances of house number 1 for our experiment.
The detailed description of both data sets is described in
Table 1.

3.2 Data preprocessing

The GREEND data set’s null values are replaced with the
most frequent power value for each appliance. Then, the
I-second data is resampled to 5 minutes by taking the
average of 300 samples for each appliance. Similarly,
for the UK-dale dataset, the 6-second data samples per
appliance are resampled into 5 minutes by taking an av-
erage of 50 samples. The duration of 5 minutes is chosen
as it is appropriate for load shifting under a real-time
environment using real-time pricing (RTP) schemes.
Also, the chosen horizon incorporates the minimum oper-
ating duration of smart household appliances. Then, the
resampled data is divided into training and testing as an
80 to 20 ratio. Out of 80% training data, again, 20% is
used for validation purposes and select appropriate
hyperparameters. Table 1 contains the details of the num-
ber of data samples in training, testing, and validation for
both data sets. The training data is divided into batches of
sequence length 128 to be used as input to the ensemble
model. Similarly, testing data is also divided into batches
with a sequence length of 128 to predict power output
from the trained ensemble model.

Table 1  Data sets information
GREEND [19] UK-DALE [13]
Location Austria, Italy UK
Duration 1 year and 4 months 5 year and 5 months
House 2 1
Resolution 1 Hz 6 sec
Total Samples (5 min) 1,34,933 4,68,836
Training Samples (5 min)  1,00,481 2,81,327
Validation Samples (5 min) 8,612 37,501
Testing Samples (5 min) 34,452 1,87,509
Training Set 15-02-2014 to 09-11-2012 to
21-03-2015 15-07-2015
Testing Set 21-03-2015 to 15-07-2015 to
29-06-2015 26-04-2017
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3.3 Performance criteria

Two standard evaluation metrics measure the ensemble
model’s forecasting performance: Root Mean Square Error
(RMSE) and Mean Absolute Error (MAE). These are de-
scribed as follows:

where
e = Powerforecastj - Poweractual,i

is known as forecast error. Powery,ecas;,i 18 the forecasted
power of i sample and Power yuq1; is the actual power of i

sample. N is the number of samples used for measuring
accuracy.

3.4 Reference forecast methods and model tuning

1) Feed-forward neural network (FFNN) This is the
basic form of the neural network used for regression
problems. It uses two hidden layers with 64 neurons each
and the ReL U activation function. The sequence length is
set to be 128. Mean Square Error (MSE) is used as a loss
function where RMSprop optimizer has been incorporat-
ed. The model has been run for 20 epochs.

2) Long-short term memory (LSTM) - This belongs to
the family of recurrent neural networks (RNNs) that has
recently gained attention for time series forecasting. The
architecture of LSTM consists of 1 input layer with ten
hidden neurons used with the ReLU activation function.
This layer is followed by one dense layer. Adam optimiz-
er has been utilized for updating the weights and reducing
errors in the model. The model has been run for 20
epochs with batch size and sequence length of 128
samples.

3) Convolutional-LSTM (CNN-LSTM) - is a hybrid
model combining convolutional and LSTM model. The
architecture of the CNN-LSTM algorithm consists of two
convolutional 1D (Conv1D) layers with kernel size 3 and
64 filters. This layer is followed by the Maxpool layer
with pool size 2 and LSTM layer with 200 hidden neu-
rons. The output layer with a linear activation function
consists of one output neuron. The model is trained
batch-wise with a sequence length of 128, maximum
epochs 20 and learning rate 0.01 with Adam optimizer.
4) Convolutional-XGBoost (CNN-XGBoost) - It is a
multi-stage ensemble model having three CNN models
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and XGBoost. The outputs from all CNN models are
stacked together and fed to the XGBoost regressor.
Each CNN model has two convolutional layers having
64 filters, kernel-size is 3 with ReLu activation. Two
dense layers at the end to change the output size to 512
and 1, respectively. Then, the outputs are stacked, and the
XG-Boost regressor boosts the output to generate the
final power prediction. The configuration of XG-Boost
has been taken the same as the proposed model for a fair
comparison.

All the reference forecast methods have been tuned to the
best possible hyperparameters for one step ahead forecasts.
The grid search method has been utilized to tune the
hyperparameters of the proposed model. The table corre-
sponding to hyperparameter tuning is presented in appendix
8. These deep learning models have been trained with TITAN
RTX GPU using Python 3.6 with Keras 2.2.4 library on a
computer system with IntelCore-i7 CPU.

4 Results and analysis

The results in Tables 2 and 3 demonstrate the ensemble deep
learning model’s effectiveness in improving forecasting per-
formance (in terms of both RMSE and MAE) against all ref-
erence models on the GREEND dataset. We can categorize
GREEND appliances as fixed appliances (microwave, water
kettle, radio, dryer, kitchenware, and bedside light), controlla-
ble appliances (dishwasher and washing machine), thermo-
statically controllable (TCL) (Fridge). For fixed appliances,
the average RMSE of FFNN, LSTM, CNN-LSTM, CNN-
XGBoost, and the proposed model is 15.93, 15.28, 14.03,
12.41, and 9.032, respectively. For controllable appliances,
on average, the RMSE of FFNN, LSTM, CNN-LSTM,
CNN-XGBoost, and Ours is 30.085, 48.015, 35.65, 33.13,

Table 2 Comparision of the proposed Ensemble model with reference
forecasting models on GREEND data set with respect to RMSE (W /m?)

Table 3  Comparision of the proposed Ensemble model with reference
forecasting models on GREEND data set with respect to MAE (W /m?)

FFNN LSTM CNN-LSTM CNN-XG OURS
Fridge 2479 51.06 28.75 26.32 22.33
Dishwasher 318 366 495 3.06 2.04
Microwave 8.09 723 489 3.98 2.86
Water-kettle 22.00 29.68 11.67 11.02 10.72
Washing 14.35 2393 1594 13.56 11.97
Machine
Radio 096 2.19 133 0.93 0.66
Dryer 1.33  0.83 0.82 0.73 0.60
Kitchenware 323 310 276 1.85 0.62
Bedside light  0.16 0.19  0.15 0.14 0.13

and 27.885, respectively. There is only one TCL appliance
in GREEND whose RMSE and MAE can be seen from
Tables 2 and 3, respectively.

For the UK-Dale dataset, all the appliances come under the
fixed category except boiler which is a TCL appliance.
Tables 4 and 5 show the outstanding performance of ensemble
model over all other reference models. Here, the average
RMSE of fixed appliances of FFNN, LSTM, CNN-LSTM,
CNN-XGBoost, and Ours is 5.34, 4.45, 4.42, 3.80, and 2.63,
respectively. The average MAE of fixed appliances of FFNN,
LSTM, CNN-LSTM, CNN-XGBoost, and Ours is 1.91, 2.44,
1.50, 1.28, and 0.82, respectively.

For visualization, the prediction results of the Ensemble
model and other comparative models on all GREEND appli-
ances are shown in Fig. 2. Similarly, the prediction results of
all appliances in the UK-Dale dataset are shown in Fig. 3. On
analyzing these results, the ensemble model generally fits the
actual data is much better than other comparable models,
which validates the fact that the proposed ensemble model
has better prediction performance.

Results indicate that the multi-stage CNN-LSTM XGBoost
ensemble performs slightly better on the UK-Dale data set

Table 4  Comparision of the proposed Ensemble model with reference

FFNN LSTM CNN-LSTM CNN-XG OURS forecasting models on UK-Dale data set with respect to RMSE (W /m?)
Fridge 56.62 66.88 47.36 45.78 43.49 FFNN LSTM CNN-LSTM CNN-XG  OURS
Dishwasher 623 745 622 5.95 4.15
Microwave 1716 1667 15.07 14.86 1p9g  Boiler 3319 48.80 32.24 31.06 29-69
Waterkettle  61.68 59.76  56.27 48.76 3555 Ihermalpump 078 143 0.86 080 0.73
Washing 5394 88.58 65.08 60.32 sie2  Laptop 329 264 0.96 090 088
Machine TV 450 567 441 3.79 2.88
Radio 431 683 425 3.91 261 LED Lamp 042 077 043 038 034
Dryer 556 116 1.14 111 1.09 Kitchen Light 13.63 1348 14.18 12.65 10.39
Kitchenware ~ 4.90 532 375 275 0.77 Kettle 610 621 612 4.61 055
Bedside light  1.98 194 3.73 3.11 1.19 Toaster 870 1555 4.00 3.53 2.69
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Table 5 Comparision of the proposed Ensemble model with reference
forecasting models on UK-Dale data set with respect to MAE (W /m?)

FFNN LSTM CNN-LSTM CNN-XG OURS
Boiler 14.62 21.54 12.26 12.00 10.94
Thermal pump 029  0.70  0.49 0.38 0.25
Laptop 1.73 045 1.39 1.00 0.40
vV 212 219 220 2.04 1.57
LED Lamp 021 037 0.13 0.11 0.01
Kitchen Light 3.04 336  3.06 2.69 1.86
Kettle 039 039 087 0.74 0.35
Toaster 564 9.67 237 2.05 1.35

than the GREEND dataset in terms of both RMSE and MAE.
It is due to periodicity observed in appliance usage in the UK-
Dale data set. For the GREEND data set, in terms of RMSE,
the proposed model performance for controllable appliances is
7.5%, 53.05%, 24.46%, 17.21% better than FFNN, LSTM,

500

—— FFNN 'y
~0- LSTM
- CNN-LSTM
4001 o cnxe *
—% OURS
—&— Actual Values
< 300
E
P
v
2200
a
100
0
8:00 8:05 8:10 8:15 8:20 8:25 8:30 8:35 8:40 8:45 8:50 8:55 9:00
Time
(a)
—— FFNN
~0- LSTM
1500 ~4— CNN-LSTM
—*— CNN-XG
12501 —< ouRs
—&— Actual Values
§1000
H
= 750
o
a
500
250
0
8:00 8:05 8:10 8:15 8:20 8:25 8:30 8:35 8:40 8:45 8:50 8:55 9:00
Time
(c)
5001 —— FFNN
—o— LSTM
- CNN-LSTM
400 —— CNNXG 4
—< OURS
—— Actual Values S
= 300 s
H /
8 200 7 ””’
a
100
0

8:00 8:05 8:10 8:15 8:20 8:25 8:30 8:35 8:40 845 850 855 9:00
Time

(e)

Power(W)

Power(W)

CNN-LSTM, and CNN-XGBoost, respectively. Similarly,
for fixed appliances, the proposed model is 55.28%,
51.41%, 43.36%, 31.52% superior to FFNN, LSTM, CNN-
LSTM, CNN-XGBoost, respectively. For the UK-Dale
dataset, on fixed appliances, the proposed model performance
beats FFNN, LSTM, CNN-LSTM, and CNN-XGBoost by
68%, 51.41%, 50.78%, 36.39%, respectively. The TCL appli-
ance’s proposed model shows a lesser RMSE 0f 29.69 on UK-
Dale than 43.49 on GREEND. The working code of the pro-
posed work can be found here [22].

The proposed model performs better than all other compar-
ative models because the combination of CNN and LSTM
allows the LSTM layer to extract patterns and sequential de-
pendencies in the time-series. In contrast, the CNN layer,
through dilated convolutions methods and filters, further im-
proves this process. This approach mainly helps in granular
level forecasting (5 min in our case). The benefit of this model
is that the model can support very long input sequences that
can be read as blocks or subsequences by the CNN model,
then pieced together by the LSTM model. Further, the
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Fig. 2 Appliance-wise power forecasting using Ensemble model on GREEND appliances. a Fridge, b Dishwasher, ¢ Microwave, d Water-kettle, e

Washing machine, f Radio
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Fig. 3 Appliance-wise power forecasting using Ensemble model on UK-Dale appliances. a Boiler, b Solar pump, ¢ Laptop, d Kitchen light, e Kettle, f
Toaster

performance has been enhanced by using the XG-Boost tree,
which boosts the performance of its base models by providing
high preference to poorly estimated samples over well-
estimated samples.

4.1 Appliances association analysis

For GREEND dataset, the strong association rules are exhibit
by four appliances: radio, bedside light, dishwasher, and

Table 6  Association rules on GREEND equipments

S.no. Association Rule Support Confidence Lift
1 Radio Bedside light 0.16 0.89 1.2
2. Dishwasher Microwave 0.21 0.93 1.5
3. Microwave Dishwasher 0.24 0.92 14
4 Bedside light Radio 0.12 0.80 1.3

microwave. Table 6 shows the association rules, with support,
confidence and lift parameters with min_sup >= 0.2. Further,
the energy consumption curves of these appliances as repre-
sented in Fig. 4, compliments these association rules discov-
ered and proves their simultaneous usage by the consumer.
Similarly, the associations rules are generated for UK-Dale
appliances as well, as presented in Table 7. These associations
results determine occupants’ behavioral traits. For example, a
radio is used at the bedside light, depicting the occupant lis-
tens to the radio with the bedside light switched on. Moreover,
for other occupants of the UK-Dale house, there is a strong
association found in the usage of kettle, toaster, and kitchen
light. It means the occupant likes to use a kettle and toaster
while in the kitchen.

4.2 Training time analysis

In terms of training time, the FFNN model takes 7 seconds per
epoch, the LSTM model takes 600 seconds per epoch, CNN-
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LSTM takes 401 seconds per epoch, CNN-XGBoost takes
700 seconds per epoch, and the proposed model takes 800
seconds per epoch. Its better performance can compensate
for the more significant training time of the proposed model.
The 800 seconds per epoch are taken during training the mod-
el. Once the model is trained, it gives comparable performance
to other reference models for real-time prediction.

5 Conclusion

Appliance level power prediction is quite challenging due to
the volatility and behavioral habits of individual consumers.
An Ensemble deep learning model has been developed to
capture the stochastic dynamics of appliances’ power time
series data. It utilizes two powerful algorithms’ inherent ad-
vantages: a deep learning-based CNN-LSTM and tree-based
Xtreme Gradient Boosting (XG-Boost) for performance en-
hancement. The prediction is carried out at a 5-minute time-
horizon which is best suited for load shifting under real-time
pricing schemes. Moreover, the dynamic itemset counting
(DIC) algorithm has been utilized for determining which ap-
pliances are often used together. Rigorous experimental anal-
ysis on two open-source data sets (GREEND and UK-Dale)
verifies the Ensemble model’s outstanding performance in
terms of RMSE and MAE accuracy metrics. The percentage
decrease in RMSE of the proposed ensemble model on

Table 7  Association rules on UK_DALE equipments

S.no.  Association Rule Support  Confidence  Lift
1. Kettle, Toaster Kitchen Light 0.20 0.90 1.6
2. Kitchen Light Toaster 0.18 0.80 1.1
3. Solar Pump Boiler 0.13 0.75 1.1
4. Toaster Laptop 0.15 0.78 1.2
S. Kitchen Light Kettle 0.19 0.92 1.5
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GREEND data set is 32.18%, 49.54%, 27.73%, and 19.43%
in compared to FFNN, LSTM, CNN-LSTM, and CNN-
XGBoost, respectively. For the UK-Dale data set, the RMSE
of'the proposed Ensemble model is 40.58%, 65.09%, 27.17%,
and 18.15%, lesser than FFNN, LSTM, CNN-LSTM, and
CNN-XGBoost, respectively.

Appendix

Table 8  Optimal hyperparameters of proposed model

Parameters Values Search Range
Training Steps 50 {40, 50, 100}

Kernel size 3 {2,3,4}

Pool Size 2 {2,3,4}

LSTM layer size 100 {50, 100, 120}
Learning Rate 0.01 {0.0001, 0.001, 0.01 }
Estimators Size 45 {30,45,55}

Tree depth 5 {3,5,6}
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Abstract: A new hybrid meta-heuristic approach Jaya—PPS, which is the combination of the Jaya
algorithm and Powell’s Pattern Search method, is proposed in this paper to solve the optimal
power flow (OPF) problem for minimization of fuel cost, emission and real power losses and total
voltage deviation simultaneously. The recently developed Jaya algorithm has been applied for the
exploration of search space, while the excellent local search capability of the PPS (Powell’s Pattern
Search) method has been used for exploitation purposes. Integration of the local search procedure
into the classical Jaya algorithm was carried out in three different ways, which resulted in three
versions, namely, ]-PPS1, ]-PPS2 and J-PPS3. These three versions of the proposed hybrid Jaya-PPS
approach were developed and implemented to solve the OPF problem in the standard IEEE 30-bus
and IEEE 57-bus systems integrated with distributed generating units optimizing four objective
functions simultaneously and IEEE 118-bus system for fuel cost minimization. The obtained results of
the three versions are compared to the Dragonfly Algorithm, Grey Wolf Optimization Algorithm, Jaya
Algorithm and already published results using other methods. A comparison of the results clearly
demonstrates the superiority of the proposed J-PPS3 algorithm over different algorithms/versions
and the reported methods.

Keywords: distributed generation; hybrid Jaya—PPS algorithm; meta-heuristic; OPF; PPS

1. Introduction

With the increasing trend of penetration of renewable distributed generating (DG)
units in the present day inter-connected restructured power system, the importance of
solving optimal power flow problems has increased many folds. Optimal power flow
results are crucial for planning, economic operation and control of an existing electrical
power system, as well as for its future expansion planning. At the beginning of the 1960s,
Carpentier addressed the OPF problem as an extension of economic load dispatch for the
first time in history [1]. Since then, researchers have contributed significantly to this crucial
issue. In a given electrical network, the OPF solution is required to regulate the control
or decision variables set in the feasible region that optimizes some pre-defined objective
functions. For the OPF problem, the control variables used are: Vg (generator bus voltages),
Pg (generators’ active power outputs excluding slack bus), phase shifters, Tr (tap-settings
of regulating transformer) and Qc (injected reactive power using capacitor banks, FACTS
devices etc.). Some of these variables are discrete, e.g., Tr, injected reactive power source
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output Qc, phase shifters, while others are continuous (e.g., Pg and Vg). The discrete nature
of the control variable poses a challenge for the optimization technique and makes OPF a
non-convex problem [2,3].

Integration of DGs seems to be quite appealing, but it is important to analyze their
impact in a power network [4]. Optimal location and size of the DG unit have a significant
effect on the reliability of power supply, operational cost, voltage profile, power loss and
environmental pollution and voltage stability in a power system. Therefore, it has become
a crucial task for researchers and industry personnel to determine the optimal location for
DG and the size of the DG [5]. With the increase of the power injection from DGs into a
power network, it is equally important to find out the optimum power generation and
optimal setting of other control parameters to minimize fuel cost, emission cost and real
power loss with an improved voltage profile [6].

OPF is a complex optimization problem, which associates several constraints and
decision or control variables. The common objectives of the OPF problem are fuel cost
minimization, emission minimization, real power loss minimization, voltage profile im-
provement and/or a combination of two or more of these objectives. The conventional
algorithms depend on convexity to find the global best solution and are required to sim-
plify relationships to achieve convexity. However, since the OPF problem is non-convex
in general, several local minima can exist. If the valve point loading effects of thermal
generators are taken into account, the non-convexity increases even further. Furthermore,
traditional optimization approaches often use initial starting points (except for linear pro-
gramming and convex optimization) and often converge or diverge to locally optimal
solutions. These approaches are normally limited to particular cases of OPF and do not
have much flexibility in terms of different kinds of objective functions or constraints that
could be employed [7,8]. Except for linear programming and convex optimization, most
of the conventional optimization algorithms cannot be guaranteed to be globally optimal
because traditional algorithms are mainly local search. As a result, the final solution is
always often dependent on the initial starting points.

Nowadays, several meta-heuristic algorithms have been developed by researchers,
which are found to be powerful tools for handling difficult optimization problems. These
random search, population-based algorithms are highly flexible, which means that they are
appropriate to solve various types of optimization problems, including linear problems,
non-linear problems and complex constrained optimization problems. Some of these meth-
ods are League Championship Algorithm (LCA) [3], Firefly Algorithm (FFA), Krill Herd
Method (KH), Hybrid Firefly and Krill Herd Method (HFA) [9], Neighborhood Knowledge-
based Evolutionary Algorithm (NKHA), Bare-Bones Multi-Objective Particle Swarm Opti-
mization (BB-MOPSO), Multi-Objective Imperialist Competitive Algorithm (MOICA), Mod-
ified Non-dominated Sorting Genetic Algorithm (MNSGA-II), Multi-Objective Modified
Imperialist Competitive Algorithm (MOMICA) [10], Moth Swarm Algorithm (MSA) [11],
Multi-objective Evolutionary Algorithm based on decomposition-superiority of feasible
(MOEA /D-SF) [12] and many others.

Recently, various hybrid algorithms have been investigated for effectively solving
various optimization problems. Alsumait et al. [13] presented a hybrid GA-PS-SQP-based
optimization algorithm to solve the economic dispatch (ELD) problem. Attaviriyanupap
et al. [14] suggested a hybrid optimization technique based on Evolutionary Program-
ming and SQP algorithms for dynamic ELD problems. An integrated predator—prey (PP)
optimization and a Powell search method were both proposed for the multi-objective
hydrothermal scheduling problem [15]. Mahdad et al. [16] applied a hybrid DE-APSO-PS
strategy to solve multi-objective power system planning. A hybrid modified imperialist
competitive algorithm and SQP were employed to handle the constrained OPF problem [17].
Recently, considerable attention has been given to the Deep Neural Network approaches to
the Energy Management problem [18,19].

It is observed that all Evolutionary Computing (EC)-based algorithms have some
advantages and some disadvantages. Two main parts of any EC-based algorithm are
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exploration and exploitation. Some algorithms have good exploration capability but poor
exploitation and vice versa. The recently developed Jaya algorithm is capable of exploration,
while Powell’s Pattern Search (PPS) method has good search space exploitation capability.
Hence, to boost the operational proficiency of the Jaya algorithm, Powell’s Pattern Search
method has been incorporated into it. Proper inclusion of the advantages of the Jaya and
PPS algorithm would lead to better results for real-world complex, constrained and high-
dimensional optimization problems. In the proposed hybrid Jaya-PPS algorithm, the Jaya
algorithm was applied to explore a search space that is likely to provide the near-global
solution and subsequently, the PPS algorithm was applied to attain a better solution.
The paper’s contribution can be summed up as follows:

e The main contribution of this paper is to implement hybridization of two algorithms
(Jaya and Powell’s Pattern Search) in different manners and at different levels to find
the best option for hybridization.

e Powell’s Pattern Search method has been incorporated into the Jaya algorithm in three
different ways, resulting in three variants, namely, J-PPS1, J-PPS2 and J-PPS3.

o  The proposed hybrid Jaya and Powell’s Pattern Search method utilizes the exploration
property of the Jaya algorithm and the exploitation quality of Powell’s Pattern Search
method.

o  This paper handles the OPF problem considering DG with four objectives functions
simultaneously, namely, minimization of fuel cost, emission, real power losses and
voltage profile improvement by converting the multi-objective OPF into a single
objective OPFE.

e Inaddition to Dragonfly Algorithm (DA), Grey Wolf Optimization (GWO) and Classi-
cal Jaya algorithms, three versions of hybrid Jaya and PPS, J-PPS1, J-PPS2 and J-PPS3
for the OPF problem are developed, wherein the excellent search capability of the PPS
method has been exploited for further improvement of the solution provided by Jaya
algorithm.

This paper is organized as follows: Section 2 presents the formulation of the OPF
problem; The proposed hybrid Jaya—PPS algorithm is discussed in Section 3; Section 4
includes the results, while statistical analysis is incorporated into Section 5; Conclusions
are presented in Section 6.

2. Problem Formulation

Mathematically, the objective function together and operating constraints of the OPF
problem considered in this work are as follows [20]:

Optimize M (W, X) 1)
Subject to the constraints given by Equation (2).

(W,X) =0
{ F WX <0 @

where M (W,X) is the objective function to be minimized, g (W,X) and & (W,X) are the
equality and inequality constraints, respectively.

The control variables (X) include: the generator active power output (Pg) except at
slack bus, generator bus voltage (Uy), tap-setting of transformer (Trg) and shunt VAR
compensation (Q,). The dependent variables (W) consists of slack bus active power output
Py, Load bus voltage (Ur), generator reactive power output (Qg) and power flow in
transmission lines (S;). The control variables and state variables vectors can be expressed
by Equation (3):

x

] B { Po,, Uy ... UNLB, Qg1, - - - QgNGN, S1/ - - - SN, 3)
Py, .

o Poyen Ugy - Ugyen, Qcy - - Qeyer T1 - - - TNTR
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A control or decision variable can have any value within its minimum and maximum
limits. In actual practice, transformer tap settings are not continuous variables. However,
in this paper, to compare the results with the reported results, all the decision variables are
considered to be continuous.

2.1. OPF Objective Functions

This paper handles the OPF problem considering DG with four objectives functions
simultaneously, namely, minimization of fuel cost, emission, real power losses and improve-
ment of voltage profile by converting the multi-objective OPF into a single objective OPF.

2.1.1. Fuel Cost Minimization

The prime motive of this objective function is to minimize the total cost of genera-
tion/fuel. It can therefore be expressed by Equation (4):

NGN NGN
Zrem = ), f(Pg)($/h) = Y Ai+ BiPg + CiPZ($/h) (4)
i=1 i=1

where A;, B;, and C; are the quadratic fuel cost coefficients of the ith generating unit and
Py, is the active power output of ith generating unit.

2.1.2. Emission Cost Minimization

The total emission pollutants such as SOy (sulfur oxides) and NOy (nitrogen oxides),
which is an approximate combination of a quadratic and an exponential function can be
expressed by Equation (5)

NGN

Zeem = Y, &+ BiPe, + 1iPE, + Giexp(AiPg,) ®)
i=1

where «;, Bi, i, Ci, A; are the emission coefficients of ith generating unit.

2.1.3. Real Power Losses Minimization

The aim of the present case is to minimize real power losses. The total real power
losses can be computed using Equation (6):

NB NB
Zrpim = Y, Poi— Y Pii (6)
i=1 i1

where NB is the no. of buses, P; is the active power generation at ith generating unit and
P;; is the real power load at ith load bus.

2.1.4. Voltage Profile Improvement

Voltage profile improvement means the voltage magnitude at load buses must not
deviate much from 1.0 pu. Thus, the main motive, in this case, is to minimize voltage
variation from 1.0 pu at all the load buses. In the present case, the objective function can be
represented by Equation (7):

Zrvpm = Y, Ui —1 @)
ieNLB

where U; is the voltage magnitude at ith load bus.
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2.2. Constraints

The equality constraints are a combination of active and reactive non-linear power
flow equations. In Equation (2), g (W,X) is a set of equality constraints and is described by
Equation (8):

NB NB
NE (P + Ppai) — ENB Py — Pross =
g(W, X) _ 211\7}%( gl,+ DGl)' _ZZZI\}B di ' _Loss g 0 (8)
Zi:l (le + QDGZ) Zi:l de QLoss -

where NB is the no. of buses, Py, Q. are the active and reactive power outputs of generating
unit, Ppg;, Qpg; are the active and reactive power outputs of DG unit, P;;, Qg ; are active
and reactive power load demand and Pj .55, Qress are the total active and reactive power
losses occurring in the lines, respectively.

The inequality constraints h (W,X) represents operating limits of various equipment
in a power system, which are described by Equation (9):

Pyin < Py < PJ**  k=2...NGN

upn < Ug, <U7™ k=1...NGN

Qpin < Qg < Qua¥  k=1...NGN

Tin < T, < TP k=1...NTR ©)
QU" < Qc, Q™ k=1...NC

upn <up <up* k=1...NLB

Sy, < S k=1...ntl

(W, X)

where active power output P, bus voltage Uy, and reactive power output Qg, should
be regulated by their lower and upper limits for all the generators, including slack bus
generator and controllable VAR sources (Qc,), Transformer taps-setting (Tj) voltage of
load buses (ULk) and power flow in transmission lines (S}, ) should vary between their
minimum and maximum limits.

2.3. Combined Objective Function (COF)

The multi-objective function, which consists of four contradictory objective functions,
i.e,, minimization of fuel cost, emission cost, real power loss and total voltage deviation, is
transformed into a single-objective function by using weighing factors to combine the four
objective functions as given below.

COF(U,X) = Zpcm + wecm X Zecm + WrpLM X Zrpim + wrvpm X Zrvpm (10)
where wreyp, wrprm and wrypy are weighing factors [9].

2.4. Incorporation of Constraints

The constraints are included in the combined objective function in the form of inequal-
ities to find a feasible solution, and thus, the extended objective function can be defined by
Equation (11):

Maug = COF(U, X) + Cr LRGN h(Pg,,, — P

Gslack
+C TNV (Qg, — Qi) + G TN h (U, — Ui (1)

+Co TN h(Qpe, — Qi )

3. Jaya Algorithm

The Jaya algorithm is a comparatively new meta-heuristic optimization algorithm
developed by Rao [21]. The working principle of the Jaya algorithm is that the numerical
solution that has been obtained should go towards the better solution and should avoid
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the inferior solutions for a particular optimization problem. The main advantage of the
Jaya algorithm is that no algorithm-specific parameters are required, and thus, it is simple
to implement this algorithm for solving various kinds of optimization problems.

Maximized (or minimized) value of objective function M(z)

Within the lower and upper bounds of the control variables, the initial solution p is
randomly selected. After that, all the variables will be eventually updated according to
Equation (12). On the basis of the fitness value of the objective function, the best and worst
solutions are determined [21].

Let ‘m’ be the number of design variables (i.e,,j=1, 2,3, ..., m) and the 'n’ is the
number of candidate solutions (i.e., population size, k=1, ..., n). If z; ; | represents the
value of jth variable for the kth candidate in ith iteration; that value is updated according
to Equation (12).

Zit1,jk = Zijk + Xij1 (Zi,j,B — abs (Zi,j,k)) — o (Zi,j,w - ﬂbS(Zi,]’,k)) (12)

In (12), z;j,p and z; ;v are the best candidate and worst candidate value of variable j,
respectively. The updated value of z; ; 1 is z; 1 1 jx and throughout the ith iteration, «;;; and
®; 2 are two random numbers for the jth variable within [0, 1].

3.1. Powell’s Pattern Search (PPS)

In 1962, Powell proposed the Powell search method, which was the expansion of
the basic Pattern Search method. It is based on the conjugate direction method. Powell’s
Pattern Search (PPS) method is a derivative-free optimization technique that is ideal for
solving a number of optimization problems beyond the scope of conventional optimization
procedures. In general, the advantage of PPS is that the structure of the algorithm is
remarkably simple, easy to implement and computationally efficient as well. PPS with meta-
heuristic algorithm offers a flexible, balanced operator to enhance local search capability
in contrast to another meta-heuristic algorithm. The following is the summary of the PPS
algorithm underlying mechanisms [15,22]:

The search direction for /th coordinate for gth dimension of the n dimension search
space can be defined as:

P Lg=1 1
Sg—{ 0 g #1 (¢=12,...m;1=1,2,...n) (13)

The step length A; for gth decision variable can be determined as:

Ap = AT 4 rand x (Agm - Ag“") (§=1,2,...n) (14)
where, Ag“'", Ag™* is the minimum and maximum step length for gth decision variable,
respectively.
The vector of the decision variable X, is updated once in the direction of the coordinate
(1) as:
Xg=Xg+A; xSy (§=1,2,...n) (15)

The vector of control variables is modified on the basis of the minimum objective
function value. For all n’ coordinates, this process continues. The pattern search direction
is obtained for the next optimization cycle:

Sk=Xg—Zg(§=1,2,..m; 1 =n+1) (16)

where Z, is the initial value of the decision variable X,.
Additionally, one of the coordinate’s direction was discarded in the direction of pattern
m’ as:

’

Sp =Sy (g=1,2,...m; I =n+1) (17)



Energies 2021, 14, 2831

7 of 24

The process goes on until the entire direction of the coordinate is discarded and the
entire operations restart in one of the coordinate directions again. Finally, until the Powell
method has reached maximum iterations, the process of updating continues.

3.2. Proposed Hybrid Jaya—PPS Algorithm

Jaya algorithm has a strong capacity to exploit search space globally, but sometimes
it suffers from premature convergence and can be stuck simply in local optima [6]. In
order to overcome this problem and to make this algorithm more efficient, a hybrid Jaya
algorithm, which combines the Jaya algorithm and PPS algorithm, is proposed in this
paper. The PPS algorithm is a class of direct search methods. In general, it has immunity to
strong local extremist trapping when used for local optimization. The proposed hybrid
approach is primarily concerned with balancing the exploration and exploitation steps of
the optimization procedure. PPS technique has good search space exploitation capability,
while Jaya is able to explore the search space very well. The goal of incorporating PPS with
Jaya is to combine the benefits of both algorithms.

Similar to other local search algorithms, the PPS algorithm is also sensitive to the
initial or starting point. In selecting the initial point arbitrarily, it requires a large number of
function evolutions, computation burden and slow convergence rate. In this research paper,
to overcome these demerits of the PPS algorithm, the integration of local search procedure
(Powell’s Pattern Search) into the classical Jaya algorithm has been carried out in three
different ways and the variants of hybrid Jaya-PPS thus developed are termed as J-PPS1,
J-PPS2 and J-PPS3. To evaluate the performances of these variants, the common controlling
parameters and the total number of function evaluations (NFE) used in ]J-PPS1, J-PPS2 and
J-PPS3 algorithms are set the same as the classical Jaya algorithm. As stated, all the hybrid
algorithms have the same number of function evaluations; thus, the additional criterion
introduced in the proposed hybrid algorithms is to maintain (balance) the total number
of function evaluations. The NFE has been used as a reference to the check efficiency of
various algorithms in this paper.

In the first strategy (J-PPS1), the PPS algorithm was applied considering its initial
point as the solution offered by the Jaya algorithm after applying it for 25% iterations. In
this case, the optimization process is a two-step process. In step 1 (first 25% of Itermax),
the Jaya algorithm was applied. However, in step 2 (remaining 75% of iterations), the PPS
algorithms were applied using the optimal setting of control variables offered by the Jaya
algorithm as initial point setting.

In the second strategy (J-PPS2), the Jaya algorithm and PPS algorithm were applied
for an equal number of iterations to maintain the balance between the exploration and
exploitation capability of the proposed J-PPS2 algorithm. In other words, the optimization
process was completed in two steps. In step 1 (50% of Itermax), the Jaya algorithm was
applied, while in step 2 (for the remaining 50% iterations), the PPS algorithms were applied
sequentially as in the case of J-PPS1.

In the third strategy (J-PPS3), the PPS algorithm was applied after exploiting the 75%
problem-solving capability of the Jaya algorithm, i.e., on the solution achieved by applying
the Jaya algorithm for 75% iterations. In other words, the optimization process was divided
into two steps. In step 1 (75% of Itermax), only the Jaya algorithm was applied, while
in step 2 (for the remaining 25% iterations), only the PPS algorithms were applied. A
flowchart of the proposed Jaya—PPS algorithm is shown in Figure 1.
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Initialize Population Size, Number of Control
Variables, IterJ,, ., Iter Py, Stopping Criterion

v

Iter=10

A

Identify worst and best solution by observing the
value of extended objective function (11)

v

Apply Jaya algorithm to modify the candidate
solution using (12)

v

Iter=Iter+1

Yes

Iter < Iterd ,a

Select the best solution found by Jaya algorithm
as the initial point for PPS method

!

Apply PPS method for IterP,,,, to
attain better solution

!

Save the result

Figure 1. Flowchart of proposed hybrid Jaya-PPS algorithm.

ii.
iii.

iv.

vi.

Vii.

The computational steps of the hybrid Jaya-PPS algorithm are summarized as follows:

Initialize the population with control variables and set maximum iteration count
IterJmax and the number of iterations IterJmax for the PPS method.

Set iteration Iter = 0.

Identify the worst and best solutions in the population on the basis of the extended
objective function value Equation (11).

Modify the solutions using the best and the worst solutions Equation (12).

If the modified solution is found to be better than the previous one, move to step vi,
otherwise jump to step vii.

Replace the previous solution with the modified one and jump to step viii.

Retain previous solution.
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viii.  Increase iteration number by 1, i.e., Iter = Iter + 1.

ix. If Tter < IterJmax, then move to step iii, else move to step x.

X. Select the best solution found by the Jaya algorithm as the initial point for the PPS
method and apply the PPS method for IterPmax iterations to attain a better solution.

xi. Stop. Optimal solution achieved.

4. OPF Results and Discussion

In order to demonstrate the effectiveness of the proposed hybrid Jaya—PPS algorithm,
DA, GWO, Jaya, J-PPS1, J-PPS2 and J-PPS3 algorithms were applied to the IEEE 30-bus
system [6,23], IEEE 57-bus system [24] and IEEE 118-bus system for solving OPF problems
with and without considering DG. The lower and upper limits of the 24 control variables,
line data, bus data along with their initial settings for the IEEE 30-bus system, are taken
from [23], while the emission and fuel cost coefficients are taken from [25]. In a combined
single-objective function, the weight of an objective is proportional to the preference factor
or weightage assigned to that objective function. This procedure is called a preference-
based multi-objective optimization. For comparison, the combined objective function,
COF, is obtained by considering the weighting factors Wgca, Wrpra and Wrypps as 19,
22 and 21, respectively, as reported in [9]. The same procedure can be used for different
systems also.

The IEEE 30-bus system is modified by including renewable energy source-based DG
units. The optimal location for the DG unit is selected using the sensitivity of real power
loss and the generation cost to each real and reactive power [6]; in this case, it was bus no.
30. At this bus, the capacity selected for the type 1 DG unit is 5 MW.

The IEEE 57-bus test system has 7 generators and 80 branches. The lower and upper
voltage magnitude limits for all the generator and load buses of the system are considered
to be 0.94 pu and 1.06 pu, respectively. The limits for the regulating transformers” tap
settings are taken as 0.9 pu and 1.1 pu. The generator coefficients, lower and upper limits
of all the 33 control variables and system data (bus data, line data) along with their initial
settings are taken from [24]. At 100 MVA base, the real power demand and reactive power
demand of this test system are 12.508 pu and 3.364 pu, respectively. In the case of the
IEEE 57-bus system, the combined objective function, COF, is obtained by considering the
weighting factors Wecp, Wrprm and Wrypy as 300, 30 and 600, respectively. IEEE 57-bus
system is modified by inserting DG units [26]. The optimal locations of the type 1 DG units
are bus nos. 35 and 36 with the capacities of 47.9067 MW and 47.2636 MW, respectively.

To evaluate the scalability of proposed algorithms and prove their efficacy to solve
large-scale problems, all three variants of Jaya—PPS algorithms, the GWO and DA algorithm
were applied to solve the OPF problem IEEE 118-bus system. The system data, generator
coefficients, lower and upper limits of all the 130 control variables, along with their initial
settings, are taken from [27]. The active and reactive power demands of this test system
are 42.42 and 14.38 pu, respectively, at the 100 MVA base.

To demonstrate the effectiveness of the proposed algorithm, five cases considered are
as follows:

Case 1: OPF no DG in IEEE 30-bus test system.
Case 2: OPF with DG in IEEE 30-bus test system.
Case 3: OPF no DG in IEEE 57-bus test system.
Case 4: OPF with DG in IEEE 57-bus test system.
Case 5: OPF no DG in IEEE 118-bus system.

Various trials were carried out with different population sizes and no. of iterations.
The best results thus achieved and reported in this paper are for population pop = 30 and
no. of iterations Itermax = 200 for IEEE 30-bus test system and pop = 40 and Itermax = 300
for IEEE 57-bus test system. The OPF results with and without the inclusion of DG obtained
using various EC and hybrid Jaya algorithms are included in this section. These algorithms
were developed using MATLAB 13a version in a 3.6 GHz Intel Processor, 8 GB RAM Core
i7 and 64-bit operating personal computer.
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To compare the performance of various algorithms, all the algorithms were run for
the same number of function evaluations (NFE), which is equal to 6000 in the case of the
IEEE 30-bus test system and 12,000 in the case of the IEEE 57-bus test system. Details of the
implementation of various algorithms and inclusion of PPS in the three variants of hybrid
Jaya—-PPS algorithms are given in Table 1.

Table 1. Details of the DA, GWO, Jaya, J-PPS1, J-PPS2 and J-PPS3 algorithms.

IEEE-30 Bus System

Algorithm Population Iterations Total NFE = 6000
Dragonfly Algorithm 30 200 30 x 200
GWO Algorithm 30 200 30 x 200
Jaya Algorithm 30 200 30 x 200
J-PPS1 30 200 30JFE x 50 + 30PSFE x 150
J-PPS2 30 200 30JFE x 100 + 30PSFE x 100
J-PPS3 30 200 30JFE x 150 + 30 PSFE x 50
IEEE-57 bus system and IEEE 118 Bus System
Algorithm Population Iterations Total NFE = 12,000
Dragonfly Algorithm 40 300 40 x 300
GWO Algorithm 40 300 40 x 300
Jaya Algorithm 40 300 40 x 300
J-PPS1 40 300 40JFE x 75 + 40PSFE x 225
J-PPS2 40 300 40JFE x 150 + 40PSFE x 150
J-PPS3 40 300 40JFE x 225 + 40PSFE x 75

NFE = Number of function evaluations; JFE = Number of Jaya Function Evaluations; PSFE = Number of PPS.
Function evaluation.

4.1. Case 1: OPF No DG in IEEE 30-Bus Test System

In this case, the proposed hybrid Jaya—PPS algorithms, Dragonfly algorithm [28], GWO
algorithm [29] and Jaya algorithm [21] were applied to solve the OPF problem considering
the combined objective function without DG. Table 2 shows the results of these methods
along with optimal control variable settings. The result clearly shows the superiority of
the proposed J-PPS3 over other methods. Its combined objective function (965.0228) is less
than those attained using other methods with no violation of the pre-specified constraints.
The results of hybrid Jaya—PPS algorithms are compared with DA, GWO, Jaya algorithm
and also with the reported results available in recent literature in Table 3.

Table 2. OPF results with optimum values of control variables for IEEE 30-bus system.

S. No. Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3
Generator real power output
1 Pg2 0.52656 0.52553 0.5167 0.5259 0.5266 0.527
2 Pg5 0.31146 0.31068 0.32214 0.3156 0.3165 0.3155
3 Pg8 0.35 0.35 0.3497 0.3496 0.3496 0.35
4 Pgll 0.25774 0.26257 0.27264 0.2699 0.2692 0.2652
5 Pg13 0.21671 0.21185 0.20712 0.2115 0.2091 0.2099
Generator voltage setting

6 Vgl 1.07429 1.07452 1.0728 1.0724 1.0735 1.0731
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Table 2. Cont.

S. No. Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3
7 Vg2 1.05972 1.06035 1.05906 1.0584 1.0597 1.0593
8 Vgb 1.03127 1.03473 1.03371 1.0308 1.0332 1.0318
9 Vg8 1.04147 1.0423 1.04155 1.0406 1.0409 1.0402
10 Vgll 1.05456 1.05344 1.05018 1.0555 1.0431 1.0402
11 Vgl13 1.01607 1.01938 1.02735 1.0179 1.0206 1.0186

Transformer tap setting
12 T6-9 1.06778 1.08906 1.1 1.0991 1.0895 1.1
13 T6-10 1.01404 0.9811 0.94836 0.9499 0.9586 0.9435
14 T4-12 1.02163 1.01232 1.02587 1.0347 1.0304 1.0345
15 T28-27 1.00183 1.00725 1.00342 1.0095 1.0024 1.0023
Shunt VAR source setting
16 Qcl0 0.04965 0.0486 0 0.0104 0.0273 0.0225
17 Qcl2 0.00025 0.0009 0.00054 0.0498 0.0031 0.0477
18 Qcl5 0.03634 0.01863 0.04966 0.0344 0.0321 0.0474
19 Qcl7 0.04876 0.03188 0.05 0.0343 0.0441 0.05
20 Qc20 0.0499 0.04829 0.04985 0.0478 0.0479 0.0481
21 Qc21 0.05 0.05 0.04997 0.05 0.0499 0.0497
22 Qc23 0.04898 0.04621 0.01739 0.0486 0.05 0.04
23 Qc24 0.04978 0.05 0.04986 0.0497 0.0484 0.0482
24 Qc29 0.02535 0.03226 0.03039 0.0344 0.0271 0.0274
COF 965.3516 965.3025 965.2868 965.2159 965.1201 965.0228
Fuel Cost 829.3587 829.2395 831.5493 830.9938 830.8672 830.3088
Emission 0.2370 0.2373 0.2358 0.2355 0.2357 0.2363
Real Power Loss (RPL) 5.6859 5.6843 5.5780 5.6120 5.6175 5.6377
Total Voltage Deviation (TVD) 0.3046 0.3094 0.3114 0.2990 0.2948 0.2949
L-Index 0.1387 0.1389 0.1396 0.1392 0.1393 0.1388
Pgl 122.8389 123.0213 122.1479 121.7620 121.9175 122.2777
Table 3. Results of the proposed method and other methods for case 1.
Algorithm Comb. Obj Fun (COF) Fuel Cost ($/h) Emission (ton/h) RPL (MW) TVD (pu)
Base Case 1336.64501 902.00457 0.22232 5.84233 1.16014
DA 965.35164 829.35878 0.23705 5.68593 0.30469
GWO 965.30257 829.23953 0.23731 5.68435 0.30945
Jaya 965.28681 831.54930 0.23582 5.57800 0.31147
J-PPS1 965.2159 830.9938 0.2355 5.6120 0.2990
J-PPS2 965.1201 830.8672 0.2357 5.6175 0.2948
J-PPS3 965.0228 830.3088 0.2363 5.6377 0.2949
MSA [11] 965.2905 830.639 0.25258 5.6219 0.29385
MPSO [11] 986.0063 833.6807 0.25251 6.5245 0.18991
MDE [11] 973.6116 829.0942 0.2575 6.0569 0.30347
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Algorithm Comb. Obj Fun (COF) Fuel Cost ($/h) Emission (ton/h) RPL (MW) TVD (pu)
MFO [11] 965.8077 830.9135 0.25231 5.5971 0.33164
FPA [11] 971.9076 835.3699 0.24781 5.5153 0.49969
MSA [6] * 838.9233 0.2116 5.6149 0.1535
ABC [6] * 835.5230 0.2076 5.3948 0.1380
CSA [6] * 834.5125 0.2099 5.4250 0.1373
GWO [6] * 851.0491 0.2057 4.8925 0.2015
BSOA [6] * 830.7115 0.2251 5.7446 0.1836

MJAYA [6] * 833.3410 0.2064 5.1779 0.1196

MOEA /D-SF [12] - 883.322 0.21867 4.4527 0.1322
MOMICA [10] - 830.1884 0.2523 5.5851 0.2978
MOICA [10] - 831.2251 0.267 6.0223 0.4046
MNSGA-II [10] - 834.5616 0.2527 5.6606 0.4308
BB-MOPSO [10] - 833.0345 0.2479 5.6504 0.3945

NKEA [10] - 834.6433 0.2491 5.8935 0.4448
FKH [9] - 828.3271 0.2549 5.3828 0.4925

KH [9] - 827.7054 0.2526 5.4977 0.4930
FA [9] - 829.5778 0.2527 5.5104 0.5661

* Different weighting factors.

From Table 3, it can be noted that the proposed J-PPS3 algorithm provides the min-
imum value of the combined objective function. This demonstrates the effectiveness of
the proposed J-PPS3 algorithm as compared to DA, GWO, Jaya, J-PPS1 and J-PPS2 algo-
rithms and other competitors [6,9-11]. Convergence characteristics of DA, GWO, Jaya,
J-PPS1, J-PPS2 and J-PPS3 algorithms are shown in Figure 2, while Figure 3 displays the
voltage profile provided by the proposed J-PPS3 algorithm. This figure shows that voltages
magnitudes at all the buses are within the given upper and lower limits.

1050 : : :
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g 1010 J-PPS3 |
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Figure 2. Convergence characteristics for various algorithms for Case 1.
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Figure 3. Voltage profile provided by ]J-PPS3 for Case 1.

4.2. Case 2: OPF with DG in IEEE 30-Bus Test System

In this case, the DA, GWO, Jaya, J-PPS1, J-PPS2 and J-PPS3 algorithms were applied
to solve the optimal power flow problem incorporating DG considering the minimization
of fuel cost, real power loss, emission and total voltage deviation. Afterward, their results
were compared to find the best algorithm. The results of this case for all the algorithms
along with optimal control variable settings are shown in Table 4. The numerical outcomes
in Table 4 demonstrate that the proposed ]J-PPS3 algorithm is more effective as compared to
other approaches for solving the OPF problem with DG. The combined objective function
value obtained using the J-PPS3 algorithm is 937.3486, which is less than those of the DA,
GWO, Jaya, J-PPS1 and J-PPS2 methods without any violation of the limits.

Table 4. OPF results with optimum values of control variables for the IEEE 30-bus system.

S. No. Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3
Generator Real power output
1 Pg2 0.51902 0.51557 0.51579 0.516 0.5161 0.5162
2 Pgb 0.31184 0.31164 0.31143 0.3119 0.3116 0.311
3 Pg8 0.3500 0.34999 0.3500 0.35 0.35 0.35
4 Pgll 0.25881 0.2574 0.26254 0.2596 0.2619 0.261
5 Pg13 0.20565 0.2019 0.20564 0.2063 0.2039 0.2056
Generator voltage setting
6 Vgl 1.07105 1.07422 1.06371 1.0709 1.0732 1.0724
7 Vg2 1.05748 1.06016 1.04926 1.0579 1.0594 1.0595
8 Vgb 1.03158 1.03316 1.02234 1.0297 1.0329 1.0325
9 Vg8 1.04001 1.04209 1.03217 1.0381 1.0434 1.0423
10 Vgll 1.09934 1.04159 1.04782 1.0459 1.0379 1.0416
11 Vgl13 1.02435 1.01592 1.02994 1.023 1.0143 1.0164
Transformer tap setting

12 T6-9 1.01015 1.09902 1.09958 1.0981 1.0997 1.0998
13 T6-10 1.1 0.92446 0.92521 0.958 0.9565 0.9585
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Table 4. Cont.

S. No. Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3
14 T4-12 1.0343 1.02314 1.03347 1.0398 1.0182 1.0241
15 T28-27 1.0054 1.02139 1.00165 1.0028 1.013 1.0089

Shunt VAR source setting
16 Qcl0 0.00001 0.00136 0.00394 0.0436 0.0498 0.0494
17 Qc12 0.01415 0.04996 0.00005 0.0422 0.0344 0.0251
18 Qcl5 0.04982 0.03682 0.04071 0.0457 0.0385 0.0454
19 Qcl7 0.03936 0.05 0.04992 0.0484 0.05 0.0457
20 Qc20 0.02121 0.00011 0.04959 0.0481 0.05 0.0484
21 Qc21 0.04912 0.05 0.04867 0.0492 0.05 0.05
22 Qc23 0.03649 0.05 0.03892 0.0386 0.04 0.0397
23 Qc24 0.05 0.05 0.04854 0.0482 0.05 0.05
24 Qc29 0.01492 0.05 0.02444 0.012 0.0235 0.0211
COF 938.5816 938.4980 938.3787 937.6646 937.3837 937.3486
Fuel Cost 811.9476 811.2105 812.3347 811.9609 811.8993 811.8635
Emission Cost 0.2328 0.2340 0.2327 0.2329 0.2330 0.2329
Real Power Loss 52318 5.2836 5.2871 5.2381 5.2171 52214
Total Voltage Deviation 0.3385 0.3142 0.2525 0.2875 0.2990 0.2946
Pgl 119.0998 120.0336 119.1471 119.2581 119.2671 119.2414
L-Index (LI) 0.1046 0.1017 0.1036 0.1027 0.1017 0.1019

It should be noted that the combined objective function of the proposed J-PPS3
decreased from 965.0228 (Case 1) to 937.3486 by 2.86% after placing the DG as anticipated.
Type 1 DG has been modeled as a negative load, and hence the total load demand is
reduced. This further decreases the fuel cost and hence the combined objective function.

After integrating the DG, the convergence characteristics of DA, GWO, Jaya, J-PPS1,
J-PPS2 and J-PPS3 algorithms are depicted in Figure 4. As can be observed from Figure 4, J-
PPS3 provides fast and smooth convergence characteristics compared to the other methods.
The voltage magnitudes at all the buses provided by the proposed J-PPS3 algorithm are

shown in Figure 5, which are within the specified limits.
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Figure 4. Convergence characteristics for various algorithms for Case 2.
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Figure 5. Voltage profile provided by J-PPS3 for Case 2.

4.3. Case 3: OPF No DG in IEEE 57-Bus Test System

In this case, to evaluate the scalability of the J-PPS3 algorithm and to prove its efficacy
to solve large scale problems, all six DA, GWO, Jaya, J-PPS1, J-PPS2 and J-PPS3 algorithms
were applied to solve the OPF problem in the IEEE 57-bus test system with no DG placed in
it. In this case, the combined objective function for OPF comprises fuel cost, emission, real
power loss and total voltage deviation. The OPF results and the optimal control variable
settings of the J-PPS3 algorithm are compared with DA, GWO, Jaya, J-PPS1 and J-PPS2 in
Table 5. Table 6 displays the comparison of numerical outcomes of DA, GWO, Jaya, J-PPS1,
J-PPS2 and J-PPS3 algorithms and the reported results [10,12] for the IEEE 57-bus system.
Figure 6 displays the convergence characteristics of DA, GWO, Jaya, J-PPS1, J-PPS2 and
J-PPS3 algorithms.

Table 5. Optimum values of control variables for IEEE 57-bus system without DG.

S. No Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3
Generator active power output
1 Pg2 0.9998 1 1 0.9997 0.9994 0.998
2 Pg3 0.52822 0.63533 0.57092 0.6064 0.6052 0.6058
3 Pg6 0.9934 0.92366 0.87967 1 0.9631 0.9196
4 Pg8 3.15449 3.13702 3.21403 3.1116 3.1263 3.1868
5 Pg9 0.99979 1 0.99992 0.9998 0.9994 0.9964
6 Pg12 4.09988 4.0985 4.09921 4.0848 41 41
Generator voltage setting

7 Vgl 1.03896 1.04785 1.0333 1.0248 1.0321 1.0292
8 Vg2 0.95129 1.09823 1.09987 1.1 1.0873 1.0761
9 Vg3 1.0799 0.97546 1.08977 0.95 11 1.0919
10 Vgb 0.95 1.02 0.97047 1.0289 1.0209 1.0343
11 Vg8 0.99115 0.99545 1.00747 1.011 1.0133 1.0118
12 Vg9 0.95157 1.03031 0.97345 1.0273 1.0485 1.0125
13 Vgl2 1.00525 1.01681 1.01609 1.0214 1.0109 1.0211
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Table 5. Cont.

S. No Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3
Transformer tap setting
14 T4-18 1.06804 1.09919 0.98026 0.9344 0.9205 1.0968
15 T4-18 0.90157 0.9 0.91699 1.0891 1.0094 0.9272
16 T21-20 1.00286 0.97166 1.09774 0.9698 0.9791 0.9821
17 T24-25 0.95085 1.03327 1.09303 0.9958 1.0922 1.0199
18 T24-25 1.0109 1.06638 0.90024 1.0045 0.9006 0.975
19 T24-26 1.04559 1.03573 1.0347 1.0213 1.0562 1.0157
20 T7-29 0.92573 0.95287 0.94193 0.9534 0.9446 0.9336
21 T34-32 0.92662 0.93717 0.93982 0.9444 0.916 0.9304
22 T11-41 0.90366 0.9 0.90013 0.9073 0.9 0.9116
23 T15-45 0.9482 0.96314 0.94642 0.9546 0.9364 0.9581
24 T14-46 0.94622 0.96437 0.97134 0.9641 0.976 0.977
25 T10-51 0.98181 1.02617 0.99404 0.9977 0.9789 0.9893
26 T13-49 0.92296 0.9 0.93097 0.9086 0.912 0.9
27 T11-43 0.91315 0.9141 0.92554 0.9278 0.9504 0.95
28 T40-56 1.09814 1.03063 1.06585 1.0017 0.9851 0.9818
29 T39-57 0.90081 0.95428 0.91838 0.9324 0.9307 0.9135
30 T9-55 0.97945 0.94635 0.99248 0.9699 0.9735 1.0015
Shunt VAR source setting
31 Qc18 0.05841 0.0326 0.00118 0.1531 0 0.0857
32 Qc25 0.08446 0.19243 0.12834 0.1706 0.0792 0.1308
33 Qc53 0.14752 0.10041 0.14808 0.1577 0.0795 0.1171
COF 43,887.4176  43,864.8418 43,833.6421 43,825.8807 43,793.8820 43,788.6319
Fuel Cost 42,584.4552  42,587.9655 42,547.0948 42,575.9726 42,580.0946 42,564.4608
Emission Cost 1.3577 1.3447 1.3708 1.3336 1.3433 1.3566
Real Power Loss 13.6065 13.2727 12.772 12.5408 12.5242 12.5079
Voltage Deviation 0.8124 0.7921 0.8202 0.7893 0.7251 0.7365
Pgl 186.8485 184.6217 187.1970 183.1103 183.9874 182.6473
L-Index 0.2638 0.2429 0.2512 0.2418 0.2669 0.2501
Table 6. OPF results of IEEE 57-bus system without DG.
Algorithm COF FCost ($/h) Emission (ton/h) PLoss (MW) TVD (pu)
Base Case 53,828.14303 51,395.57064 2.76165 28.36589 1.25517
DA 43,887.43700 42,584.46959 1.35770 13.60665 0.81243
GWO 43,864.84184 42,587.97294 1.34478 13.27275 0.79209
Jaya 43,833.62963 42,547.09273 1.37089 12.77199 0.82018
J-PPS1 43,825.8807 42,575.9726 1.33366 12.54089 0.78931
J-PPS2 43,793.88205 42,580.09468 1.34333 12.52422 0.72511
J-PPS3 43,788.63196 42,564.46087 1.35666 12.50792 0.73656
MOMICA [10] - 41,983.0585 1.496 13.6969 0.797
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Table 6. Cont.

Algorithm COF FCost ($/h) Emission (ton/h) PLoss (MW) TVD (pu)
MOICA [10] - 41,998.5661 1.7605 13.3353 0.8748
MNSGA-II [10] - 42,070.82476 1.4965 14.4557 0.8896
BB-MOPSO [10] - 41,994.019127 1.5336 12.609 1.0742
NKEA [10] - 42,065.9964 1.5174 13.9764 1.042
MOEA /D-SF [12] - 42,648.69 1.3437 11.8862 0.6713
4
6 X 10 T T T T T
58 —DA 1
..5 —GWO
g 56 | Jaya | 7
5 — J-PPS1
= J
v 34 —— JPPS2
S 52 ——J-PPS3| |
=
o 50 ]
=
£
= 48 1
3
&} 4.6 r 7
4 4 r A E—— e =
0 50 100 150 200 250 300

Iterations

Figure 6. Convergence characteristics for various algorithms for Case 3.

The results in Table 6 prove the dominance of the hybrid J-PPS3 algorithm over other
EC-based and hybrid Jaya—-PPS algorithms in solving the OPF problem for a large-size
power system. The proposed J-PPS3 algorithm provided the combined objective function
value as 43,788.631, which is better than the combined objective functions offered by other
algorithms with no constraint violation. The bus voltages profile obtained using the J-PPS3
algorithm is within specified limits, as shown in Figure 7.
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Figure 7. Voltage profile provided by J-PPS3 for Case 3.
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4.4. Case 4: OPF with DG in IEEE 57-Bus Test System

In this case, to establish the effectiveness of the J-PPS3 algorithm for solving the OPF
problem, the IEEE 57-bus test system with two DGs [26] is considered. The obtained results
and the optimal control variable settings of the J-PPS3 algorithm are compared with those
of DA, GWO, Jaya, J-PPS1 and J-PPS2 algorithms in Table 7.

Table 7. OPF results for IEEE 57-bus system with two DGs.

S. No Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3
Generator active power output
1 Pg2 0.90988 0.9991 0.89863 0.9371 0.9368 0.9836
2 Pg3 0.47575 0.49202 0.47457 0.4728 0.4807 0.468
3 Pg6 0.59547 0.36955 0.46213 0.4847 0.3041 0.4147
4 Pg8 3.33676 3.49929 3.47521 3.3894 3.5637 3.4798
5 Pg9 0.99353 0.99999 0.99976 0.9991 0.9981 0.9999
6 Pg12 3.94011 3.86025 3.94345 3.975 3.9554 3.8995
Generator voltage setting
7 Vgl 1.01833 1.0183 1.01557 1.01 1.0157 1.0166
8 Vg2 1.1 1.09571 1.09894 1.0944 1.1 1.0623
9 Vg3 1.06087 1.05416 1.06987 1.0323 1.0681 1.0749
10 Vgb 0.95 1.08551 1.0955 1.0069 1.0442 1.0497
11 Vg8 1.01291 1.01015 1.00346 0.9835 0.995 1.0026
12 Vg9 1.01131 0.95038 0.98631 1.0073 1.0118 1.0272
13 Vgl2 1.01181 1.02021 1.00427 0.9893 1.0088 1.0031
Transformer tap setting
14 T4-18 0.90037 1.09424 0.9 0.9 11 1.0552
15 T4-18 1.09998 0.9 1.0984 1.1 0.9078 0.9054
16 T21-20 1.04432 0.98565 0.98642 0.9794 0.9887 0.9924
17 T24-25 0.90006 1.1 1.034 1.0489 1.0928 1.0455
18 T24-25 1.07936 0.9 0.97881 1.0794 1.0714 1.1
19 T24-26 1.03695 1.00296 1.00993 0.9978 1.0712 1.0429
20 T7-29 0.97201 0.97227 0.95166 0.9815 0.9461 0.9496
21 T34-32 0.94356 1.00622 0.99596 0.986 0.989 0.9887
22 T11-41 0.9784 0.96604 0.95685 0.9594 0.967 0.9653
23 T15-45 0.97868 0.97901 0.98099 0.9703 0.9716 0.9806
24 T14-46 0.97857 0.97699 0.96899 0.9481 0.9764 0.9876
25 T10-51 0.98858 0.99304 0.98007 0.9786 0.9806 0.9783
26 T13-49 0.92431 0.93811 0.93098 0.9007 0.9317 0.9271
27 T11-43 0.99037 1.00372 0.98421 0.9637 0.9821 0.9837
28 T40-56 0.91921 0.90084 0.93647 0.9182 0.9 0.9265
29 T39-57 0.98075 0.99828 0.98771 0.9938 1.0123 0.979
30 T9-55 0.95101 0.98913 0.98154 0.9159 0.9474 0.9383
Shunt VAR source setting

31 Qc18 0.18621 0.00004 0.12891 0.1062 0.0216 0.0212
32 Qc25 0.06171 0.14674 0.11436 0.1869 0.169 0.1737
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Table 7. Cont.
S. No Control Variable DA GWO Jaya J-PPS1 J-PPS2 J-PPS3
33 Qc53 0.1296 0.19995 0.16624 0.1797 0.0752 0.065
COF 39,200.1782  39,173.0979 39,162.8890 39,167.5961 39,165.9645 39,136.3249
Fuel Cost 38,120.8335  38,114.7354 38,105.9569 38,059.9136 38,048.2507 38,033.8329
Emission Cost 1.2751 1.3099 1.3218 1.3035 1.3612 1.3115
Real Power Loss 12.3189 13.1703 12.5706 12.8818 13.3724 12.9742
Total Voltage Deviation 0.5454 0.4504 0.4721 0.5469 0.5136 0.5329
Pgl 142.7987 146.7800 142.8253 142.7015 145.1223 144.0540
L-Index 0.1393 0.1241 0.1290 0.12921 0.1252 0.1250

The results in Table 7 prove the dominance of the proposed hybrid J-PPS3 algorithm
over other EC-based and hybrid Jaya—PPS algorithms in successfully handling the OPF
problem in large-scale systems penetrated with two DG units. The proposed J-PPS3
algorithm provided the combined objective function value as 39,136.324, which is better
than the combined objective functions offered by other algorithms without violating the
constraints. The combined objective function of J-PPS3 decreased from 43,778.631 (Case 3)
to 39,136.324 (by 10.60%) after implanting two DGs as expected.

In this case, the proposed J-PPS3 algorithm also provided fast and smooth convergence
characteristics compared to other algorithms, as shown in Figure 8. The bus voltages profile
obtained by the J-PPS3 algorithm is within limits, as shown in Figure 9.
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Figure 8. Convergence characteristics for various algorithms for Case 4.
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Figure 9. Voltage profile provided by ]J-PPS3 for Case 4.

4.5. Case 5: OPF No DG in IEEE 118-Bus System

In Case 5, fuel cost is selected as the main objective. The minimum fuel cost obtained
by the J-PPS3 algorithm is 129,507.6123 $/h, while the minimum fuel cost obtained by
J-PPS2 and J-PPS1 algorithms is 129,821.4309 $/h and 129,961.8924 $/h, respectively. The
minimum fuel cost obtained using hybrid Jaya—PPS algorithms and other meta-heuristic
algorithms are depicted in Table 8. From Table 8, it is clear that the fuel cost obtained from
J-PPS3 algorithm is the least compared to other methods, demonstrating the effectiveness
of the proposed J-PPS3 algorithm compared to the J-PPS2, J-PPS1, DA, GWO algorithms
and other competitors in handling the OPF problem in a large-sized power system. The
fuel cost characteristics for Case 5 are shown in Figure 10.

Table 8. Case 5 (Fuel cost minimization) results in IEEE 118-bus system.

Power Loss

Algorithm Fuel Cost ($/h) TVD (pu) PG69 (Slack Bus)
MW MVAr
Base Case 131,220.0208 1.4389 513.8101 132.8101 782.6073
J-PPS1 129,961.8924 1.4402 489.0344 113.4784 745.3196
J-PPS2 129,821.4309 1.5238 430.2158 118.5608 762.0786
J-PPS3 129,507.6123 1.3486 440.1366 109.6528 668.4798
Jaya 130,165.8424 1.4991 482.2581 112.9269 740.0970
DA 130,016.5235 1.4596 450.9608 119.1369 751.3072
GWO 130,053.1453 1.4015 461.0356 108.2561 698.1435
IMFO [20] 131,820.0000 1.5944 407.192 77.6522 —910.020
Interior point [30] 129,720.70 N. A N. A N. A N. A
CC-ACOPF [31] 129,662.0 N. A N. A N. A N. A
NLP [32] 129,700 N. A N. A N. A N. A
QP [32] 129,600 N. A N. A N. A N. A
MIQP [32] 129,600 N. A N. A N. A N. A

ALC-PSO [33] 129,546.0847 N. A N. A N. A N. A
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Table 8. Cont.

) Power Loss
Algorithm Fuel Cost ($/h) TVD (pu) PG69 (Slack Bus)
MW MVAr
PSOGSA [34] 129,733.58 N. A N. A 73.21 N. A
GPU-PSO [35] 129,627.03 N. A N. A 76.984 N. A

IMFO = improved moth-flame optimization; ALC-PSO = particle swarm optimization with an aging leader and challengers; PSOGSA
= Hybrid Particle Swarm Optimization and Gravitational Search Algorithm; GPU-PSO = Partial swarm optimization-based graphics
processing units; CC-ACOPF = Chance Constrained Optimal Power Flow; QP = quadratic programming; MIQP = Mixed Integer quadratic

programming.
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Figure 10. Convergence characteristics for various algorithms for Case 5.

5. Statistical Analysis

Statistical analysis was carried out to evaluate the robustness of DA, GWO, Jaya,
J-PPS1, J-PPS2 and J-PPS3 algorithms to solve the OPF problem with and without DG. A
total of 50 independent trials were carried out with the same population size and same no.
of function evaluations for each case. As previously mentioned, the population sizes and
the maximum NFE were 30 and 6000 for the IEEE 30-bus test system, respectively, and as 40
and 12,000 for the IEEE 57-bus system, respectively, which provided the best results. These
trials were utilized to find out the best value, worst value, average (mean) value of OPF
results and standard deviation (SD) required for statistical analysis of various algorithms
implemented in this paper and are shown in Tables 9 and 10, respectively. These tables
show that, for all the considered cases of IEEE 30-bus and IEEE 57-bus test systems, the
best, worst and mean values are nearest to each other; therefore, the standard deviation
values are low. The smallest SD values offered by the proposed J-PPS3 algorithm in all
the cases clearly indicate that statistically meaningful results are obtained by the proposed
J-PPS3 method. This affirms the robustness of the proposed algorithm.
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Table 9. Performance measures of various algorithms for IEEE 30-bus system.

Without DG Incorporating DG
Algorithm Best Worst Mean De\?itadt'ion Best Worst Mean Defit;.ion
DA 965.3516 966.4352 965.8734 0.02526 938.5816 939.1761 938.7554 0.02615
GWO 965.3025 966.7339 965.7564 0.02151 938.4980 939.2469 938.8678 0.02387
Jaya 965.2868 966.8154 965.8975 0.01983 938.3787 939.2543 938.9781 0.01955
Jaya-PPS1 965.2159 965.6587 965.4260 0.01851 937.6646 937.8942 937.7815 0.01829
Jaya-PPS2 965.1201 965.4089 965.2481 0.01809 937.3837 937.6582 937.4982 0.01785
Jaya-PPS3 965.0228 965.3261 965.2094 0.01132 937.3486 937.5803 937.4623 0.01105
Table 10. Performance measures of various algorithms for IEEE 57-bus system.
Without DG Incorporating DG
Algorithm Best Worst Mean Dejitadt.ion Best Worst Mean De\?it:t.ion
DA 43,887.437  43,973.873 43,893.893 0.02988 39,200.178 39,218.879 39,207.656 0.02887
GWO 43,864.841 43,896.887 43,871.698 0.02917 39,173.097 39,181.365 39,178.432 0.02828
Jaya 43,833.629 43,845.953 43,839.894 0.02820 39,162.889 39,175.542 39,168.764 0.02812
Jaya-PPS1  43,825.880  43,839.720 43,833.542 0.02588 39,167.596 39,176.742 39,172.427 0.02609
Jaya-PPS2 43,793.882 43,804.659 43,800.752 0.02602 39,165.964 39,174.694 39,169.524 0.02531
Jaya-PPS3 43788.631 43797 .462 43793.298 0.01299 39136.324 39140.437 39138.542 0.01297

6. Conclusions

This paper proposes a hybrid Jaya—PPS algorithm using Jaya and Powel’s Pattern
Search method to solve the multi-objective optimal power flow problem incorporating DG
to minimize generation fuel cost, emission, real power loss and voltage profile improvement
simultaneously. The multi-objective optimization problem has been solved by transforming
it into a single-objective optimization problem using weighting factors. Three versions
of hybrid Jaya—PPS techniques J-PPS1, ]-PPS2 and J-PPS3, were developed by integrating
the PPS method in different ways. In order to evaluate the performance of the proposed
hybrid Jaya-PPS algorithms, these algorithms were employed to solve the OPF problem in
standard IEEE 30-bus and IEEE 57-bus systems with/without DG and IEEE 118-bus systems
for fuel cost minimization. The results achieved by the hybrid Jaya-PPS algorithms were
compared to the Dragonfly algorithm, Grey Wolf Optimization and Jaya algorithms, and
the reported results published in recent literature. The numerical outcomes demonstrate
that the proposed J-PPS3 algorithm dominates other approaches when solving the OPF
problem. For example, the combined objective function found by Jaya-PPS1 for the 30-bus
system is 937.3486, with a reduction of 2.86% of the original system, with a 0.01105 standard
deviation. This benefit increases further with the size of the system. Statistical analysis has
shown that the hybrid J-PPS3 algorithm is a reliable and robust optimization algorithm.
As the hybrid J-PPS3 algorithm has good exploration and exploitation properties, it can
reliably solve the OPF problem in practical power systems.
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Nomenclature

W dependent variable

X control variable

MW, X) objective function
gW,X)&h(W,X) equality and inequality constraints
NB number of buses

NLB number of load buses

Ntl number of transmission lines

NGN numbers of generators

NC number of VAR compensation units
NTR number of regulating transformers
Py and Qg; active and reactive load

P and Qqi Active & reactive power generations

PLoss and Qjoss
Ug”k’” and U(g”k“x
Qg;”’l and Q;’;ﬂx
min max
ng and ng .
TI:”’”‘ and TIT’"
Uznk“x and UZ;{’”

real and reactive power loss

minimum & maximum voltage limits of kth generator bus

minimum and maximum limits of reactive power output of kth generator
minimum and maximum active power limits of kth generating unit
maximum and minimum tap setting of kth transformer

maximum and minimum voltage limit of kth load bus

S}’:“" maximum MVA flow in kth transmission line
C1, Gy, C3and Cy penalty factors corresponding to limit violations
A;, Bj,and C; fuel cost coefficients of the ith generating unit
P, slack bus generator’s active power output

«i, Bi, Yir Gis A emission coefficients of ith generating unit
pop Population size

Itermax Maximum No. of iterations

IterJmax Maximum No. of Jaya iterations

IterPmax Maximum No. of PPS iterations

NFE Number of function evaluations

JFE Number of Jaya Function Evaluations

PSFE Number of PPS Function Evaluation
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Abstract. A hybrid model is proposed that integrates two popular image
captioning methods to generate a text-based summary describing the contents of
the image. The two image captioning models are the Neural Image Caption (NIC)
and the k-nearest neighbor approach. These are trained individually on the
training set. We extract a set of five features, from the validation set, for
evaluating the results of the two models that in turn is used to train a logistic
regression classifier. The BLEU-4 scores of the two models are compared for
generating the binary-value ground truth for the logistic regression classifier. For
the test set, the input images are first passed separately through the two models
to generate the individual captions. The five-dimensional feature set extracted
from the two models is passed to the logistic regression classifier to take a
decision regarding the final caption generated which is the best of two captions
generated by the models. Our implementation of the k-nearest neighbor model
achieves a BLEU-4 score of 15.95 and the NIC model achieves a BLEU-4 score
0f 16.01, on the benchmark Flickr8k dataset. The proposed hybrid model is able
to achieve a BLEU-4 score of 18.20 proving the validity of our approach.

Keywords: Image captioning, k-nearest neighbor, Neural networks, Long-Short
Term Memory (LSTM), Logistic regression, Hybrid model, BLEU scores.

1 Introduction

Image captioning is the task of generating text that describes a given image. Describing
the contents of an image in a textual way has many applications, for example, describing
contents on a screen for visually impaired, real time captioning of videos, and in
robotics. Image captioning is different from image classification since it involves not
only identifying the objects in the image, but also summarizing the relation between the
objects in the image using natural language. A lot of research work has been done in
this topic in recent times [1] [2] [3] [4]. One method is to use the k-Nearest Neighbor
(kNN) approach [2] to select a caption in the dataset that accurately describes the image.
This involves finding a consensus caption from a set of captions that describe images
that are similar to the test image. If the set of images are diverse, one would expect the
selected caption to be generic (example- a dog). If the images are similar, the caption
selected would be more specific (example- a black dog).



Another approach is to use the Neural Networks to generate novel captions that describe
the test image. The model in [1] uses a recurrent neural network for generating the
sentences and is also called Neural Image Caption (NIC). This approach uses a
combination of pre-trained convolutional neural network VGG16 that processes the
input image, and Long-Short Term Memory (LSTM) [5] which is well suited for
processing sequential data i.e. the captions in this case. We propose to integrate the two
approaches- NIC and kNN into a hybrid model that uses a trained logistic regression
classifier to choose the better caption. If the test image is quite similar to the images in
the training set, one would expect the captions generated by Nearest Neighbor be better
than the Neural Network approach. Otherwise, the novel captions generated by NIC
tend to be better. We seek to find a set of criteria to choose the model that would provide
the better captions for an input image. We use Flickr8K dataset to evaluate our model.
The organization of this paper is as follows: the related work is discussed in section 2,
the proposed hybrid model is presented in section 3, the results are analyzed in section
4 and the conclusion is drawn in section 5.

2 Related Work

Image caption generation is mostly implemented either by distance-based matching or
by training neural networks like LSTM. Distance or similarity based classifiers have
managed to carve their own niche despite the success of neural networks for image
classification [10]. This fact is reconfirmed through our own experiments which prove
that for several examples, the distance-based classifier outperforms the neural network
in caption generation. A hybrid model incorporating the goodness of both distance-
based and neural network approaches is proposed in our work and will be described in
detail in subsequent sections. We discuss works pertaining to both approaches in this
section. Devlin et al. proposed a k-Nearest Neighbor (kNN) approach for image
captioning [2]; this is the KNN model in our hybrid technique. This approach generates
a caption for the test image using the captions of images in the training set that are
similar to the test image. This approach finds the nearest k£ images for the test image
using the cosine similarity metric, for three different feature spaces: GIST, fc7 and fc7-
fine. Each of the k images have 5 captions each, so the candidate caption set C consists
of n=5%k captions. Then the Consensus Caption c* according to [2] is the caption with
highest similarity score (BLEU-4 score [7]) with all the captions within subset M of C.

C* = argmax max Sim(c,c’ (1)
gceC MccC c%\;l ( )

Vinyals ef al. proposed a neural network model called Neural Image Caption (NIC) to
generate novel image captions; this is the second model used in our hybrid technique.
It consists of an encoder CNN connected to an LSTM network. The CNN is pre-trained
on image classification task and the last hidden layer of CNN is used as input to the
LSTM network. The model maximized the probability p (S| I) where [ is the image and
Sis a sequence of words {S;, S>, ...} that describes the image. The model used the CNN
to extract a feature vector from the input image which is then used as an input to the



LSTM circuit. Then, using the encoded image and the partial caption (which at the
beginning would be null or a special start token), the output of the LSTM would be the
probability of each word in the dictionary to be the next word in the sequence, out of
which we either take the one with the maximum probability (greedy search), or choose
the top i words (beam search). The word would be added to the previous partial caption
to generate the new partial caption. The caption would end when a special end token
was selected or a specified length was reached. The model was trained using stochastic
gradient descent [8] minimizing the loss function:

L(I,S):—Zlog pt(st) 2)

The loss function is the summation of negative log probabilities of correct word S;
at each step ¢. Before training, basic pre-processing is done on captions in the dataset.
All words with occurrences greater than 5 are kept in the dictionary. Unlike the k-
Nearest Neighbor (KNN) model which chooses a caption from the training set that best
represents the test image, NIC Generator can construct novel captions which are not
present in the training set. Recent literature focusses on modifying LSTM-based
network architectures for improvising the natural language in image captions. A
hierarchical LSTM in a recent work [9] comprises of a phrase decoder and a sentence
decoder for generating image description. Xu et al. [4] developed an attention-based
model which was able to focus on relevant parts of the image to generate better captions.
Ding et al. [3] proposed that instead of assigning equal weights to all words, one could
assign different weights to words according to their importance in the sentence. For
example, for the images of a bird, the word ‘bird’ would have a larger weight. This also
prevents mis-recognition since the main subjects in the image are identified correctly.

3 Proposed Hybrid Model

In this section, we propose a hybrid model that combines two state-of-the-art models:
Neural Image Caption (NIC) [1] and k-Nearest Neighbor approach [2] to generate
captions for an input image. Both models were described in detail in section 2. In our
NIC implementation, the image is first fed to a pre-trained convolutional neural
network, Inception-V3 [6], that produces a rich representation of the input image by
encoding it into a fixed-length vector of size 2048. This vector is the output of the last
hidden layer of the Inception-V3 model and it is given as input to a LSTM which is a
recurrent neural network.

Our hybrid technique incorporates a meta-classifier (logistic regression) that will
choose the better model for a given input image and use the caption generated by this
model. The general idea for a hybrid model is shown in Fig. 1. We propose a generic
algorithm which requires classifying an image into either category A or category B,
where category A is the category of images that are better modeled by NIC and category
B is the category of images that are better modeled by k-Nearest Neighbor model. We
use logistic regression for this classification and discuss some possible set of features
which can help us to produce a robust classifier.
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Fig. 1. Generic layout of a hybrid model which combines N image captioning models

3.1 Methodology

Let M; and M: be the NIC model [1] and the k-nearest neighbor model [2], respectively
that are trained individually on the training set of images and their ground-truths
(captions). We propose a hybrid model M which selects a consensus caption ¢* for a
given input image / using the following steps.

1.
2.
3.

6.

Generate caption ¢;using M, for given input image /.

Generate caption c;using M, for given input image /.

A set of five features (section 3.2) are extracted from the two models using the
validation set and fed as input to the logistic regression classifier.

The BLEU-4 scores of the two models are compared for generating the binary-
value ground truth for the logistic regression classifier (0 if BLEU(M;)>
BLEU(M>), else 1 if BLEU(M;)< BLEU(M>)).

For the test set, the input images are first passed separately through the two
models to generate the individual captions. The five-dimensional feature set
extracted from the two models is passed to the logistic regression classifier to
take a decision regarding the final caption generated which is the best of two
captions generated by the models.

If the logistic regression classifier predicts that M; produces a better caption
i.e. predicted value y=0 for /, then c* = ¢, else if y=1, then c* = ¢.

The block diagram for the process is shown in Fig. 2.

3.2 Feature extraction and normalization

We propose a set of five features extracted from the classification results of models M;
and M., that is used for training the meta-classifier in our hybrid model. The qualitative
definitions of the new features are enlisted as follows.

a.

The confidence score that the NIC model has for the caption it generated for
the given image.



d.

The confidence score that the k-nearest neighbor model has for the caption it
generated for the given image.

A measure of similarity between the images in the training data to the input
image in consideration.

The length of the captions generated by both the models.

The above conditions led us to formulate the five features quantitatively as follows.

1.

2.
3.

Length-normalized log probability p* of ¢; (from M;) which is a measure of
the confidence M, has on c;.

The average (BLEU-4) similarity score of ¢* (from M), from (1).

Cosine similarity S, between input image / and the image Y, where Y belongs
to K the set of the k nearest images to /, summed over all Y. Averaging the
similarity scores across multiple samples of a class improves accuracy as
observed in [12]. The features are derived from the fc7 layer of VGGI16
pretrained network used in model M [2].

S, = > cos_sim(l,Y) 3)

YeK

The two features: length of caption ¢, (=/;) and length of caption ¢, (=1,).

Generate caption ¢, using M,
Input Image /
Generate caption ¢, using M,

Extract Normalized Feature
Vector £ for /.

Calculate y, for the given feature
vector f, using logistic
regression classifier.

Choose ¢ = ¢, and output. Choose ¢ = ¢,and output.

Fig. 2. Process flow of generating consensus caption c¢* for input image using proposed model M

These features are now normalized so that their absolute values lie in the range [0, 1].
We divide both /; and /by the length of the longest caption in the Flickr8k dataset (=35
words). We divide S, by five times the number of summands in its summation (i.e. 5k)
in (3) and we divide z Sim(c*,c") by the number of summands in its summation (i.e.

c'eM

|M]) in (1). Finally, we have the normalized feature vector f, given by (4) that is the
input to the logistic regression classifier.



> sim(c,c))
f — p* c'eM Sc I1 IZ (4)

" T m| "5k '35'35

4 Results

We use Flickr8K dataset [11] to evaluate our hybrid model. It contains 8092 images
with 5 captions each, out of which 6000 are used for training, 1000 for testing and the
rest for development. We first compare BLEU-1 and BLEU-4 scores for various LSTM
beam sizes in Table 1. In Table 2, we present results for: 1) Neural network based NIC
model [1], with beam size i= 3 which has the highest BLEU-1 score in Table 1, 2) &-
nearest neighbor model [2] with k£ =30 and|M | =50, 3) Proposed hybrid model which

integrates the above two models using the logistic regression classifier. All the scores
reported have been evaluated on the Flickr8k dataset on a system with Intel® Core™
15-8300H Processor, with 8 GB RAM and GTX 1050 graphics running on Windows 10
Pro 64 bit. The code was compiled on Python 3.6.9 using TensorFlow 2.1.0. The
proposed hybrid model was able to achieve higher BLEU-1 and BLUE-4 scores on the
Flickr8k test data than the individual models as observed from Table 2.

Table 1. BLEU-1 and BLEU-4 scores for NIC for different beam sizes.

Beam Size (i) BLEU-1 BLEU-4
1 57.59 14.44
3 58.13 16.01
5 58.09 16.29
7 57.89 16.03

Table 2. BLEU-1 and BLEU-4 scores for kNN, NIC and Hybrid Model.

Model BLEU-1 BLEU-4
kNN with £ =30, M =50 56.02 15.95
NIC with beam size 3 58.12 16.01
Hybrid model 59.67 18.20

Table 3 shows some examples of captions generated using our hybrid scheme. One of
the captions (either NIC or kNN) shown in each of the five cases is incorrect. As
observed, in two cases out of five, the kNN model outperforms the neural network
approach (NIC). Our hybrid model chooses the best caption that describes the scene
adequately in all five cases. The code of our hybrid model is made available online at
https://github.com/rizal-rovins/hybrid-image-captioning-model




Table 3. Images and their captions generated by the hybrid model.

NIC Caption Hybrid model
A boy is jumping off a classifies image to
dock into a lake. category A (NIC).

Final caption:

kNN Caption .. .
A boy is jumping off
A woman in a bikini | 5 dock into a lake.
jumping off a dock into
a lake.

NIC Caption Hybrid model
classifies image to
category B (kNN).
Final caption:

A little girl in pink
bathing suit is jumping
into the water.

kNN Caption A boy jumping in the
A boy jumping in the air air on the beach.
on the beach.
NIC Caption Hybrid model
classifies image to
A man and a woman are | ..o gory A (NIC).
sitting on a park bench. | g, 7. aption:
kNN Caption A man and a woman
A girl doing a | are sitting on a park
handstand on a | bench.
trampoline.
NIC Caption Hybrid model
A mountain biker rides | classifies image to
through the woods. category A (NIC).
Final caption:
kNN Caption . .
— i A mountain biker
A man riding a bike | rides through the
down a hill. woods.
NIC Caption Hybrid model

classifies image to
category B (kNN).
Final caption:

kNN Caption A dog running

A dog running through | through the water.
the water.

A white dog fetches a
stick in his mouth.




5 Conclusion

We have presented a hybrid model that combines two existing image captioning
models- NIC and k-Nearest Neighbor (kNN) trained separately on images from the
training set. We extract a novel set of five features from the validation set for evaluating
the captions generated by the two models, that is used to train a logistic regression
classifier. The BLEU-4 scores of the two models are compared for generating the {0,
1} ground truth values for the logistic regression classifier. Our hybrid model chooses
the best caption that describes the scene adequately for a given test image. The proposed
method was able to achieve higher BLEU-1 and BLUE-4 scores on the benchmark
Flickr8k dataset. The technique can be further extended to combine more than two
image captioning models and advanced forms of LSTM incorporating attentional
mechanism could be used in place of NIC in our model.
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Abstract— Sentiment Analysis from audios is a challenging
field of ongoing research because, though humans can
recognize emotions from facial expressions, gestures, and tone
of the ongoing conversation, it can be a challenging task for
machines. In the following report and its corresponding
research work, an audio emotion detection system has been
proposed and is used to perform a comparative study to detect
emotions from 3 datasets. In this research, a comprehensive
study of diverse datasets (TESS and RAVDESS) along with a
custom dataset is made. Our proposed model aggregates
results from diverse baseline machine learning models trained
on different parameters and hyperparameters and its
performance is calculated and compared with existing
research. The proposed model uses different features of the
audio such as MFCC, Mel Spectrogram, and Chroma which
are extracted from the datasets which make our model
independent of language barriers. The efficacy of this model is
evaluated using various evaluation metrics such as confusion
matrix, overall accuracy, and Fl-score. As for the outcome of
the research and experiment, the overall accuracy is 99.46%
and 89.62% for TESS and RAVDESS respectively.
Furthermore, an accuracy of 78.28% has been reported for the
custom dataset. It is also found that, the most predictable
emotion is anger while the most misclassified is fear.

Keywords—Emotion detection, Mel Spectrogram, MFCC

1. INTRODUCTION

In today’s world, the basis for communication amongst
human beings is the exchange of information through
speech. Humans express their feelings through emotions. It
is easier for other humans to understand and interpret them
based on hand gestures, facial expressions, and tone of the
speech, while this is not the case for machines. But this gap
is diminishing day by day as technology is enhancing and
new research is being carried out each day. This research
work has attempted to explore the effectiveness of various
machine learning models and build an aggregator model
(Speech Recognition System). It also aims to compare the
efficacies of these individual architectures. The algorithmic
changes in the proposed model include extending our
comprehensive study to aggregator models and their
hyperparameter optimization. These models have been fed
with engineered data (feature extraction using Librosa and
selection using techniques like PCA) with the best features.
In the case of emotions, while some extreme ones (e.g.
anger) can be easy to identify, some soft and neutral ones
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(e.g. neutral) can be very difficult to recognize. For
machines to identify emotions fromaudio signals, they need
to analyze various features such as pitch, loudness, energy at
the very core. This research has enabled us to perform
multi-modal emotion recognition using the TESS [1],
RAVDESS [2], and our custom dataset. Every human
expresses some emotions more than others [3]. The
proposed research work has classified emotions into one of
six Ekman’s emotions [4] (Anger, Joy, Sadness, Fear,
Disgust, and Surprise). This aggregator model can be
brought to use in many applications. To design systems that
give more personalized user preferences, it is extremely
important to analyze how emotion impacts both modes of
interaction between humans (verbal and nonverbal).

Some of the common applications are Healthcare,
Counseling Security, and Al assistants at call centers. For
example, if an Al assistant could determine if a user is sad
or
Angry, it can switch to more informed communication.

II. LITERATURE REVIEW

A lot of work in the field of sentiment/emotion analysis
from human audio has been done previously using different
datasets and using several different baseline machine
learning models. Neiberg et al. [1] worked on emotion
recognition in spontaneous speech. According to them, it is
more difficult to detect emotions from live or spontaneous
sounds than using the pre-recorded dataset. For emotion
recognition in spontaneous real-time speech, they have
proposed an approach in which they have used three
classifiers and combined their results. Since the end of the
20" century, a lot of research has been done on Sentiment
Analysis on different modalities such as text, audio, and
video. Proposed methodologies vary from linguistic analysis
[20, 21], to ML approaches [22, 23], to data mining
techniques [24, 25, 26].

Indira et al. [2] have used the RAVDESS dataset and
applied various models like SVM, Random Forest, and MLP
Classifier. They achieved an overall accuracy of 79% using
Random Forest. Rajwinder Singh [3] in their Acoustic
Emotion Classification System achieved an overall accuracy
of 64.15% using SV-Classifier on the RAVDESS dataset.
We managed to increase the accuracy by 25.57% using the
same dataset. Rohit Joshi et al [29] used NLP Techniques to
see sentiments with the assistance of a tool Sentiment
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Analyzer that extracts sentiments and is employed to get all
the references for the given subject efficiently.
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III. Dataset

Collecting data for Speech Emotion Recognition has
been a challenge since the majority of datasets are
anonymized and don't reflect diverse accents. This research
has experimented on sentences fromdatasets such as TESS,
RAVDESS, and a custom dataset. Various important
characteristics of these datasets such as the emotions present
and their number of samples, class number, etc. are
presented in Table 1. In each of these 20% of total samples
has been used for testing, 10% for validation, and 70% for
training.

Toronto Emotional Speech Set (TESS) contains a
collection of sentences of two actresses (aged 26 and 64
years) and recordings were made of the set portraying each
of seven emotions as shown in Table 1. There are a total of
2800 audio records. Ryerson Audio-Visual Database of
Emotional Speech and Song (RAVDESS) has a total of
7356 files, which requires a memory of 24.8 GB.
RAVDESS contains speech by 24 actors, 12 of which are
male and the remaining 12 are female. These actors
vocalized two sentences in a North American accent. Each
emotion is vocalized at 2 intensities: normal and strong. The
audio consists of a resolution of 16 bits with a frequency of
48 kHz and is present in both .wav and .mp4 format. There
are a total of 1440 + 1012 files (1440 Speech and 1012 Song
files).

TABLE 1. EMOTION COUNT OF DATASETS

Emotions TESS RAVDESS Custom Dataset
ANGRY 400 344 170

SAD 400 344 170

HAPPY 400 344 170

NEUTRAL 400 172 165

DISGUST 400 344 170
SURPRISED 400 344 -

FEAR 400 344 170

CALM - 344 -

Total 2800 2580 1015

Our custom dataset consists of recordings from EmoDB
[10] and SAVEE [11] along with noise additions. Since both
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Fig. 1. Feature Engineering

of these datasets are small, their combination becomes a
good set for experimentation. EmoDB consists of speech
files from 10 actors speaking 10 sentences each whereas

FE= =1

250 features Feature Reduction

(Select K Best)

A oo oo omm omm o

200 Features 1

Drop Highly
Corelated
Features

SAVEE consists of 4 actors, 7 emotions, and 480 utterances.
A total of 1015 audio files with a frequency of 48 kHz are
present. Our model classifies audio signals into emotions
that can be affected by noise. Therefore altering the original
audio signals with noises of varying signal-to-noise ratios
and helps us in evaluating the effectiveness of our model
under these adverse conditions. This dataset also gives us
diverse accents and makes the system more robust.

IV. FEATURE EXTRACTION

In any speech recognition system, one of the most
important tasks is to extract features:

e Identify the important parts which signify linguistic

content along with emotion expressed
e Discard unimportant information like background
noise etc.

A characteristic of audio files is their changing nature.
But if we consider the audio on a short time scale it can be
estimated to a constant signal i.e. a signal which does not
change much by which we mean statistically constant. For
this reason, we keep the sampling rate low and divide the
audio into small frames of about 20-40 ms each. It is worth
noting that it is important to choose a correct length of
signals as if we continue to reduce the size then we get
fewer and fewer samples which are not enough for a good
prediction whereas longer samples mean that the audio
signal is no longer constant and is again of changing nature.

Along with providing the fundamental tools necessary to
retrieve data/features out of music, the Librosa package also
allows and helps one to visualize the audio signals and also
helps to extract the features out of the given audio file at
different sampling rates using various techniques for signal
processing. Librosa’s load () helps us read one audio file at a
time. It returns a time-series in the format of a 1D array (in
the case of mono) and 2Darray (case of stereo). The array is
composed of amplitudes of audio signals. It also returns sr
(which is the sampling rate) whose default value is set as
22400Hz. This package has been used in this research for
extracting various features from the chosen dataset. There
are majorly two kinds of features:

A. Prosodic features: Characteristics of speech that go
beyond phonemes and constitute auditory qualities
of audio signals are known as prosodic features [6]
(or suprasegmentally phonology). We never really
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think about the use and interpretation of prosodic
features while communicating. These features
appear with the sound which comes when speech is
connected together. For example, Rhythm,
Intonation, and stress. One of the prosodic features
which we take into account for the purpose of our
research is MFCC (Mel Frequency Cepstral
Coefficients) [7] [8]

B. Paralinguistic features: Characteristics of speech
that do not consist of spoken words are
paralinguistic features. They emphasize what
people mean rather than what people say. These are
very important features as they are capable of
changing the emotion and the meaning completely.
For example pitch of audio signal, tone,
expressions

Prosodic features have been used in this research which
helps us accurately analyze [9] the audio signal and
determine the emotion corresponding to the sound. The
features under consideration for this research work are
MFCC, MEL, Chroma, Tonnetz, and Contrast.

In humans like other mammals the sound produced is
mainly dependent on the shape of the vocal tract.
Determining this shape (of the vocal tract) will mean that
the phoneme that is produced can accurately be represented.
MFCC can accurately represent the envelope of a short-time
power spectrum which in turn actually signifies the shape of
the vocal tract. The relation of perceived frequency which is
also known as a pitch to the actual frequency is calculated
by Mel Scale. An accurate representation of audio signals
where the spectrum was shown as 12 parts constitute 12
semitones of an octave. Chroma is related to the 12 distinct
pitch groups. These features, known as pitch profiles, are
tools for exploring music whose pitches are grouped into 12
classes, and whose tuning approximates to the equal-
tempered scale. Contrast refers to the difference in the sound
of the phonemes produced. Minimizing the features is
important because it can result in a meaningful model. This
approach helped us select the most important 150 features
from a total of 250 audio features extracted (refer to Fig.1.).
This selection of features helped reduce overfitting when
applying decision tree-like models along with reducing the
overall training time and, hence improving effectiveness. In
Fig.1. Feature reduction has been performed in 3 steps: First
selecting K-best features, then dropping highly correlated
features using correlation matrix, and finally applying
PCA(Principal Component Analysis) to extract the best
possible 150 features. The last step helps keep as much
variance by dimensionality reduction while feature
selection.

V. PREDICTION MODELS

The problem at hand is a classification task. Given an
audio file, we detect the emotion of the speaker. In this
research the following baseline models are being used:

A. K-Nearest-Neighbors (KNN): KNN is used as a
simple baseline model whose output will be used to
compare different model’s accuracy. The only
hyperparameter in this model is the k value which
is not easy to find. The value of k should be

optimal as a low value can result in a model in
which noise has a high effect on the output whereas
a larger value can overfit the model and the
computation becomes expensive.

B. Support Vector Machine (SVM): SVM is a
machine learning model which can train itself on
complex nonlinear data similar to the model’s
output. It does so by the use of kernel functions to
map the primary features in a higher dimension
plane. After doing so the data can easily be
classified by linear classifiers [12]. SVM works
well with high-dimensional space, hence it suits
our case.

C. Decision Trees: A tree-like structure of features
and their possible outcomes. Since they allow us to
explore all possible options, decision trees are more
likely to produce good results. In this algorithm, a
particular feature is selected at each level, and
based on the outcome the data is divided into
multiple categories to the next level

D. Multilayer Perceptron (MLP): Artificial Neural
Network is implemented using Multi-layer
Perceptron is the simplest neural network classifier.
It includes an input layer, several hidden layers,
and an output layer (preferably softmax). It is also
known as a feed-forward network [13] [14], ie.
learns weights moving forward, calculates the loss
at the output layer, and back-propagates
rectifying/correcting the weights and biases
learned. Parameter optimization is one of the
biggest concerns when dealing with Multi-Layer
Perceptrons [4]. MLP classifies noisy inputs
concerning their similarity with pure inputs hence
allows us to correctly predict noisy inputs making
the systemmore efficient.

These baseline models are very diverse in their working
and their comparative study helps us in analyzing all
perspectives of our data.

Aggregator Models (Ensemble Learning): Aggregator
models in machine learning operate on a similar idea. They
combine the decisions from multiple models to improve the
overall performance [15].
A. Max Voting Algorithm: Predictions are made
for each data point using multiple models in this
algorithm. Each model’s prediction is assigned a
weight and the overall output depends on the
weighted ‘votes’ derived from each of the
individual models used. The majority prediction is
the final output. Lower variance is provided in the
final output predicted by the voting classifier over
the individual baseline models. The max-voting
classifier helps in reducing the dispersion or
distribution of the prediction and model’s efficacy.
The two major ways in which max-voting
ensemble helps us are: Giving better results than
any individual baseline models in terms of
performance and accuracy. Providing lower
variance than any individual baseline models.
Fig.2. shows the max voting architecture along
with the weights associated with each baseline
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model. The final prediction depends on each
models’ predictions proportionate to their weights.

B. Random Forest: This model is an ensemble
model (follows a bagging technique) which
includes different decision trees trained using
different training parameters on different mini
datasets produced out of the given input. In the end
average is taken to enhance the overall confidence
of the produced output. This also helps in
controlling the over-fitting of the model.

Input Audio

Feature
Engineering

150 Features

Decision ‘

gl

1 MAX VOTING
CLASSIFIER

l

OUTPUT
EMOTION

Fig. 2. Max Voting Architecture

C. XGBoost: XGBoost is a type of advanced Gradient
Boosting [16]. It is also called ‘regularized boosting
‘because it decreases over-fitting and makes the model
more robust also increasing its performance.

VI. EVALUATION METRICS

The results of our prediction models are below, along
with a summary of metrics for each model. A major issue
was overfitting because of the relatively small size of the
dataset. To reduce overfitting K-fold cross-validation was
used. To optimize hyperparameters, a standard Grid Search
CV method was wused to find out the best-fit
hyperparameters. Results are bound to vary (1-2%) unless
seed values are fixed. The most commonly used methods to
evaluate the performance of an emotion detection model are
confusion matrix, precision, recall, Fl-score, and overall
accuracy.

Accuracy is calculated as the number of correctly classified
values divided by the total number of values. Overall
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accuracy is a good measure because all the emotions have
the same weight and/or value. Through this research, we
aim to build a speech emotion recognition system that
minimizes the cost of misclassified data points (false
positives and true negatives). This can be evaluated through
two other metrics Precision and Recall.

Precision = True Positive / (Total Predicted Positive)
Recall = True Positive / (Total Actual Positive)
F1-Score =2 * ((Precision * Recall) / (Precision + Recall))

We consider Fl-score as a better performance measure to
seek a balance between Precision and Recall and to rule out
uneven class distributions misclassifications.

Confusion Matrix
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TABLE 2. ACCURACY FOR BASELINE MODELS
TESS RAVDESS Custom DS
KNN 77.34% 60.13% 59.36%
SVM 89.66% 76.41% 62.58%
MLP 96.76% 82.39% 72.57%
Decision Trees | 94.56% 80.35% 65.71%

TABLE 3. ACCURACY FOR AGGREGATOR MODELS
TESS RAVDESS Custom DS
Random Forest | 99.01% 83.05% 82.28%
Max Voting 99.12% 85.89% 75.28%
XG Boost 99.46% 89.62% 78.28%

TABLE 4. CLASSIFICATION REPORT FOR XGBOOST ON TESS

Emotion Precision Recall F1 Score
Angry 1.00 0.99 0.99
Disgust 1.00 1.00 1.00
Fear 0.95 0.98 0.97
Happy 0.99 0.94 0.96
Neutral 1.00 1.00 1.00
Surprise 0.97 1.00 0.98
Sad 1.00 1.00 1.00

TABLE 5. CLASSIFICATIONREPORT FOR XGBOOST ON RAVDESS

Emotion Precision Recall F1 Score
Angry 0.88 0.88 0.88
Happy 0.82 0.84 0.83
Neutral 0.87 0.81 0.84
Sad 0.80 0.80 0.80

TABLE 6. CLASSIFICATION REPORT FOR RANDOM FOREST ON

CUST

OM DATASET

Emotion Precision Recall F1 Score
Angry 0.79 0.89 0.84
Disgust 0.64 0.64 0.64
Fear 0.63 0.61 0.62
Neutral 0.89 0.75 0.81
Sad 0.89 0.95 0.80
Happy 0.88 0.68 0.77

VII. RESULTS
The results from the experiments also show the

efficiency of different ensemble models compared to the
baselines, and the state of the art on TESS, RAVDESS, and
custom datasets. The outcomes in Table. 2-6 show that out
of all the baseline models (KNN, SVM, MLP, and Decision
Trees) the best performing one is MLP. Whereas different
ensemble models perform better in different cases given the
varied data.

The results from Table. 4-6 exhibits the precision, recall,
and F1 score values calculated for each emotion class in
each dataset. For TESS (refer to Table 4.) these values are
stabilized which allows us to attain distributed Fl-score
around 0.99 for all classes. The minimal difference of the F1
score shows us the robustness and efficiency of the model.
The model is comparatively less accurate on classes ‘happy’
and ‘surprised’ and this result seems apt because the
aforementioned emotions are known to be difficult to
distinguish. For the RAVDESS dataset, (refer to Table 5.)
precision and recall are stabilized which allows us to attain
distributed F1 score around 0.84 for all classes.

In order to evaluate the effectiveness of the proposed
methodology, we decided to experiment on our custom
dataset. The custom dataset was tested on the same baseline
and ensemble models and gave us an overall accuracy of
82.28% using Random Forest Classifier (refer to Table 3). It
also gave us an F1 score of 0.78 which depicted the models'
effectiveness in classifying 6 emotions accurately.
According to the results ‘anger’ is the most accurately
classified emotion in our custom dataset. This dataset
contains different accents by a large number of actors which
makes the prediction task even more challenging for the
model. In addition to this, the noise addition allows us to
transform the dataset into a more real-life scenario.

VIII. CONCLUSION

With this report, we evaluated and analyzed the
efficiency of baseline models such as K-Nearest Neighbors’
(KNN), Random Forests and Support Vector Machine
(SVM) as well as aggregator models such as Max Voting,
ADA Boost, XG Boost, and Gradient Boost for the task of
emotion detection from audios using 3 different datasets:
TESS, RAVDESS and our custom-made dataset. Apart from
the difference in datasets, more complex aggregator models
were used for the comparative study. This led to a speech
emotion recognition system on TESS, RAVDESS, and our
custom dataset with F1 scores of 0.99, 0.84, and 0.76
respectively.

The best classifier for the given task is XG Boost for
TESS and RAVDESS whereas for our Custom Dataset
Random Forest works best. The efficacies calculated from
the experimental setup were very satisfactory keeping in
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mind the challenging trade-off between accuracy and dataset
size. It is also noted that anger and neutral are the two of the
easiest to predict emotions (refer to Table 6) whereas fear
emotion can pose a challenge to the model.

In the comprehensive study during the research, it was
found that random forest makes a better prediction and gives
better results than any baseline machine learning model.
Though this model acts as a black box and leaves very little
control to the user as to what the model does. All that we
can do is tune parameters at random seeds. To optimize
parameters, a standard Grid Search CV method was used to
find out the best-fit parameters. XG Boost tends to overfit
more than random forest but when provided a robust set of
data points and conservative hyperparameters, it provides
higher accuracy.

IX. FUTURE WORK

The future vision for this work is to analyze and include
diverse features and come up with an aggregator model
which can prove to be a robust approach towards handling
such problems. Moreover, we can also use the information
hidden in the spectrogram and use various advanced neural
network models (like CNN and RNN) to make our model
even more accurate and real-time.
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Abstract

Photoplethysmography (PPG) sensor-enabled wearable health monitoring devices can monitor realtime health status. PPG
technology is a low-cost, noninvasive optical method used to measure a volumetric change in blood during a cardiac cycle.
Continues analysis of change in light signal due to change in the blood helps medical professionals to extract valuable
information regarding the cardiovascular system. Traditionally, an electrocardiogram (ECG) has been used as a dominant
monitoring technique to detect irregularities in the cardiovascular system. However, in ECG for monitoring cardiac status,
several electrodes have to be placed at different body locations, limiting its uses under medical assistantship and in a station-
ary position. Therefore, to fulfill the market demand for wearable and portable health monitoring devices, researchers are
now showing interest in the PPG sensor enable wearable devices. However, the robustness of PPG sensor-enabled wearable
devices is highly deviating due to motion artifacts. Therefore before extracting vital sign information like heart rate with
PPG sensor, efficient removal of motion artifact is very important. This review orients the research survey on the principles
and methods proposed for denoising and heart rate peak detection with PPG. The efficacy of each method related to heart
rate peak detection with PPG technologies was compared in terms of mean absolute error, error percentage, and correlation
coefficient. A comparative analysis is formulated to estimate heart rate based on the literature survey from the last ten years on
PPG technology. This review article aims to explore different methods and challenges mentioned in state-of-the-art research
related to motion artifacts removal and heart rate estimation from PPG-enabled wearable devices.

1 Introduction

In today’s world, monitoring cardiovascular health status
for early diagnosis is one of the leading research areas. The
heart rate study is a prominent approach to analyze cardio-
vascular health status during daily routine [1]. Due to its

< Manjeet Kumar
manjeetchhillar@gmail.com

Pankaj
er.pankaj08 @gmail.com

Ashish Kumar
akumar.1june@gmail.com

Rama Komaragiri

rama.komaragiri @ gmail.com

Department of Electronics and Communication Engineering,
Bennett University, Greater Noida, India

School of Electronics Engineering, Vellore Institute
of Technology, Chennai, Tamil Nadu, India

Department of Electronics and Communication Engineering,
Delhi Technological University, Delhi, India

Published online: 10 May 2021

simplicity, accuracy, and low cost, Photoplethysmography
(PPQG) is gaining importance and becoming an alternative
approach to monitoring and studying vital body signs. PPG
technology uses optical sensors and is popular due to its
lightweight, fashionable, simplicity, and more importantly,
it can be used as wearable devices like the smart fitness band
[2]. Generally, abnormalities in the functionality of the heart
are identified using heart rate and percentage of oxygen.
Initially, PPG technology is used in pulse oximetry to moni-
tor oxygen levels in the blood. Due to PPG’s noninvasive
nature, it has now become a standard of care in the operat-
ing theatre, intensive care unit [3]. Pulse oximetry has the
flexibility to observe the body vitals both qualitatively and
quantitatively. PPG is a noninvasive tool that can continu-
ously monitor heart rate, respiratory rate, cardiac outputs,
and blood pressure.

Even though PPG technology has many advantages, the
major drawback is erroneous data in certain circumstances,
mainly due to noise from motion artifacts. Hence the accu-
racy of PPG technology depends upon the suppression of
noises [4].
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1.1 Principle of PPG

PPG technology measures the change in blood volume in
the tissue during a heart cycle using a light source. This
volumetric measurement provides important information
regarding the cardiovascular system. A PPG sensor mainly
consists of two electronic components, a light emitter and a
light intensity sensing component. Typically, LED is used
as a light emitter and a photodetector to detect (sense) the
change in light intensity [5]. A PPG pulse corresponding
to one heartbeat includes the systolic and diastolic phases.
During the systolic phase, the volume of blood in arteries is
more; this is because during this phase heart contracts and
pushes oxygen-rich blood to all the tissues and organs. The
systolic phase causes more light is absorbed by the blood
cells. Therefore the amount of light detected by the photode-
tector during the systolic phase is low. During the diastolic
phase, the blood has flown back into the heart. Therefore,
during the diastole phase, the light detected by the photo-
detector increases due to a decrease in the blood volume.
Depending upon application and sensor placement, PPG can
be used either in transmissive mode or in reflection mode,
as shown in Fig. 1 [6].

When a photodetector and LED are placed on parallel
sides of a finger to detect the transmitted light, this mode
is known as a transmissive mode. In transmissive mode,
the probe is in a projection that the photodetector and LED
face each other with a layer of tissues between them [7].
Detection in transmissive mode depends upon transmission
of light from body parts, so thin structures like the earlobe
and finger are preferred in this mode. When both photode-
tector and LED are placed on the same side of a finger to
detect the reflected light, it is a reflective mode. In reflection
mode, both the sensors are placed next to each other with
an approximate spacing of 3 cm. Therefore reflection mode
can use anybody site like the forehead and wrist. Choice of
the site to place PPG sensors depends on the patient’s blood
perfusion, comfortability of the subject, and application [8].

The role of the photodetector is to detect and quantify
the light absorbed during pulsatile and non-pulsatile flow
[9]. During pulsatile flow, light is absorbed by the change in

LED

Transmissive Mode
PPG Sensor

z

Photo Detector

blood flow inside the arteries, which is synchronous with a
heartbeat. During the non-pulsatile flow, light is absorbed by
background tissues. Therefore, a photodetector detects the
volumetric change in blood flow in arteries by detecting the
light intensity difference [10]. Measurement of this change
in light intensity thus helps to analyze the functionality of
the heart.

A PPG signal mainly consists of AC and DC components.
AC component in the PPG output waveform indicates the
change in light intensity during the systolic and diastolic
phase due to the blood in arteries [11]. The steady DC part
of the PPG waveform indicates the light absorbed by tis-
sues, skin, and bone, as shown in Fig. 2. Analysis of the DC
component provides valuable information regarding venous
blood flow, respiration, and thermoregulation. Variation in
light intensity detected due to arterial blood flow is around
1% only, which provides information on the heart’s func-
tionality [12].

1.2 PPG Analysis Using Multiple Wavelengths

Light absorption during systolic and diastolic phases of a
heart cycle follows Beer’s law and Lambert’s law, jointly
known as Beer—Lambert’s law. According to Beer’s law,
light absorbed by the blood is proportional to the concen-
tration of oxygenated hemoglobin and deoxygenated hemo-
globin. As per Lambert’s law, light absorption is propor-
tional to light penetration in the skin [13].

Therefore according to Beer—Lambert law, the amount of
light absorption (A,) through a substance, given by Eq. (1)
is directly proportional to the light absorber concentration
(O), optical path length traversed by the light signal (L), and
light absorptivity at a particular wavelength (¢;)

A, =¢,CL (1)

Body skin mainly consists of three layers, as shown in
Fig. 3. Due to absorption, only light waves with a larger
wavelength can penetrate through all three layers.

Therefore the measurement mode and the body vitals
that need to monitor, determine the selection of LED. Oxy-
genated hemoglobin absorbs light at near infra-red (NIR)

Reflection Mode
PPG Sensor

40—

LED  Photo Detector

Fig. 1 Placement of sensor in transmissive mode PPG (left) and reflection mode PPG (right)
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Fig.3 A schematic representation of the penetration of light through
the skin at different wavelengths

wavelength, while deoxygenated hemoglobin absorbs light
at red wavelength. Hence, PPG employing NIR and red light
wavelength LEDs and photodetectors is generally used for a
clinical checkup to calculate the hemoglobin concentration.
The effect of motion artifact on the PPG signal also depends
on the wavelength of the light used. Longer wavelength light
like infra-red light gets affected more due to motion artifact
as it penetrates deep inside the tissue.

On the other hand, the light of a shorter wavelength
(green light) is generally free from motion artifacts. Light
at a shorter wavelength penetrates less inside the body tis-
sue. Thus, to mitigate the effect of motion artifacts and the
absorption of light by body tissues, PPG based on multi-
wavelength optical sensors has been proposed to detect
blood flow variations at different skin depths [14].

The light emitted by the diode is absorbed by tissues, and
the amount of absorption in terms of detected light intensity
is determined by photodetector [15]. When used as a pulse

oximeter, PPG uses two LEDs of a different wavelength.
One LED emits light in the red spectrum around 660 nm, at
which light absorption due to deoxyhemoglobin is greater
than that of oxyhemoglobin. Another LED emits light in
the infrared spectrum at a wavelength of 940 nm, at which
oxyhemoglobin absorbs more light than deoxyhemoglobin.
Accurate information on the blood circulation during a heart
cycle is obtained by fixing the wavelength of LEDs between
660 and 940 nm.[16]. Finally, a Microprocessor unit ana-
lyzes the light absorption at each wavelength to determine
the concentration of oxyhemoglobin and deoxyhemoglobin.

The rest of the paper is organized as follows: Estima-
tion of heart rate from PPG is outlined in Sect. 2; Sect. 3
describes different methodologies proposed to date to
remove motion artifacts. Section 4 highlights different
datasets available for heart rate estimation using PPG. A
literature survey based on different algorithms and methods
proposed for heart rate identification is presented in Sect. 5.
Challenges, and Discussion are drawn in Sects. 6, and 7
summarizes the work.

2 Heart Rate Estimation Using PPG

Realtime estimation of heart rate using a wearable device is
one of the demanding applications in the health care system
for the early diagnosis of cardiovascular diseases. Heart rate
is the average number of times a heart beats per minute.
Fluctuation in the time interval between subsequent heart-
beats in milliseconds is called heart rate variability (HRV).
Heart rate and HRV are standard markers for detecting
health status. In a human body, the behavior of sympathetic
and the parasympathetic branches of the autonomic nervous
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system (ANS) indicate the status of HRV [17]. The sympa-
thetic branch is related to the acting condition of the body,
and the parasympathetic branches are related to the resting
and digesting phase of the body. Depending upon day-to-day
activities, the brain processing signal through ANS to the
other parts of the body, through which the body can either
react or stay relaxed. The human body tackles all kinds of
signals received through the ANS system in a balanced way
[18]. However, if a body persistently involves an unhealthy
diet, irregular sleep, stress, and laziness, the balance between
the ANS system’s branches may be disturbed.

A subject with a high HRV means that the ANS system
is in balance and responding to both sympathetic and para-
sympathetic inputs. Low HRV indicates that the subject is
working under stress or fatigue and sympathetic branches
dominate parasympathetic branches. A body with high
HRYV has a healthy status, but a low HRV indicates more
stress, due to which the risk of cardiovascular disease may
increase. Therefore from the last few years, HRV analysis
has become a valuable tool for the early diagnosis of car-
diovascular disease. Therefore both heart rate and HRV are
used to measure cardiovascular health status. Heart rate and
HRV are determined by measuring the volumetric change
in blood during a heart cycle by passing the light through
the skin. The PPG output waveform shown in Fig. 4 depicts
the fluctuation in light absorption during a systolic and dias-
tolic phase of a heart. When the heart contracts, the volume
of blood flow increases, which increases the hemoglobin;
therefore, the light absorption due to increased hemoglobin
also increases—the amount of light detected by the detec-
tor decreases. In the dilation phase, when the blood volume
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Fig.4 Different feature points related to the PPG waveform
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reduces, the hemoglobin decreases. Therefore, the amount
of absorbed light decreases, hence the light detected by the
photodetector increases. As a result, a pulsatile waveform in
response to a cardiac cycle is observed as a PPG waveform
[19].

The volumetric change of blood in tissue is synchronous
to the heartbeat, which is used to estimate the heart rate. A
PPG waveform mainly consists of four points O—S—N-D.
As shown in Fig. 4, the S-point (Systolic Peak) represents
the peak value in a PPG signal. The calculation of the Peak-
to-Peak interval of consecutive PPG signals (S—S) provides
information on the heart rate. The Peak-to-Peak interval cor-
relates closely with the R-R interval in an ECG waveform.
Analysis of pulse interval (O—O) provides information about
HRV.

For the estimation of heart rate and HRV using PPG,
it is necessary to analyze different properties of pulsatile
PPG waveform like time interval between two consecutive
systolic peaks (tg_g), systolic peak amplitude (P,), and the
amplitude of diastolic Peak (P,) [20]. After calculating the
accurate value tg_g, the instantaneous heart rate due to a sin-
gle heartbeat is calculated using Eq. (2).

0

Is_s

HR. =

i @
For a time window H, the heart rate is calculated by using

Eq. (3).

_ 60H

true —
Is—s

HR 3)

PPG waveform recorded from a healthy subject consists
of three feature points, systolic Peak (S), diastolic Peak (D),
and dicrotic notch (N). However, some of the feature points
may be missing in some PPG waveforms. As the morphol-
ogy of a PPG wave depends on age, gender, and health sta-
tus, some of the feature points may miss the recoded PPG
signal. The accuracy of cardiovascular functionality estima-
tion depends on the accurate analysis of these features. The
first derivative and second derivative of a PPG signal help
identifying the PPG feature points [21]. By analyzing the
features extracted from these three waveforms, namely the
PPG signal, the 1st derivative of the PPG waveform, and the
2nd derivate of the PPG waveform, adequate information
related to cardiac function can be processed [7]. A schematic
representation of these three waveforms is shown in Fig. 5.
It is mandatory to detect feature Point S in PPG signals to
detect the heart rate accurately. It is important to note that
reliable estimation of the heart rate and HRV is only possible
if the Point-S in the PPG signal is detected.

In a healthy subject, the subsequent cardiac cycle’s
morphological structure possesses almost similar proper-
ties as its predecessor. A missing feature point indicates
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Fig.5 Schematic representation of a PPG waveform, its First Deriva-
tive PPG (FDPPG) and Second Derivative PPG (SDPPG)

a sign of abnormality in cardiac function. To accurately
locate feature points in a PPG signal, the derivatives of a
PPG signal are used.

Between the first and second derivatives of a PPG sig-
nal, the second derivative is widely-used to locate the
missing feature points. A PPG waveform, along with its
first derivative and second derivative, is shown in Fig. 5.
Normalized amplitude values, namely b/a, c/a, d/a, e/a,
can be used to detect arterial stiffness [22].

In elderly subjects, the normalized amplitude b/a
increases and other normalized amplitudes decrease.
Analysis of change in amplitude value is used to measure
the subject’s cardiovascular age index, studied by aging
index (AGI) as in eq. (4) [23].

a

Moreover, different intervals between different peaks
from the second derivative of the PPG signal are used to
identifying a subject with abnormalities [24].

Using the correlation between consecutive heartbeats
within a time window, pulse transit time (PTT) and pulse
wave velocity (PWV) provide vital information about heart
rate and HRV. PTT is defined as the time required by an
arterial pulse wave to travel from an aortic valve to a body
site perfuse by optical light [20]. In reference to the ECG
waveform, PTT is the time interval between the R-wave peak
and any feature point on the PPG signal. PWV is used to
measure the heart rate and heart rate variability. PWYV is the
velocity of a pressure wave when the blood flows through
arteries. PWV has an inverse relation with PTT as given
by Eq. (5). Therefore, PTT and PWYV form a noninvasive
method to analyze cardiac functionality.

D
PWV = PIT 4)

Here D is the vessel length through traversed by a pres-
sure pulse.

The PPG signal analysis is also affected by various noises
like motion artifacts, variation due to baseline drift, and
ambient light noise due to sensor position variation. Out
of these noises, motion artifact has a significant effect on
heart rate analysis as the frequency of the motion artifact lies
inside the required heart rate information band. Hence, accu-
rate heart rate peak identification when the PPG sensor is in
motion is challenging. For accurate heart rate estimation, the
effect of motion artifact in the PPG signal must be removed.
The following section describes the motion artifacts reduc-
tion techniques and their properties proposed to date.

3 Motion Artifacts Removal Techniques

Accurate and reliable peak detection with wearable PPG
sensors for heart rate estimation has become a demanding
application in the health care industry. Physical motion dur-
ing daily activities drastically reduces the accuracy of heart
rate identification using a PPG sensor. In this section, several
approaches proposed to date to mitigate the effect of motion
artifacts from raw PPG signals are summarized.

Due to physical movement, sensor light passes from the
body tissue deviates from its path, which provides erro-
neous data. The frequency spectrum of motion artifact is
greater than 0.1 Hz and usually lies inside the heart signal’s
desired spectrum [25]. Hence, motion artifact is a leading
noise source that influences various factors in the PPG sig-
nal analysis, potentially limiting the PPG sensor’s usage to
study and monitor the cardiac system information for health
monitoring. Thus, the suppression of the noise spectrum
from PPG signals is one of the leading research topics in
the healthcare industry.

In [26], decomposition-based independent component
analysis (ICA) is proposed to suppress the motion artifacts
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components from a PPG spectrum. Moreover, the ICA-based
approach provides reliable output only if noise and informa-
tion signal possesses a mutually exclusive spectrum. In the
realtime analysis of cardiac health monitoring, independent
spectral conditions are not met. Thus, the efficiency of the
ICA approach becomes suboptimal. Another widely used
approach to suppress motion artifacts is adaptive filtering.
As motion artifact behavior is random, a fixed coefficient
filtering process is not suitable. Therefore adaptive filtering
based motion artifact removal was proposed in [25]. How-
ever, the adaptive filtering performance depends upon the
nature of the reference noise signal [27]. Therefore, adap-
tive filters can only provide reliable noise suppression when
the correlation between the reference accelerometer signal
and the motion spectrum is high, which is not possible in
realtime.

Moreover, the high computational complexity of the
adaptive filter limits their usage in wearable PPG. To make
the system computationally efficient and to reduce the
requirement of an additional accelerometer, deep learning
convolutional neural network (CNN) is proposed to detect
the noise in a PPG signal. The proposed CNN-based PPG
signal classification in [25] uses a 1-D CNN network and
provides the flexibility to the user to select any PPG segment
of 5-s duration to detect motion artifacts [28]. CNN network
can automatically extract the features by classification, thus
reduces the need for threshold setting and segmentation. The
correlation feature between both left and right hands was
used to detect motion artifacts without an additional accel-
erometer sensor [29]. Since the nature of the PPG signal is
nonlinear and varies between subjects, the proposed work in
[28] uses the artificial neural network approach to analyze
PPG signal characteristics to detect motion artifacts, and
by using ANFIS based algorithm, the lost part of the PPG
signal due to noise is retrieved. In [30], a method based on
neural-network-based classification was proposed to detect
the PPG signal accurately.

Based on the penetration depth of different light wave-
lengths, one more approach to removing motion artifacts
without using accelerometer sensors was proposed [31]. A
shorter wavelength green light source to estimate heart rate
and a longer-wavelength infrared light source to provide a
reference noise signal is used. Moreover, light sources with
different wavelengths also detect noise that arises due to
micro motions. In [29], to reduce the computational com-
plexity, a multi-sensor method with multiple wavelengths is
proposed to study the infected frame instead of analyzing the
whole PPG signal. As a PPG signal is of pulsating nature,
the most pulsating signal is used to extract a clean PPG sig-
nal. Multi-wavelength (Red, Green, Infrared) have differ-
ent penetration depths. ICA approach is used to extract the
pulsatile component. A method based on the fusion of sig-
nals from multiple sensors was proposed in [32] to remove

@ Springer

motion artifacts from the PPG signal. The method in [33]
extracts the reference signal through the PPG signal, thus
reducing the hardware cost.

Most of the proposed methods related to motion artifact
removal deal with simple exercise or limited physical move-
ment. Therefore, to remove strong-motion artifacts, dis-
crete wavelet signal decomposition and thresholding-based
approaches are proposed to remove the noise spectrum from
the PPG signal [34]. A decomposition-based empirical mode
decomposition (EMD) approach was implemented to extract
the correct PPG segment from the corrupted PPG signal.
A modified nonlinear approach named ensemble empiri-
cal mode decomposition (EEMD) was proposed in [35] to
reduce motion artifacts from the PPG signal to resolve the
mode mixing problems that arise during time—frequency
distribution. In the EEMD method, reference noise is added
to decompose the given PPG signal into IMF, without any
prerequisite selection criterion on window width.

The potential of the principal component analysis (PCA)
approach was combined with the EEMD method for accurate
extraction of vital sign information from the PPG signal.
Generally, motion artifact removal techniques are either
based on time analysis or frequency analysis, which possess
their inherent limitations. Therefore time—frequency based
approach was proposed in [35]. However, time—frequency
based approaches failed to provide reliable results when the
nature of motion noise is periodic and strong. In that case,
the extraction of a clean PPG signal becomes very difficult.
Therefore the demand for accurate and reliable motion arti-
fact removal methods for analyzing accurate vital signs is
still an important research topic.

4 PPG Database

There are several data sets publicly available to test proposed
algorithms. Table 1 highlights all the publicly available data-
bases recorded with PPG-enabled wrist-worn devices. One of
the most standard datasets is IEEE signal processing compe-
tition (SPC) 2015. IEEE SPC 2015 dataset was first used in
[36]. IEEE SPC 2015 dataset consists of recordings from 23
subjects, in which the first 12 subjects have undergone simple
physical exercises like walking (IEEE SPC-12 Training). The
subjects numbered 13-23 performed arm exercises to intro-
duce some motion noise (IEEE SPC-11 Testing). Two PPG
signals and three-axis accelerometers are used on the wrist
while recording the PPG. To test the efficacy of the work,
the IEEE SPC dataset also recorded ECG signals while the
subject is at rest. One more publicly available recent dataset
is named PPG dataset for heart rate estimation in daily life
activities (PPG DaLiA) [37], which is introduced to overcome
the limitation on low physical activity used while recording
the IEEE SPC dataset. In PPG DaLiA, fifteen subjects have
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Table 1 Summary of publically available PPG databases

Database

Wristband embedding sensor

Description

IEEE Signal Processing Competition (IEEE
SPC-12) —Training [36]

IEEE Signal Processing Competition (IEEE
SPC-11) —Testing [36]

IEEE Signal Processing Competition (IEEE
SPC-23) —Testing + Training [38]

IEEE Signal Processing Competition IEEE
SPC-22) —Testing + Training [38]

Wrist PPG during exercise [39]

2-Channel PPG (green LEDs wavelength:
609 nm), 3-axis accelerometer

2-Channel PPG (green LEDs, wavelength:
609 nm), 3-axis accelerometer

2-Channel PPG (green LEDs, wavelength:
609 nm), 3-axis accelerometer

2-Channel PPG (green LEDs, wavelength:
609 nm), 3-axis accelerometer

1-Channel PPG (green LEDs, wavelength:

Twelve male subjects aged 18-35 years

ECG ( HRreference) recorded simultaneously
from the chest

Sampling frequency: 125 Hz

Eleven subjects aged 19-58 years

ECG (HRreference) recorded simultaneously
from the chest

The sampling frequency is 125 Hz

IEEE SPC-23 dataset includes both IEEE SPC
Training and Testing dataset

IEEE SPC-22 dataset does not consider subject
number 13 from the IEEE SPC-23 dataset

Out of nine subjects, only one subject partici-

510 nm)

A low noise 3-axis accelerometer
A wide-range 3-axis accelerometer

pated in all exercise
ECG (HRreference) is recorded simultaneously
from the chest

3-axis gyroscope for orientation

Wrist PPG during walking/running [40]

gyroscope

PPG dataset for heart rate estimation in daily

life activities (PPG DaLiA) [37] accelerometer

3-Channel PPG (green LEDs, wavelength:
525 nm), 3-axis accelerometer, 3-axis

4 LEDs (two green and two red) three-axis

24 subject with an average age of
26.9 +4.8 year
ECG signal captured using Holter device
The sampling frequency is 50 Hz
15 subjects aged 21-55 years
The sampling frequency of 64 Hz

undergone physical activities that are similar to daily activi-
ties. PPG DaLiA dataset is specially designed to identify heart
rate under a motion noise environment. Besides this real-life
exercise feature, the PPG Dal.ia dataset has limited informa-
tion on the age group.

The limitations posed by the accelerometer during record-
ing on the accuracy of the PPG data set are improved by intro-
ducing a gyroscope along with accelerometers in the PPG
signal recorder. During the signal recordings, the subjects
underwent physical exercise activities like walking, running
on a treadmill [39].

5 Literature Survey Based on Heart Rate
Estimation

Accurate estimation of heart rate is essential to detect any
abnormalities in body function. The reliability of heart rate
estimation is always affected due to the presence of motion
artifacts. Therefore denoising motion artifacts and correct
heart rate estimation in realtime are current research areas
while designing smart wearable healthcare devices. This

Pre-Processing De-Noising

Fig.6 Flowchart indicating the four main stages in heart rate estimation

motivates researchers to develop and implement a faster and
reliable way to identify the correct heart rate during physical
activities. The majority of the proposed work to date related
to heart rate detection follows a four-step approach, as shown
in Fig. 6.

Input to the preprocessing stage consists of sensor infor-
mation like accelerometer, PPG, and gyroscope [39]. The
role of the preprocessing stage is to filter out undesired
frequency spectrum (out of the desired window) by using
bandpass filters. For reliable and correct estimation of heart
rate, the role of the denoising stage is crucial. Using a ref-
erence noise signal (output of the accelerometer sensor)
while recording a PPG signal helps the denoising algorithm
remove the noise spectrum from the information signal.
After removing motion artifacts, by identifying the correct
peak, the heart rate is estimated in stage-3. A post-process-
ing stage known as the heart rate tracking stage is used to
provide exact information. The algorithms proposed to date
showed a tradeoff between complexity and accuracy.

This literature review summarizes the research
articles related to heart rate estimation using the

i

Heart Rate
Estimation

Heart Rate
Tracking
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Photoplethysmography (PPG) method. The heart rate esti-
mation performance is studied in the literature by evaluat-
ing average absolute error (AAE), absolute error percent-
age (AEP), and Pearson correlation coefficient. AAE and
AEP are computed using a reference ground truth heart rate
value, estimated using ECG. The performance of the heart
rate algorithm is estimated using the following indexing.
HR,,, (i) represents the ground truth ECG heart rate in the
i" time window, and HR,(i) is the estimated heart rate value
using the proposed method. The output of each proposed
work was analyzed and compared in terms of mean absolute
error, error percentage, and Pearson correlation coefficient.

The average absolute error is calculated by using Eq. (6).

.

w
- D HR (i) = HR,,, (i) (6)
i=1

For a total number of windows W, the average absolute
error percentage (AEP) is calculated using Eq. (7).

w . .
1 |HRest(l) - HRtrue(l)|
AEP = — x 100

w ; HRlure(i) @

The other set of parameters used in some works in the
literature include accuracy (ACC), sensitivity (SCC), and
specificity, given by Egs. (8)—(10), respectively.

(TP +1N)

Accuracy(ACC) = (TP + TN) + (FP + FN) ®

. TP
S tivity(SCC) = ———
ensitivity(SCC) TP EN )
TN

Speciﬁcity = m—m

(10)

In Eqgs. (8)—(10) true positive (TP) is the number of seg-
ments that are classified correctly. NP is the true negative,
which shows the number of segments affected due to motion
artifacts. False-positive (FP) indicates the segment which
is affected but also classified incorrectly. FN false negative
shows segment, which is artifact affected. Table 2 summa-
rized all the techniques proposed, along with their evaluation
results.

An algorithm to minimize the motion artifact effect on
heart rate estimation is proposed in [69]. Due to lower com-
plexity and normalization features, the Normalized Least
Mean Square (NLMS) adaptive filter is used to remove
motion artifacts. After removing the motion artifact, the
heart rate is calculated from the autocorrelation-based fun-
damental period extraction unit. A threshold-based approach
is used as a post-processing step to extract heart rate infor-
mation. The proposed algorithm extracts heart rate with a

@ Springer

correlation of more than 0.98. The accuracy of denoising
using an adaptive filter always depends on the accuracy of
the reference noise signal recorded using the accelerometer.
An algorithm named signal decomposition for denoising,
sparse signal reconstruction for high-resolution spectrum
estimation, and spectral peak tracking (TROIKA) [36] is
proposed in a wearable PPG device that does not require a
reference signal to estimate heart rate. TROIKA technique
for heart rate estimation consists of a three-step process. Step
1 consists of the signal decomposition method to denoise the
motion artifacts components. Step 2 used the sparsity-based
spectrum estimation approach to estimate heart rate. Step 3
is a post-processing step to track and verify the desired peak
related to heart rate. An AAE of 2.34 +£0.82 BPM and AEP
of 1.80% was calculated with IEEE SPC 12 candidate data-
set. TROIKA approach has shown good results during physi-
cal activities also. To further improve the performance [41],
proposed an approach named joint sparse spectrum recon-
struction (JOSS), which follows a modified procedure to
improve the accuracy of previous work TROIKA. It utilizes
the PPG signals and acceleration signals jointly for heart rate
spectrum estimation under the multiple measurement vectors
model. Noise due to motion from PPG signal is removed by
spectral subtraction instead of signal decomposition. Selec-
tion and verification of peak were used as a post-processing
step to track heart rate. The authors calculated an AAE of
1.28 +£2.61 BPM and an AEP of 1.01% +2.29% with the
proposed technique. JOSS provides a reduction in the error
compared to TROIKA implemented on the IEEE SPC 12
candidates’ dataset. Despite the improvement in the result
recorded with [36, 41], both approaches faced a limitation in
terms of computational complexity. A novel method called
spectrum subtraction, peak tracking, and post-processing
(SPECTRAP) is proposed to reduce the computational com-
plexity [43]. Asymmetric least squares spectrum subtraction
approach is used to denoise the PPG signal. Instead of using
heuristic rules based spectral peak tracking, a Bayesian deci-
sion theory was used for reliable estimation of heart rate. An
AAE of 1.50+1.95 BPM and AEP of 1.12+1.47% were
calculated with IEEE SPC 12 candidate dataset. SPECTRAP
showcased the reduction in computation complexity at the
expense of an increase in the AEP. Using random forest-
based spectral peak tracking algorithm, a method to reduce
computational complexity by reducing AAE is proposed in
[46]. The power spectral density of the PPG data segment
and the accelerometer are compared to remove motion arti-
facts. Using the method in [46], an AAE of 1.23+0.80 BPM
with IEEE SPC 12 candidate dataset and 1.65 +1.56 BPM
with IEEE SPC 22 candidates’ dataset were showcased with
a reduced computational complexity with and reduced APE.

Like TROIKA, a method to estimate the heart rate by
using spectral peak tracking is proposed [42]. The spectral
tracking method involves multiple heart rate trajectories,
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Table 2 (continued)
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of motion artifact effectively. After denoising, Wavelets are
used in addition to Fourier transform to detect the correct
heart rate peak. PREHEAT calculates an improved AAE
of 0.83+0.96 BPM. PPG time—frequency features based
motion artifact removal approach was proposed in 2016 [51],
named fime—frequency spectra of PPG signal (TifMA) for
realtime heart signal analysis. Compared to published work
related to motion artifact removal and heart rate detection,
TifMA also tests the noise frame usability for heart rate peak
detection instead of deleting them. Using frequency modu-
lated and amplitude modulated data from the usable sig-
nal, the proposed algorithm accurately estimates heart rate
value using a subsequent window approach. The affectivity
of TifMA was tested in terms of specificity and selectivity.

Various methods proposed in the literature to denoise a
PPG signal are based on signal decomposition or adaptive
filtering that failed to provide reliable results in realtime
applications. An approach based on cascaded RLS adap-
tive filter and EEMD is proposed in [35] to overcome the
limitations posed by realtime PPG applications. The author
computed an AAE of 1.16+2.23 BPM and AEP of 0.93%
with the IEEE SPC 12 candidate’s dataset.

In particle filter-based algorithm for heart rate estimation
using photoplethysmographic signals (PARHELIA) [48], a
method based on particle filter for heart rate estimation is
proposed with tracking multiple candidates. A particle filter
can help recover an incorrect track to the correct track. PAR-
HELIA uses the acceleration signals to update the weight of
particles in the particle filter to reduce the effects of motion
artifacts. Updating weight depends on three steps, namely
prediction, weight calculation, and resampling. An AAE of
1.17 BPM was calculated with PARHELIA, which showed
an improvement of 8.6% compared to the TROIKA. Another
work based on particle filter proposed in [59] the heart peak
by focusing on those consistent with time. Instead of three
axes reference noise signal, a single reference noise signal
was used to reduce computational complexity having the
highest peak frequency. Instead of relying on any reference
characteristics points for measurement, the proposed filter
considers noisy signals as input and modifies the weight
of selected particles to analyze heart information. Heart
rate was estimated by detecting the highest weight particle
assigned to each window. To further refine the heart rate
estimation, a fusion method was used, in which an AAE of
1.4+1.55 BPM is calculated [59].

An algorithm named multiple reference adaptive noise
cancellation technique (MURAD) is proposed in [49] to
improve the effectiveness of adaptive filters for accurate
heart rate estimation. In this method, the three-axis accel-
erometer reference noise signal and the difference between
two PPG signals are used as the reference noise signal.
Instead of using a fixed reference noise signal for each
window, the proposed work provides flexibility to select a

realtime reference noise signal for accurate and reliable heart
rate estimation. An AAE of 0.97+1.83 BPM and AEP of
0.76 = 1.5% were calculated with MURAD algorithm. In
[50], a different approach to separate motion artifacts spec-
trum and PPG spectrum from raw PPG data is proposed. The
harmonic sum model retrieves the fundamental frequency
component of the reference noise acceleration signal within
a short window range to estimate the heart rate spectrum
from raw a PPG signal. An AAE of 0.73 +0.83 BPM was
calculated, which showed improved error performance over
methods already reported.

As observed from the literature, the frequency-domain
approach, like EMD [33, 44], increases the computational
complexity. In [70], a modified EMD approach with vari-
ance characterization to identify motion-affect periods in
the whole PPG signal from a predefined time window is
proposed to overcome the computation complexity issue.
An AEP is calculated as 1.03%, which demonstrated the
use of a modified EMD approach introduced in wearable
devices [70]. A method that uniquely detects heart rate peak
frequency under the realtime environment with reduced sys-
tem complexity is proposed in [53] to reduce computational
complexity. A unique property of this work was that it does
not rely on heart rate information recorded in the previous
window for heart rate detection. To avoid large-amplitude
reference noise signal detection in detecting heart rate, a
spectral division approach is used to extract the reference
accelerometer spectra from the PPG signal. A composition
of all frequency components is used to measure the highest
peak frequency under the desired range. Finally, a constant
value based jump procedure was introduced to track the
heart rate in the noisy spectrum.

Wiener filter and phase vocoder based new approach
named WFPV is proposed in [53] to overcome the limita-
tions of computational complexity faced by methods based
on heuristic rules or thresholds detection for heart rate esti-
mation. A Wiener filter is used to attenuate the effect of
strong motion artifacts. A phase vocoder was used, which
allows the user to estimate heart rate for a short period. Com-
pared with previously presented methods, WFPV improved
AAE to 1.02 BPM and AEP to 0.81%. The Wiener filter used
reference noise signals from accelerometers from all three
axes to filter motion artifacts. In [64], a modified method to
remove motion artifacts by using a three-axis acceleration
reference noise signal is proposed.

Some zeros were added at the end of the signal to make
heart rate resolution less than 1 BPM to identify heart rate
peak frequency. The heart rate is further tracked by com-
paring the estimated result with a predefined threshold. An
AAE of 1.02+0.44 BPM was calculated, which is better
than most of the proposed work. Conceptually similar work
was also presented in [56] to estimate the correct heart rate
peak. A one-variable Kalman filter was employed to refine
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the heart rate value. To reduce the effect of the motion noise
SVD technique filters out a subset matrix of noise-free PPG
signal. To assess the present work compared with [53], the
authors calculated two more parameters for maximum abso-
lute deviation and standard deviation. Maximum absolute
deviation provides the capability to assess the algorithm’s
accuracy at each point in a window and a standard deviation
computed over the whole window.

Considering the advantages of time-frequency
approaches simultaneously, a time—frequency based short-
time Fourier spectral fracking (SFST) approach was pro-
posed to estimate heart rate in a short period. As FFT pro-
vides limited resolution to study heart rate, [54] replaced
FFT with STFT for realtime heart rate estimation. After the
preprocessing step, the signal is divided in a short time win-
dow using the STFT approach to reduce motion artifacts. A
cyclic moving average filter is used to filter out unexpected
variance values in heart rate due to complex motion arti-
facts. Using IEEE SPC 12 candidates’ dataset, calculated
results showed improved AAE results of 1.06 +0.69 BPM
and AEP of 0.94% +0.53%. In [55], a new method to utilize
the potential of a time—frequency based approach for heart
rate estimation is proposed. A combination of RLS adaptive
filter (a time-domain approach) output and SSA (frequency
domain approach) output was used to minimize the motion
artifacts in [58]. By considering the previous heart rate time
window, a conditional sum approach was used to avoid false
estimation of heart rate. For reliable heart rate peak detec-
tion, tracking of heart rate within a search range is imple-
mented as a post-processing step, which resulted in an AAE
of 1.16 +1.74 BPM.

Researchers have devoted many efforts to provide low
computational complexity approaches to estimate heart rate
for wearable devices accurately in recent years. In [58],
an approach based on the random forest binary decision
algorithm for accurate heart rate estimation is proposed. A
binary decision algorithm helps in deciding between two
algorithms used for motion artifacts removal. For feature
extraction, wavelet-based techniques were used. Compared
with the result of a similar approach, this work calculated
an AAE of 1.23 BPM with low computational complexity.

Another concern in developing wearable devices is the
accurate estimation of heart rate during intensive physical
activity. In [60], an algorithm to identify heart rate in a real-
time environment is proposed. The main objective of this
work is to remove the motion artifacts spectrum that occurs
due to physical movement across the sensor. For denois-
ing, the Wiener filtering approach was used. To solve the
difficulties faced in heart rate estimation during intensive
exercise, the finite state machine (FSM) based algorithm
was used under the post-processing step, ignoring inaccu-
rate estimations. Compared with the previously reported
method, an improved result in terms of AAE 0.79+0.6

@ Springer

BPM was calculated with IEEE SPC 23 candidate dataset.
Even though the accelerometer signals cancel out the motion
artifact, they introduce gravitational acceleration error. To
solve the problem of gravitational acceleration, a gyroscope
is used to record the reference noise signal [40].

For heart rate estimation using wearable devices, prop-
erties like tracking ability, robustness, and computational
cost are considered important design parameters and can be
realized by a combination of adaptive filters [71]. By assign-
ing different weights to the combined layers of an adaptive
filter, the adaptive filter’s denoising performance can be
improved [61]. The output of two parallel cascaded networks
was combined using a convex combination to improve the
output efficiency, which depends on the choice of filters and
adaptive filter parameters. A three-stage cascaded network
model was proposed to filter out motion artifacts in three
directions. The output from the cascaded RLS and cascaded
LMS stage were combined using the convex combination.
An AAE of 1.12 BPM was calculated on the same dataset
used in [36]. Using the LMS filter properties, a method to
minimize motion artifacts was also introduced to estimate
heart rate accurately. A notch filter was used to reproduce the
PPG signal from the detected heart rate peak [63]. An AAE
of 0.92 BPM was calculated, which showed an improved
result compared to the state-of-the-art techniques.

Despite this improvement in error performance, the per-
formance of the LMS filter depends upon an adjustment of
tap weight, which is directly related to the input vector. If
the input vector is not bounded, then the LMS filter may face
gradient noise amplification due to the incorrect selection
of step size. To avoid the gradient noise amplification and
step size issues, a three-stage cascaded adaptive filter RLS,
NLMS, LMS based approach is proposed in [72]. In [72],
two different pairs of adaptive filters are combined using a
convex combination to effectively denoise the PPG signal.
Sigmoid function based parameters are assigned to each pair
of adaptive filters were updated at each iteration to improve
the filtering performance. The FFT-based approach is used
to estimate the heart rate. Convex combination assigns con-
stant value at each combinational layer consists of differ-
ent output combinations of the adaptive filter. It provides
maximum value to those layers that perform well in that
iteration. Using IEEE SPC 12 candidates’ data set, an AAE
of 0.92 BPM is calculated. For reliable denoising and heart
rate, in [73], three stages of cascaded adaptive filters output
are combined using the softmax normalized function. The
FFT approach estimates the heart rate value by using a phase
vocoder. An AAE of 1.86 BPM was calculated on large data-
sets, which showed less error than other techniques that used
the same data set to test the algorithms. By combining the
output of adaptive filters, estimation of heart rate becomes
more accurate, but computational time increases. In [68], a
new denoising algorithm named combination of adaptive
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filters using single noise reference signal (CASINOR) is
proposed to reduce computational time and error values.
Only RLS and NLMS adaptive filters are used to denoise
the signal. A sigmoid function was also used to combine the
output of both filters. The main feature of CASINOR was
that it requires only a single reference acceleration noise
signal instead of a three-direction reference noise signal.
The accelerometer signal with maximum power is chosen as
a reference noise signal. After spectral estimation, a phase
vocoder is used to refine the heart rate peak values. Using
CASINOR, an AAE of 1.92 BPM is calculated with IEEE
SPC 23 candidates’ dataset.

Following the decomposition approach for denoising in
[73], a method based on VMD is introduced to study the
PPG signal in small data length to improve heart rate esti-
mation accuracy. Further to the identified heart rate peak,
the PCA approach was used to select the more heart rate
relevant mode. With shorter length data, the proposed [73]
decompose method identified heart rate peak with less error.
Further, to identified accurate heart rate spectrum peak dur-
ing physical exercise, in [74], a personalized deep learning
approach was introduced. For accurate estimation, the algo-
rithm was trained according to the realtime situation. An
AAE of 1.47 +3.37 BPM was calculated with IEEE SPC 23
candidate’s dataset. In realtime, the nature of noise cannot
be predicted. A fixed reference noise model may not work
effectively to analyze the signal in a realtime environment.
In [75], a neural network-based classification approach to
separate clean segments without reference noise accelera-
tion signals is proposed for realtime applications. The main
feature of this work was that instead of assessing the com-
plete PPG frame, it access individual pulse behavior. The
efficacy of the work depends upon the accuracy of the ref-
erence template. In [66], a hybrid approach comprised of
VMD and neural network classification to estimate heart rate
in a realtime environment is proposed. This work identifies
the beat morphological structure of beat besides heart rate
estimation using a neural network model-based template
matching feature. An AAE of 0.53 BPM was calculated on
IEEE SPC 23 candidate’s dataset, which showed improved
performance over the state-of-the-art techniques. In [76],
a hybrid approach to jointly estimate heart and respiratory
information from the IMF spectrum is proposed. In this
method, the EEMD approach is used to generate the desired
frequency window’s IMF function. PCA technique was used
to extract the most relevant feature for heart rate estimation.
The method showed similar results on IEEE SPC 23 candi-
date’s dataset obtained, but the accuracy and reliability of
this work are far greater than the EEMD approach. Effec-
tiveness of work is calculated in terms of mean and variance
with a value of 99.95% and 0.0010% respectively.

Most of the techniques presented were tested with the
common dataset IEEE SPC 2015. However, this dataset was

recorded with little physical exercise, and each dataset has
a duration of less than one hour. In [75], to design a more
robust system, a new dataset PPG DaLiA is introduced,
which contains recording with some real-life daily activities
with a duration of more than 36 h. Two-channel PPG signal
and three-axis accelerometer signal are firstly separated in a
short window duration of eight seconds. Then Fast Fourier
approach was implemented on each window for heart rate
estimation. The tracking step is introduced in the CNN layer
to improve accuracy and reliability, which relies heavily on
the correlation property of the subsequent window of the
heart cycle.

In [62], to reduce the computation complexity problem
faced by benchmark techniques [44], an SVD based algo-
rithm to estimate heart rate from motion corrupted raw
PPG signal is introduced. A genetic algorithm was used to
optimize the value of parameters used under the heart rate
tracking step to deal with the different motion artifacts cases.
From the acceleration signal, the KNN classifier is used to
detect the intensity of physical activities. The proposed [62]
approach produced comparable results but required less
complex processing stages. An AAE of 2.17 BPM was cal-
culated on the same dataset [42]. One more technique based
on neural networks for heart rate estimation is introduced in
[38], which uses an eight-layer filter model to track the heart
rate. The Gaussian distribution function is used to improve
the accuracy of the estimation signal. Complex mathemati-
cal calculations limit the application of the eight filter model
to use in the realtime analysis of heart rate.

To improve mean absolute error performance, A method
based on the power spectrum of the desired signal to improve
mean absolute error performance is proposed in [65]. This
approach deal with the signal’s power for measuring accu-
rate heart rate peak during body movement. Estimating the
true heart rate of the present window depends on the accu-
racy of the previous window; hence the crest factor property
of FSM is used to check the response of heart rate in the.

subsequent window. The mean value of the previous heart
rate window in terms of the Gaussian kernel function is mul-
tiplied by the current time window to improve the SNR value.
Improved results in terms of AAE of 1.20 BPM and AEP of
1.05% were calculated with IEEE SPC 23 candidates’ dataset.
After considering problems faced in time and frequency-based
approaches, in [67], a modified approach simultaneously uses
both the PPG modes to reduce the effect of noise. The effect
of noise imposes on the PPG signal depends on the penetra-
tion depth of light used to capture the signal. A total of six
sensors of different wavelengths were used to illuminate the
skin. Out of six sensors, four sensors were used for reflection
mode and two for transmissive mode. Separate LEDs were
used because the transmissive mode needs a light source that
penetrates deeper into the skin. Blue, green, and infrared light
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show superior results compared to other light sources for esti-
mating heart signals.

6 Challenges and Discussion

In the last decade, monitoring cardiovascular health has
become an essential feature for the early diagnosis and pre-
vention of cardiovascular diseases. Due to a lack of efficient
monitoring tools, the mortality rate due to cardiovascular
diseases increases year by year. To prevent any accidents
related to cardiovascular disease, personal health monitoring
devices are gaining importance. Therefore the demand for
battery-operated wearable sensing devices is ever increas-
ing. Wearable devices with PPG sensor technology will give
people the flexibility to measure their health status at any
time and any place.

Based on the literature review, PPG technology can moni-
tor heart rate in wearable devices like bands and watches.
The accuracy of wearable PPG-based monitoring tools suf-
fers from effects related to motion artifacts. Researchers
devoted a lot of effort to design an accurate and reliable
monitoring tool in the healthcare system to tackle motion
artifacts. We have also highlighted the algorithm proposed to
reduce the effect of motion artifacts from the PPG signal. In
the literature, time-domain approaches like adaptive filtering
and frequency domain approach like signal decomposition
are used to denoise. Later on, some of the methods combined
the positive feature of both techniques to provide accurate
results. Signal-based techniques can give noise-free signals,
but they faced computational complexity problems.

On the other hand, adaptive noise cancellation showed
reliable results only when reference noise signals correlate
highly with the motion spectrum, which is not possible in
realtime. In addition to this work, proposed related to heart
rate estimation using PPG provide inaccurate results if the
noise spectrum lies close to the heart rate peak. Moreover,
due to the non-stationary nature of the biological signal,
Fourier-based heart rate estimation also not provides reli-
able results.

Despite the outstanding progress in the past few years
related to motion artifact removal from PPG signal discussed
in section (III), an effective and computational efficient
motion artifact removal algorithm is still in great demand.
Therefore there are still many issues to be resolved to imple-
ment a realtime continuous method using PPG to monitor
cardiovascular behavior during physical activities.

7 Conclusion
This paper presents a review of the potential of Photop-

lethysmography technology in the field of biomedical signal
processing. This paper presented a comprehensive review

@ Springer

of state-of-the-art research on suppressing motion artifacts
and heart rate estimation using a PPG-enabled wearable
device. In the last decade, the ratio of death worldwide due
to cardiovascular diseases increases day by day. This hike
is due to faster changing lifestyle, stress level, and people’s
food habits across the world. To reduce the risk of cardio-
vascular diseases, a frequent medical checkup is needed for
continuous assessment. So regular monitoring of cardio-
vascular health status is important for early diagnosis and
timely treatment of cardiovascular disease. Therefore the
need for a portable and wearable device for early diagnosis
is growing day by day. Due to their small size and low cost,
PPG sensor-based wearable devices showed their potential to
use as a health monitoring device in the future. This review
paper summarized different techniques proposed in the last
ten years for noise suppression and heart rate estimation with
PPG technology. Some of the methods were computationally
inefficient, and others were inefficient under realtime moni-
toring. Despite many advantages of the Photoplethysmogra-
phy sensor, it can produce erroneous data in certain circum-
stances. One of the main reasons for error is the occurrence
of motion artifacts. Therefore the role of the PPG sensor for
extracting vital information is limited due to motion artifact.
A reliable health monitoring device in a realtime environ-
ment requires signal processing algorithms that effectively
remove motion artifacts and are computationally efficient.
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Abstract

Purpose — The Fourth Industrial Revolution (4IR) holds the potential to improve capabilities- and technology-
based innovation, which will enable breakout for architectural, engineering, construction and operation and
maintenance (AECO) companies, for international competitiveness. Though the top management of such
companies is convinced on the utility of the applications, they are unsure on the strategy of implementing the
same. The objective of this research is to suggest a strategy framework for digital transformation of the AECO
value chain.

Design/methodology/approach — The nascent level of research on 4IR in construction necessitated the
adoption of the integrative review methodology for the study. Extensive literature review of research on
strategy and 4IR has been utilized to establish the validity of the first two pillars, namely “a strategy of simple
rules in a complex environment; and deployment of dynamic capabilities.” The validation of a construct for the
third pillar of “confluence of change and continuity forces” has been achieved via hypothesis testing of data
obtained through a questionnaire survey.

Findings — The present study has integrated three diverse ideas of strategy, named as the pillars, to facilitate
sustainable digital transformation. Within the third pillar, top three continuity forces which offer resistance to
change are organization culture, existing delivery processes and networks, and existing standard operating
procedures. On the other hand, the leading drivers of change are needs of competitiveness; global industry
trends and the advent of new technologies/innovations.

Research limitations/implications — This provides a practical approach to operationalize digital
transformation of the AECO at an organization level. The validation relied on opinion and perspectives of a
sample frame in the Indian context, which was its limitation.

Originality/value — This paper suggests a strategy framework of three pillars to help address specific
strategy dilemmas during implementation of digital transformation of particular organizations in AECO. The
study contributes to both theory and practice by helping leaders of AECO companies, associations,
policymakers and the academia to strategize transformations successfully.

Keywords 4IR, Strategy as process and practice (SAPP), Digital transformation strategy, AECO
competitiveness, Comprehensive/integrating framework, Continuity and change
Paper type Conceptual paper

Introduction to 4IR context

The Fourth Industrial Revolution (4IR) has the promise and potential to improve capabilities-

and technology-based innovation, which will enable breakout for architectural, engineering,

construction and operation (AECO) companies, for international competitiveness (Momaya, ‘
2014). While 4IR is the buzzword these days (Deloitte, 2019), its potential to contribute to I
competitiveness should be assessed critically. The active use of digitalization, automation

and the widening use of information and communications technology (ICT) across industries,

via the use of technologies of cyber-physical systems, Internet of Things (IoT), cloud — Ergineering Construction and

Architectural Management

computing and cognitive computing, is described as 4IR. The term Industry 4.0 was first ~ ©Emeraud Publishing Linited

coined by the German association “Industrie 4.0” in 2011. The association, consisting of  por10.1108/EcAM 0720200587
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executives, scholars and policymakers, suggested a future based on the digitalization of firm
processes (Kagermann et al., 2013). The core idea 4IR revolves around running businesses by
adopting digital technologies that can help companies create connections between their
machinery, supply systems, production facilities, final products and customers to gather and
share information or data on a real-time basis. The revolution opens possibilities for modern
techniques to support many components within the industry and with limitless potential. The
4IR aims for viable and sustainable production systems, involving a higher level of
complexity by integrating the production, product and service processes (Lasi ef al,, 2014; Lee
and Lee 2015; Bahrin et al, 2016).

McKinsey estimates that switching to automated 4IR can boost productivity in technical
professions by 45-55% (Caylar, 2016). IoT-assisted production has already been deployed by
companies like Airbus, Cisco, Siemens and several other leaders in the 4IR space. The
quantum of savings has, however, still not been captured officially. The changes that are
powered by these emerging technologies are expected to offer a better way to organize and
manage all standard processes (prototyping, development, production, logistics, supply, etc.)
across industries. The technology initiatives are often referred to as exponential technologies
because their deployment in each period has the potential to double its productivity
performance. In other words, it looks to progressively halve the cost in each period elapsed. It
enables a price performance that makes it possible to solve contemporary business problems
in ways hitherto unknown or not possible previously.

Likewise the manufacturing industry, AECO performance can also be enhanced through
4IR. The implementation of 4IR in AECO can give rise to the scenario where every
mechanized automation would be interconnected through technologies to operate and share
information and eliminate human intervention to increase efficiencies (Axelsson ef al., 2019).
It is appreciated that there are several complexities within AECO, which hinder the easy
adoption and compatibility of the technologies. Oesterreich and Teuteberg (2016) have
highlighted barriers including complexity, uncertainty, fragmented supply chain, short-term
thinking and organization culture. The AECO projects are complex in nature due to the
involvement of several stakeholders in a project. Each project itself is unique, and the level of
risks and uncertainty in a project adds to the complications. Adding to this, the temporary
and short-term nature of projects is a major hurdle to progress and innovative processes. The
companies have to constantly deal with troubles recruiting a talented workforce, with the
right talent, networking with contractors and suppliers and inadequate transfer of
knowledge across projects or even within the industry.

The culture within the industry is known for its reluctant and suspecting nature. While
other industries have adopted product and process innovations into the core of their
operations, the engineering and construction sector has not kept its pace to adopt
technological opportunities (Chan and Ejohwomu, 2018; Hasan ef al, 2018). As a result, there
has been a predominant stagnation of productivity and efficiencies. Adopting 4IR can be a
rare opportunity to achieve inflection in the productivity curves within the industry.
Conversely, a reluctance in implementing 4IR technologies can prove to be the nemesis for
laggards. It is the companies that compete within an industry, and unless they take proactive
measures to adopt the impending changes, they will be rendered uncompetitive, and new
players will replace them. The business world is full of examples like the Xerox/Canon or
Caterpillar/ Komatsu stories.

Potential uses of 4IR in AECO

Tools such as three-dimensional (3D) scanning, building information modeling (BIM), drones
and augmented reality have a potential for extensive use in AECO. By incorporating these
innovations, companies can increase productivity level, safety and quality of projects.



BIM has become the single largest central integrating tool at all stages in the project value
chain Mzyece et al, 2019; Ji et al., 2020; Gerrish et al, 2017; Bazjanac, 2006). It creates a
possibility to interact and collaborate on a real-time basis throughout the project life cycle. It
helps all stakeholders identify potential lacunae in design, construction or operational issues
(Ejohwomu et al,, 2017; Azhar, 2011). Support from augmented reality, virtual reality or mixed
reality can increase customers’ understanding of the final product early in the design phase,
to avoid changes during project execution (Juan et al,, 2017). Proactive use of BIM can improve
building quality by the timely discovery of problems. It also enables the concept of integrated
project delivery into a collaborative process of consultants and other stakeholders, to reduce
waste and optimize efficiency through all phases (Okedara ef al, 2020; Glick and
Guggemos, 2009).

The IoT is a network of Internet-connected objects that can collect and exchange data on a
real-time basis. It comes functional with cyber-physical systems, which allow humans to
monitor the processes in real time without physical presence. It can find applications in
increasing productivity and monitoring, maintenance, safety and security including
wearables, unmanned aerial vehicles like drones, quality control, optimization and creating
digital twins, among many others. Besides, IoT devices and sensors can collect job site data in
a more affordable, efficient and effective way than previously imaginable (Rane and Narvel,
2019). Improved work safety on-site can be achieved through IoT devices, given the
industry’s high risk of workplace injuries and accidents.

Construction is currently known to be predominantly driven by manual labor. The
productivity and the quality of work produced vary hugely even within the same context
(Ellis, 2019). Potentially, robots are capable of working longer, faster and harder. Hence,
construction labor is a prime candidate for automation. Reduced labor costs can also be
affected through the use of robotics and automatic workflows, be it brickwork or plastering.
Automatic tracking of equipment and materials (through the use of embedded sensors like
radio-frequency identification [RFID]) can reduce inventory handling costs (Dallasega et al.,
2018; Ejohwomu and Hughes, 2019). Project time can be saved by using concepts like
prefabrication, 3D printing and additive manufacturing (in an offsite mode), rather than the
conventional brick and mortar construction (Moon et al, 2020; Liu and Xu, 2017; Tao
et al., 2019).

Cloud computing in combination with BIM-based platforms or social media applications
can efficiently improve collaboration among companies and help in streamlining the supply
chain management. Big data analytics can support project managers in enhanced decision-
making through increased access to accurate and real-time information (Qian and
Papadonikolaki, 2020). Predictive simulation can offer insight into modeling factors such
as resource utilization, queuing length, sensitivity analysis and what-if scenarios in
construction processes. Simulation models can represent a complete portrayal of any system.
It may also allow various attributes within a model to be investigated during the
experimentation stage of a project, e.g. risk analysis and assessment (Rane et al, 2019).
Sensitivity analyses may include activity durations, machine breakdowns, material quantity
variations, weather and resource configurations, just to name a few. The benefits of adopting
the above technologies have been elicited in detail by Oesterreich and Teuteberg (2016) in
their research.

The emerging trends in the global construction industry also reveal affinity toward 4IR
technologies as summarized in Table 1.

The statements indicate the rapid adoption of 4IR in construction also. Mahidhar and
Davenport (2018) argue that no one can afford to ignore these general-purpose technologies,
which will soon transform the landscape of business and society. The companies which
ignore would soon be obsolete, and there will be no scope of catching up later. To realize the
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Table 1.

Snapshots on trends
and changes expected
in construction
industry

Trend data/statement

Surrogate implication

Source

The construction industry is one of the least
digitized industries

95% of all data captured in construction and
engineering industry go unused

Global spending in construction is expected to
touch US$ 17.5 trillion, with China, the USA
and India leading the way and accounting for
57% of all global growth

6.5% compound annual growth rate (CAGR)
in modular construction by 2026 is predicted
About 90% of firms using prefabrication
report improved productivity, improved
quality and increased schedule certainty
compare to traditional stick-built construction
14% of trades report prefabricating more
than 50% of their work in the shop versus
field

29% of firms are putting longer completion
times into their bids for new work because of
the lack of workers; 44% of firms report
increasing construction prices due to labor
shortages

52% of rework is caused by poor project data
and miscommunication; US$ 31.3bn in rework
was caused by poor project data and
miscommunication in the USA alone in 2018
29% of firms report investing in technology to
supplement worker duties

60% of general contractors see problems with
coordination and communication between
project team members and issues with the
quality of contract documents as the key
contributors to decreased labor productivity
50% variation in productivity of two groups
of workers doing identical jobs on the same
site and at the same time. This gap in
productivity was found to vary by 500% at
different sites

75% of construction companies use cloud
storage

4% increase in safety application usage in
2019; 63% of contractors are currently using
drones on their projects; 37% of contractors
expect to adopt equipment tagging by 2022;
33% of contractors expect to use wearable
technology in the next three years

Urgent need for digitalization

Need for data management
systems

Prospective growth of Indian
companies; need for breakout in
international competitiveness

Shift to new technologies

Productivity through new
technologies

Increased use of mechanization

Moving away from manual
labor; initiatives to enhance
productivity

Better coordination and
management through digital
means

Use of technology to remove
human intervention

Better coordination and
management through digital
means

Extensively varying
productivity standards of
manual interventions an irritant

Use of digital data management

Need for digitalization and new
technologies

Koeleman et al. (2019)
Snyder et al. (2018)

Valente (2019),
Bhattacharya et al
(2012), Momaya (2001,
2014)

Fortune Business
Insights (2019)
Momaya (2001), Dodge
Data and Analytics
(2020)

Dodge Data and
Analytics and Autodesk
(2018)

AGC News (August)
(2019), Momaya (2001)

Young (2019)

Brown (2019)
Dodge Data and

Analytics and Autodesk
(2018)

Ellis (2019)

Matthews (2018)

Ellis (2019)

comprehensive benefits of 4IR, it is also necessary to integrate the technologies across the

entire value chain.

Most companies across the construction industry are still struggling to evolve a successful
strategy for digital transformation to adopt 4IR technologies, despite the evident benefits
they offer. Thus, the need for an emergent strategy framework for digital transformation



across operations, technology, personnel, regulation and other resources in the industry
emerges as the prime objective of this study.

Research methodology

This study uses the integrative review methodology to synthesize a framework based on
three pillars of strategy. This research methodology is particular suitable for an area which is
nascent in its stages of development and has to draw from seminal and extant literature
review papers. This enhances the rigor of combining diverse methodologies, which can
combine both empirical and theoretical sources in an integrative review. Integrative review
method holds the potential to allow for diverse primary research methods to contribute to
evidence-based practice initiatives (Marabelli and Newell 2014). The purpose of using an
integrative review method is to overview the knowledge base, to critically review and
potentially reconceptualize, and to expand on the theoretical foundation of specific topics
(Webster and Watson, 2002). Torraco (2005) recommends the integrative approach where the
purpose 1s to assess, critique and synthesize from available seminal literature, thus enabling
new theoretical frameworks and emerging perspectives.

The first two pillars in this study have been drawn and supported by seminal extant
literature review on strategy. For newly emerging topics, the intention is rather to create
initial credibility on new conceptual frameworks and theoretical models. This type of review
can be identified in various business literature reviews (e.g. Covington, 2000; Gross, 1998;
Mazumdar et al., 2005). Synder (2019), too, has strongly argued the use of literature review in
support of such a methodology. The third pillar proposed also utilizes the support of past
literature on change and continuity, though its construct needed to be validated in the specific
research context. This has been addressed through hypothesis testing of data obtained in a
questionnaire survey on a five-point Likert scale, as elaborated in a subsequent section of
this paper.

Development of framework for transformation strategy in AECO

There have been several suggested models for digital transformation like the “BUILD” model
proposed by Herbert (2017). Such models are generic and cannot be applied to the
construction industry keeping their unique and complex nature in mind. Shaughnessy (2018)
has suggested strategies based on an agile framework. Others (Mugge et al, 2020; Brunetti
et al., 2020) have also argued for practical and tailor-made strategies. Verhoef et al (2021)
suggest an appropriate combination of organization structure and allied metric calibrations.

Also, the current study adopts the term architecture, engineering, construction and
operations (AECO) for discussing the integrated impact of 4IR across the entire industry
value chain. As has been mentioned earlier, most companies across the AECO value chain are
still struggling to evolve a successful strategy for digital transformation to adopt 4IR
technologies, despite the evident benefits they offer. The dilemma remains where to start and
what to address first? Every company needs to figure out its strategy based on its nature,
requirement and stage of maturity.

Having established already the “why,” i.e. need for adoption of 4IR in AECO and the
“who,” i.e. the stakeholders in the AECO value chain, the focus needs to be on “what” and
“how” of the strategic planning (refer Figure 1). For any company which is already operating
in the value chain (and more so successfully), all proposed changes amount to disruption of
business activities, which have the potential of stunting productivity and financial
performance. This causes a major dilemma for the top management of the company
translating into a lot of reluctance and hesitancy. Hence, the “what” and “how” of strategic
planning shall depend solely on the company’s standing, skills, capabilities, the current line of
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Figure 1.
Crafting a strategy
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businesses and maturity of the company. Any transformation should take care of the existing
line of businesses and retain existing value already created within the company. A well-
crafted strategy provides a clear road map, consisting of a set of guiding principles or rules,
that defines the actions people in the business should take and the things they should
prioritize to achieve desired objectives. Knowledge and understanding of the 4IR landscape
and strategic positioning will facilitate and enhance its effective implementation (Alade and
Windpo, 2020).

Strategy as practice attempts to explain how managerial actors perform the work of
strategy, both through their social interactions with other actors and with recourse to the
specific practices present within a context. Hence, practices must be used to mold the context
of the activity, leverage a new pattern of activities and to reconceptualize the rationale in
which activities occur. As a new pattern of activities arises, this may create friction with the
old practices, leading to their modification or alteration. The prevailing processes and
practices within an organization are, therefore, expected to affect and conversely get affected
by the changing patterns of activity. However, if planned judiciously, these inherited
practices may be used to mediate between the proponents in modifying or leveraging new
patterns of strategic activity (Hendry, 2000; Whittington, 1996, 2002). In the current scenario
of digital transformation too, this interpretation should hold good. Given this understanding
and the typical AECO context, it is suggested to craft a strategy framework pillaved on three
key concepts.

The first pillar: simple, actionable and agile strategy

Though the AECO value chain environment may not be very Volatile, it is Uncertain,
Complex and Ambiguous, thereby having three attributes of the VUCA environment.
Researchers have shunned complex strategy making in such environments (Sull and
Eisenhardt, 2012). Here strategies that are formulated require to be simple, uncomplicated,
flexible to respond quickly, accommodate options and what-if solutions. The managers too
often root for simple and implementable action plans rather than complex strategizing, for
achieving growth targets (Jarzabkowski and Whittington, 2008). They need to craft a handful
of simple rules. Agile processes would need to be adopted and consistently applied, to provide
an effective approach to address the constant change expected to be encountered (Sushil,
2005). Companies must be able to gauge the current and future levels of consumer-driven
change, couple that with existing project and program management capabilities, and develop
an action plan to deliver agile project management in the true sense. Simultaneously, there is a
need to conceptualize the underlying strategic and organizational problems enough, for
taking appropriate and effective action in the said situations. Agility would again be relevant



across the value chain with a purpose to respond to customers and relevant stakeholders
quickly, on a real-time basis.

Embedding of an AECO Capability Centre (Transformation Command) in the company
structure and the value chain would be critical to facilitate the first pillar of simple, actionable
and agile strategy as shown in Figure 2. This suggested transformation command will be
similar to the concept of global capability centers that are common in the information
technology (IT) industry (Ahuja, 2020). The transformation and integration of the complete
AECO value chain in alignment with 4IR would necessarily require it to be heavily dependent
on digital capabilities. The initiative should be led by a group of persons who understand the
vision of the company and its intricacies for structuring system. A team of professionals from
diverse backgrounds, namely strategists, program and project managers, cognitive and
systems thinkers, data analysts and data scientists, digital operatives and robotic
programmers have to come together and constitute this group. This team would be
capable of spotting new projects while increasing visibility and transparency across the
organization. The business environment which is expected to be full of competitive and
economic uncertainties has to be led with enterprise-wide capabilities. This group would also
lead the business and strategic initiatives within the organization, like a central core and
guidance group.

This is suggested because the transformation of the business will mandate a structural
shift in work scope, methods, talent/ skill needs and benefits realized. The AECO capability
centers will be responsible to strategize, ideate and create road maps on the implementation of
technologies related to 4IR across the entire value chain. The operations, executive functions
and processes, however, will continue to be decentralized.

Attention has to be centered on four major areas, namely identifying immediate objectives,
managing risk, ensuring coordinated and team approach, and getting results across the entire
value chain. The command would also identify the priority areas and phases of the
penetration of the digital initiatives. The role and expertise of the command can extend to
hand-holding, mentoring, evolving new practices and tools and techniques. The immediate
areas of intervention in the value chain shall be identified on basis of competencies available
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and the urgency to record quick wins and celebrate (Kotter, 2007). The transformations have
to be ongoing, continuous and everlasting, thereby charting new territories and new
opportunities on a self-sustaining basis. It should not be limited to a few isolated successes
and rather look to slowly but steadily integrate all stages of the value chain. It is also essential
for all the initiatives and successes to be replicable and scalable.

The transformation command itself is also expected to grow and mature over a while. For
this, the group needs to evolve partnerships across the business ecosystems which should
include academia, government agencies and various industry forums. This will enable them
to evolve, keep a pulse on the market trends, new technologies and customer requirements.
This would also catalyze the development of additional new capabilities. Our proposition for
the first pillar of digital transformation for the AECO value chain is as follows:

Proposition 1. The strategy for digital transformation for the AECO value chain shall be
simple, flexible, agile and actionable in nature.

An appropriate structure of an organization is required to render flexibility and agility in its
responses. For achieving the same, a sub-proposition is as follows:

Proposition 1a. The digital transformation initiatives shall be crafted, led and guided by
an interdisciplinary capability center also known as the transformation
command.

Before crafting the strategy, some of the key questions that the transformation command
would need to answer would be as follows:

(1) Which 4IR applications/technologies does the company already use?

(2) What are the focus areas in which the company is technologically and culturally
ready to adopt 4IR concepts? This will help in evaluating the routes, priorities and
phasing.

(3) Which 4IR applications/technologies would bring quick and quantum benefits vs
minimal efforts/resources to give quick wins?

(4) Which 4IR applications/technologies are expected to bring long-term sustainable
competitive advantage and differentiate it from competitors?

(5) Which current and prospective projects are opportunities to leverage or skill up the
4IR initiatives within the company?

To obtain specific answers to the above questions, it would be required to map the dynamic
capabilities of the company, which forms the second pillar of the strategy framework.

Second pillar: strategy based on dynamic capabilities

Dynamic capabilities refer to a subset of capabilities directed toward strategic change, both at
the organizational and individual unit level. These enable companies to create, extend and
modify their business models, including those through alterations in resources, operating
capabilities, scale and scope of businesses, products, customers, ecosystems and other
features of their external environments (Teece, 2018; Helfat and Winter, 2011; Zollo and
Winter, 2002). Dynamic capabilities of an organization include the sensing, seizing and
transforming needed to craft business transformations. Teece (2017) suggests that they can
be categorized according to three general types of functions, namely sensing new
opportunities and threats, seizing new opportunities through business model design and
strategic investments, and transforming or reconfiguring existing business models and
strategies. Dynamic capabilities are linked in part by organizational routines and processes,



the gradual evolution of which is punctuated by nonroutine managerial interventions that
may become necessary from time to time. For the digital transformation, this may well
become one of the most critical features.

In practical terms, business transformations, especially those involving a novel field of
technology; a different customer base; organizational reengineering; some combinations of
these and other disruptive changes within an existing business are unlikely to succeed
without major financial resources and strong commitment. Business model transitions that
fit comfortably with the existing business are observed to be far easier to implement (Teece,
2018). It is also suggested that small transitions can enhance value capture, which is
something that matches the idea of judicious confluence of continuity and change, which
would be discussed subsequently.

Dynamic capabilities would also enable an enterprise to upgrade its ordinary capabilities
and the capabilities of partners and collaborators, toward high-payoff endeavors. This is
completely in alignment with the vision of digital transformation in the AECO value chain.
This requires developing and coordinating the company’s and partner’s resources to address
and shape changes in the business environment. All this, however, may affect the timeline of
implementation. This is because the strength of any company’s dynamic capabilities
determines its speed and degree and associated costs of aligning its resources. It logically
includes aligning its business model(s) with customer needs and aspirations. To achieve this,
companies must be able to continuously sense and seize opportunities. This may involve a
phase-wise transformation of the organization and culture to proactively address novel
threats and opportunities, as and when they arise. Hence, our second proposition:

Proposition 2. 'The digital transformation strategy shall be crafted based on the dynamic
capabilities of a company.

Third pillar: strategy of transformation on the move: a mix of change and continuity

The arrival of new general-purpose technology (as in the case of 4IR) opens opportunities for
radically new business models, to which corporate strategy is required to respond. A new
wave of business model innovation leads to the emergence of new services and ways of doing
business. Once in place, a business model shapes strategy and vice versa, in a reciprocal
relationship. They constrain some actions while facilitating some others. In the event of a
conflict between strategy and the business model, the onus is on top management to
determine which of the two should change. It often takes time for the business model
innovation to catch up to technological possibilities because business models are more
context dependent as compared to technology. All these may cause conflicts between the old
and new order within the company.

Contradictions are grounded within the internal dynamics of the organization, arising
from dilemmas over past and projected future range of activities. There is always a need to
accommodate and mediate between constituents to promote a more collective capacity for
change (Jarzabkowski, 2003). Since contradictions and mediation are important components
of change, distributed and participative approaches to resolve these differences act as levers
of change.

Theories of change and change management have long been topics of research in the field
of management and to a limited extent in strategic thinking. The globalization process of the
1990s and more recently the advent of 4IR and digitalization has made the business
environments highly turbulent. Rapid change has generated immense interest from strategic
thinkers and practitioners. Over the years, diverse theories, such as crafting strategy,
strategic flexibility, complexity and chaos, strategic change and transformation, blue ocean
strategy, etc. have evolved in the ever-dynamic business environment. Management
literature has extensive frameworks and models, in several books and journals on change,
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change management and organizational change (Carter and Varney, 2018; Rosenbaum et al,
2018; Varsos and Assimakopulos, 2016; Burke, 2013; Bamford and Forrester, 2003;
Washington and Hacker, 2005; Oakland and Tanner, 2007). However, the record of success
in change management has hardly been encouraging so far (Hughes, 2011; Burness, 2011;
Beer and Nohria, 2000; Sturdy and Grey, 2003). Several researchers and theorists have
suggested multiple novel ways of effecting change outcome also (Gondo et al, 2013;
Pettigrew, 2000; Beer and Nohria, 2000; Tsoukas and Chia, 2002).

It is, however, interesting to note that crafting any strategy involves synthesizing one
which is suitable to the context. Such a strategy should look to accommodate the existing
objectives of a live/running organization, along with the intended strategy and/or a reactive/
adaptive strategy in harmony with the change in the business environment (Mintzberg, 1988).
Usually, a company that is bidding for transformation looks to continuing with the existing
business successfully too. The bigger the inertia of motion (continuity), the stronger the
continuity momentum. It would be extremely difficult to first stop a moving vehicle and then
change its course. This would result in a waste of effort and resources. This logically forms
the origin of the school of thought, proposing a judicious mix of continuity and change to
provide stability and dynamism simultaneously. Following this line of thought, companies
require to create a strategy road map to address the so-called “confluence” of continuity and
change at multiple levels (Sushil, 2012).

Nasim and Sushil (2011) argue that “managing change is invariably managing
paradoxes.” They treat the balance of continuity in terms of alignment orientation, rigor
and discipline and change in terms of adaptive orientation, flexibility and agility. The mix is
viewed as analogous to a "flowing stream" which reinforces the concept of natural growth
and development. The concept of balancing change with continuity has to gain prominence
and that too logically, in business environments that evolve continuously (Sushil, 2005, 2012;
Gupta, 2016; Sutherland and Smith, 2011; Malhotra and Hinings, 2012; Brown and
Eisenhardt, 1997; Leana and Barry, 2000). Mintzberg et al. (1998) have also highlighted the
need for balancing change with continuity, as per business objectives. In his discourse on
planned vs emergent strategy, Mintzberg (1988) established that strategy making is both
“deliberate and emergent” and hence needs to be crafted rather than just planned. According
to him, a fundamental dilemma of strategy making is the need to reconcile the often
conflicting forces of stability and change. While there is a need to focus efforts and gain
operating efficiencies, on the one hand, adapting and maintaining pace with a changing
external environment needs to be taken care of on the other hand (Mintzberg, 1988, p. 82).
Internal continuity has to be maintained to competencies and organization culture, while
externally, it should cater to the new opportunities and customer needs (Pettigrew, 2000;
Drucker, 1999). Collins and Porras (1994), too, have argued on preserving the core while
changing continuously. The integration of two opposing forces changes and continuity is
extremely challenging but would be worthwhile in terms of payoffs. Makinen (2017)
concludes in his study in the specific context that process is initially incremental rather than
transformative, it constructs the foundation which is not a deterministic, carefully
preplanned project, but it is rather highly emergent and iterative in nature.

Customer requirements need to be the basis for a sound framework for identifying the
areas of continuity and change and helping the company integrate upfront for effective
strategy formulation. Such logical alignment would result in higher customer satisfaction
and thereby, competitive advantage. Conversely, expanding the pool of business and range of
services also provides an avenue for better growth.

A construct incorporating the change and continuity forces in the context of digitalization
in the AECO value chain, along with the motivations/takeaways and challenges/downsides
has been adapted/collated from the literature on related works of various researchers in
strategy and 4IR (Bhattacharya et al, 2020; Oesterreich and Teuteberg, 2016; Wirtz et al., 2018;



Adetunji et al,, 2008; Ahuja et al., 2017; Nasim and Sushil, 2011; Yoon and Chae, 2009; Dawes,
2009; Momaya, 2011; Riley, 2007). These have been exhibited in the construct in Figure 3. A
few prominent literature review learnings from the references on continuity and change cited
above have been discussed in the following paragraphs. Extensive discussions of the
motivations and challenges have been avoided, which can be a topic of further in-depth
research.

In the context of the AECO value chain, there can be many forces that contribute to the
mertia of continuity, as shown in the construct. Large size of customer base may already
exist, whom a company needs to continue serving during and even after implementing the
transformation. But these products or services may be required to be delivered differently
and more efficiently. In business and commercial organizations, inertia may creep in due to
the fear of losing a large customer base. It acts as a major deterrent for change and thus
becomes a strong continuity force.

Most companies may have varying extents of already established huge physical
infrastructure, which could be in danger of becoming redundant due to transformation.
Thus, the bigger the physical set-up already in place, the larger would be the force of
continuity. The technologies, equipment and hardware being utilized also become a continuity
factor, especially when there is a chance of them being rendered redundant. Legacy processes
or existing processes of service delivery are identified as another major continuity force in
mmplementation. Such a preexisting network of supply chain/ delivery processes, standard
operating procedures or the actors involved therein contribute to greater continuity forces in
an existing company.

Core competencies rooted in the old system can be major continuity forces resisting change
within a company. These may have a major and a valid claim within the company of earning
its bread and butter, especially when they are currently delivering superior financial results.
The culture of any organization is the major driving force for maintaining continuity.
However, a positive attitude, and progressive mindset inculcated as a legacy in the culture,
can also facilitate the transformation. Some groups or lobbies associated with the company
can still be expected to be most resistive to change, indicating a higher level of continuity on
the culture front. Inherently, there is a need to build a culture that supports the organization’s
strategy and continues to integrate the work processes with company culture. Companies
focusing on organization culture are expected to be five times more successful in digital
transformation as compared to others (BCG, 2020).

However, as the transformation progresses, over some time, the influence of such forces is
expected to diminish, other than ones involving competencies and organization culture. A new
order is expected to replace most of them consequent to the transformation. Therefore, the
implementation needs to be gradual and not abrupt.

On the other hand, some other forces push a company to change, as is exhibited in the
construct (Figure 3). Information Technology (IT)-enabled processes in general have already
recorded significant successes within various domains and even promised to disrupt how
business is done. It also lends the characters of efficiency, responsiveness, accountability and
democratization to the work processes (Moon, 2002). As a result, businesses have undergone
a rapid and continual change (Stojanovic et al., 2006).

The process of globalization is pervasive. Globalization has placed strong pressures on
companies to compete for trade flows, investments and resources (Butzbach et al, 2020;
Parente et al, 2018; Rodrik, 2018) and is a strong force outside, especially given the industry
trends internationally (Verbeke et al, 2018). It has created possibilities for interactive
initiatives, putting companies worldwide under pressure to change how to conduct their
business. This challenges all the players to set the bar for higher thresholds of
competitiveness and to sustain competitive advantage.
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Despite all localization forces, the customer’s expectation for better service deliveries
owing to rapid technological changes has been a major driver to adopt digitalization. New
opportunities for business with a novel range of services are expected to be a major harbinger
of change. A larger pool of work scope instead of individual products and services can help to
tap new opportunities and changing customer requirements. A new customer requirement is
likely to lead to further development of internal capabilities and skills.

Integration of the entire value chain unfolds a plethora of advantages in terms of
democratization of information and synergies in operations (Lee ef al, 2018). While the
vendors/suppliers may benefit from the improved, transparent and efficient system, the
company itself would gain in terms of cost efficiencies and customer satisfaction by
delivering as per exact needs. For all the stakeholders, an integrated platform promises a
wide array of collaborations, which can be mutually beneficial. Collaborations can be of many
kinds including sharing of resources and infrastructure. This will contribute significantly
toward faster growth and sustainability. Services running on the cloud, using big data, or
artificial intelligence have the potential for a multitude of possibilities in digital
entrepreneurship (Giones and Brem, 2017).

New technologies have been the prime force of change across all domains (Mahardika ef al.,
2019; Preece, 1988; Hattori and Tanaka, 2016). The adoption of cyber-based technologies to
conduct business and deliver services has become a global driver of change. Technology is
expected to facilitate, enable and empower. Industry experts and researchers believe that
technology will continue to unfold, evolve and drive programs till eternity.

Government policies and legislation can be yet another major force for change. By creating
a favorable business environment for adopting 4IR at the national level, the government/
statutory bodies can ensure and catalyze the change. Institutional as well as cyber-
infrastructure, along with essential electricity and data connectivity would be critical success
factors for a national-level change facilitator.

Therefore, our third proposition based on the forces of change and continuity is as follows:

Proposition 3. The digital transformation shall be successfully implemented by
managing a judicious confluence of change and continuity forces.

Thus, the proposed framework for digital transformation in the AECO value chain based on
the three pillars identified and discussed above can be represented below as in Figure 4.

DIGITAL TRANSFORMATION STRATEGY IN AECO INDUSTRY VALUE CHAIN

Simple and Agile Strategy Confluence of Change and Mobilize Dynamic
aligned to value chain Continuity Capabilities

v v . :

Identify Opportunities :-‘:% Seize Opportunities ~ Transform Business
y

Existing Potential to Build new Align and modify Build and reinforce
Capabilities capabilities existing capabilities new capabilities

Digital
transformation
i AECO
industry

Figure 4.
Proposed strategy
framework for
transformation
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Valdation of the proposed framework

Among the three suggested pillars of the framework, the first two are strongly supported by
the existing seminal strategy literature, as cited earlier. The third pillar which was extremely
AECO context specific required validation checks. The continuity and change forces
identified from diverse literature reviews have been validated through a questionnaire
survey. The survey was administered to senior and mid-senior AECO industry professionals
to respond to the themes that emerged out of the literature review. They were asked to rate
their responses on issues on a five-point Likert scale. They were also provided with ready
theoretical definitions of various terms for better understanding. Around 125 questionnaires
were distributed, and 42 valid responses were received.

Descriptive statistics like a high mean score (more than three) in conjunction with median
or mode (four and above) of the response distribution endorsed the significance of the element
issues under analysis and hence provided a fair basis of acceptance. To further authenticate
the survey results, a single tail “z” statistic test has been used to compare the mean value of
each of the elements with a specified constant mean test value of 3, at a 2.5% level of
significance. Since the questionnaire responses ranged from strongly disagree (1) to strongly
agree (5), a mean value of more than 3 was assumed to be a reasonable test value for
hypothesis testing.

The major conclusions that can be drawn from the survey have been elicited in the
following sections.

Use of 4IR applications in AECO:
The first set of hypotheses was to establish the immediately relevant 4IR technology
applications and their utility in the AECO value chain. They had been enumerated as follows:

Null hypothesis (HO): (4IR application name) does not have a significant role in the digital
transformation of the AECO value chain.

Alternate hypothesis (H1): (4IR application name) has a significant role in the digital
transformation of the AECO value chain.

An application would be assumed to be having a significant and valid role to play if the
value of the z-statistic exceeded 1.96 (significance level lesser than 0.025 or more than 97.5%
confidence level). The results of the analysis have been summarized in Table 2.

In general, all respondents were upbeat about the use of 4IR technologies in the AECO
value chain. They view the transformation to be inevitable and would positively tmpact
productivity in a significant way. Around 50% of respondents feel that cost of implementation
is a factor currently. Few have suggested that over time, these technologies will become
economical. The suggested list of technologies in AECO for hypothesis testing was collated
from relevant past research (Oesterreich and Teuteberg, 2016; Woodhead et al, 2018; Wirtz
et al., 2018; Deloitte, 2015; Buyukozkan and Gocer, 2018). Among the technologies available
Virtual/Augmented Reality; Simulations; Cloud Computing; Internet of Things; Data
Analytics; Machine Learming or Artificial Intelligence; Cyber Security; Automation/ Robotics;
Building Information Modeling and Drones/Sensors/Wearable devices have all emerged as
significant applications through the hypothesis testing of the responses. On an immediate
basis, Building Information Modeling; Augmented Reality; Machine Learning and Drones/
Sensors are the top four identified applications for immediate deployment, as per the survey
carried out.

The significance of continuity and change forces
On basis of the literature review cited earlier, eight forces of continuity and nine forces of
change had been identified. Hypothesis testing of the data collected in the questionnaire



Mean Std. Null

score Median  Mode dev. Calculated  hypothesis  Contributes
Applications (x) value value (s) z-statistic Status HO significantly
Advanced 348 4 4 1.77 1.75 Accepted No
manufacturing/3D
printing
Additive 3.29 3 3 1.42 1.30 Accepted No
manufacturing
Augmented/ 410 4 4 1.18 6.04 Rejected Yes
virtual reality
Simulation/ 3.90 4 5 1.48 397 Rejected Yes
predictive
modeling
Cloud computing 3.95 4 4 1.30 474 Rejected Yes
Internet of Things 390 4 4/5 1.48 397 Rejected Yes
Blockchain 343 3 3 1.45 191 Accepted No
Data analytics 3.81 4 3/5 1.46 3.60 Rejected Yes
Machine learning 4.00 4 4 1.10 592 Rejected Yes
Cyber security 4.00 4 5 141 458 Rejected Yes
Automation/ 3.95 4 4 1.14 542 Rejected Yes
robotics
Building 452 5 5 131 7.52 Rejected Yes
information
modeling
Drone sensors, 4.29 5 5 142 5.85 Rejected Yes

wearable devices
Note(s): Mean test value = 3; cut off “z” statistic value > 1.96 at 2.5% level of significance
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Table 2.
Summary of perceived
significance of

applications of 4IR
in AECO

survey was carried out, on both these sets of forces. The hypotheses had been enumerated as
follows:

Null hypothesis (HO): (The name of change/continuity force) does not significantly impact
the 4IRdigital transformation of the AECO value chain.

Alternate hypothesis (H1): (The name of change/continuity force) significantly impacts the
4IR digital transformation of the AECO value chain.

Thus, a force would be assumed to be having a significant and valid impact if the value of
the z-statistic exceeded 1.96 (significance level lesser than 0.025 or more than 97.5%
confidence level), indicating a higher level of effect. The results have been summarized in
Tables 3 and 4, as exhibited below.

All the continuity forces listed, except stable business performance, tested were significant
in the current context of the AECO value chain. The possible interpretation for this is that a
company doing well would be expected to have spare resources to invest in digital
transformation. Conversely, a company not performing well may turn to digital
transformation to change its fortunes.

The top three continuity forces which offer resistance to change are organization culture,
existing delivery processes and networks, and existing standard operating procedures. All
these are behavioral aspects involving stakeholders, who have become comfortable within
the existing system. Individuals are often led to deep-seated fears or insecurities about their
skills and abilities, fear of the unknown and new environment or fear of losing control,
which discourages them to favor change (Kegan and Lahey, 2001). The human mind also
gets accustomed to a way of working and in a comfort zone over some time. Several
researchers have highlighted deep-rooted prejudices associated with established
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Table 3.

Summary of perceived

significance of
continuity forces

Mean Std. Null

score Median Mode dev. Calculated  hypothesis  Contributes
Applications (%) value value () z-statistic Status HO significantly
Existing core 343 4 3 1.16 2.38 Rejected Yes
competencies
Existing 3.38 3 4 1.20 2.05 Rejected Yes
infrastructure
Technologies in 343 4 3/4 1.33 2.10 Rejected Yes
use/deployed
Existing SOPs 3.67 4 5 1.28 3.38 Rejected Yes
Stable business 3.05 3 3 1.20 0.26 Accepted No
performance
Organization 3.81 4 4 1.03 5.09 Rejected Yes
culture
Existing delivery 3.71 4 5 1.19 3.89 Rejected Yes
processes and
networks

in AECO Note(s): Mean test value = 3; cut off “2” statistic value > 1.96 at 2.5% level of significance
Mean Std. Null
score Median Mode dev. Calculated  hypothesis  Contributes
Applications (x) value value (s) z-statistic Status HO significantly
Global industry 4.00 4 5 1.14 5.68 Rejected Yes
trends
New opportunities 381 4 4 1.08 487 Rejected Yes
Emerging 3.52 3 4 1.08 315 Rejected Yes
customer needs
New technologies/ 3.90 4 4 1.09 537 Rejected Yes
innovations
Needs of 4.05 4 5 1.02 6.63 Rejected Yes
competitiveness
IT-enabled 3.62 4 4 0.92 4.36 Rejected Yes
processes
Value chain 3.67 4 4 1.06 4.06 Rejected Yes
integration
Collaborations 3.33 3 3 1.15 1.87 Accepted No
and partnerships
’Srl?rgrlr?a?;‘f of perceived Policies and 3.38 4 4 1.20 2.05 Rejected Yes
significance of change ~legislations

forces in AECO

Note(s): Mean test value = 3; cut off “z” statistic value > 1.96 at 2.5% level of significance

organization practices and culture (Hellriegel and Slocum, 2011; McLaughlin ef al., 2008;
Senarathna et al., 2014; Sethi, 2003). These require a substantial realignment of attitudes
and mindset.

The change forces too, other than collaborations and partnerships, were all hypothesized to
have a significant impact. This again may be specific to the context of AECO because it still is
a very fragmented value chain. Collaborations and partnerships may at a later point in time
become significant, once the integration of the value chain has been effected. The leading
drivers of change are needs of competitiveness; global industry trends and the advent of new
technologies/innovations. Any company in the globalized and business ecosystem can survive



and succeed, only by staying ahead of peer competition. These top three change forces are
critical toward ensuring this sustainable competitive advantage in the AECO value chain, as
has been duly underscored by prior research also (Bhattacharya ef al., 2020; Ambastha and
Momaya, 2004; Momaya and Ambastha, 2005).

Conclusions and research implications

4IR involves running businesses by adopting digital technologies that can help companies
create integration between their machinery, supply systems, production facilities, final
products, employees and customers to gather and share information or data on a real-time
basis. The revolution opens possibilities for modern techniques to support key components
within the industry. The AECO industry too should not remain insulated from these
developments. In general, all respondents of the questionnaire survey are upbeat about the
use of 4IR technologies in the AECO value chain and industry value system. They view the
transformation to be inevitable and would positively impact productivity, strategic flexibility
and international competitiveness in a significant way. Around 50% of respondents feel that
cost of implementation is a key barrier currently. Few have suggested that over a while, these
technologies will become economical. However, currently, the research on applications of 4IR
in AECO is still at a nascent stage.

The AECO value chain is typically characterized by problems of complexity, uncertainty,
fragmented supply chain, short-term thinking and conservative culture. The projects too are
complex in nature due to the involvement of several stakeholders. Given this unique nature, a
suitable integrated framework should ideally address all the identified issues and
bottlenecks.

The conceptual framework presented in the present study has integrated three diverse
ideas of strategy, named as pillars, to deliver digital transformation in the AECO value chain.
These ideas are based on creating a strategy of simple rules; a strategy based on dynamic
capabilities and a strategy having a confluence of change and continuity.

Strategy of simple rules is less complicated, flexible responses to any circumstance or
context, while accommodating multiple and what-if solutions. These are expected to provide
an effective approach to address constant change in a transient business environment. For
this purpose, AECO Capability Centers or Transformation Commands have been proposed.
Strategists; program and project managers; cognitive and systems thinkers; data analysts
and data scientists; digital operatives and robotic programmers have to come together and
constitute this group. The group will be responsible to strategize, ideate and create road maps
on the deployment of technologies related to 4IR across the entire AECO value chain and
system.

Dynamic capabilities refer to a subset of capabilities directed toward strategic change,
both at the organizational and individual unit level. Mobilizing the dynamic capabilities of a
company can enable the creation, extension and modification of business models, through
alterations in its resources; operating capabilities; scale and scope of businesses; products;
customers; ecosystems and other features of their external environment.

A confluence of change and continuity provides a feasible and practical path to carry out
the 4IR digital transformation, without disrupting the current business revenues. In the quest
for transformation, the internal operations and current sources of revenues get ignored.
There is a need to ensure that the strategy crafted and implemented is suitable to the context
and maturity of the company in question. The transition journey while judiciously balancing
the conflicting forces of continuity and change is expected to be smooth, seamless and
successful. These conflicting forces may be both internal and external to any organization.
Empirical studies carried out on the change continuity construct evidence that the top three
continuity forces which offer resistance to change are organization culture, existing delivery
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processes and networks, and existing standard operating procedures. The leading drivers of
change are needs of competitiveness; industry trends worldwide and the advent of new
technologies or innovations.

An exact strategy based on the “three-pillar framework” would need to be crafted for
particular companies based on the detailed analysis carried out as per the proposed
framework. The framework can help guide a company through its various stages of
transformation maturity based on diagnostics of trends in competitiveness (Momaya, 2001,
2011). It will give a company the option to choose the areas of intervention based on its
priorities, preferences, choice and comfort. As a downside, the flexibility offered can also
result in complacency creeping into the organization. The company has to be wary and alert
to this aspect. As a mitigating measure, there is a need to create a very strong vision, which
needs to be reinforced regularly in no uncertain terms within the organization, by the
capability centers proposed. Depending on the performance goals, there would be a need to
fix metrics for the transformation. Discussion on the same has currently been kept beyond
the scope of this study. Likewise any strategy, these have to be quantifiable, objectively
stated and fixed time frames (also referred to as SMART objectives) to create a sense of
urgency. There should be an attempt to record quick wins and celebrate them as a
motivator for the workforce. Successful performances and target achievements need to be
rewarded with more delegation of responsibilities. This will positively strengthen the
organization culture and encourage rapid adaptation of the new processes. Similar to any
other quality management process, the motto needs to be continuous improvement, albeit
incremental (like Kaizen).

It is expected that slow enhancements in international competitiveness (Momaya, 2011) of
the AECO industry would be a vexing problem for many developing countries such as India
(Manda and Dhaou, 2019; Bhattacharya ef al, 2012, 2021) as they are still investing
significantly in infrastructure. The potential of 4IR initiatives being leveraged to address
problems like the following can have very contentious and useful implications.

(1) Massive deficits on international trade (e.g. reflected in net forex losses) due to
excessive dependence on imported inputs in machinery, plant, etc. is an issue in
several countries. 4IR should look to address them and overcome these hurdles by
enhancing productivity exponentially, without getting weighed down by the barriers.

(2) For several reasons known for decades, most AECO companies in developing nations
have been less capable of investing in innovation and leveraging capabilities for
exports (Bhat and Momaya, 2020). This mindset needs to be addressed.

(3) To mitigate problems of international competitiveness (Momaya, 2001), early
exposure and experiences for young engineers of AECO firms become very critical.
Education and training infrastructure and support from technological institutions are
crucial to this need.

(4) Specific to digital transformation in AECO, there is a need to integrate efforts across
the value chain; compilation of success stories; realization of lean objectives or
innovative models for new business and start-ups. This will help create knowledge
resources on a prospective basis and realize benefits in the long term.

Limutations and topics for further research

This study, however, has a few limitations. The dynamics within the project portfolio have
not been kept within the ambit of this study. Given the multidimensional nature of the
constructs and framework involved, theoretical research is required to be carried out to
strengthen and further refine them. The propositions too would need further testing to be



extended and replicated in various contexts. The interplay of the continuity and change
forces may not have been completely revealed in the hypothesis testing carried out as these
may tend to counter each other’s effects. This would require advanced statistical analysis to
gain valuable insights.

The current validation relied on the opinion and perspectives of respondents. The
responses of practicing professionals were limited to the Indian context. Hence, their opinion
is expected to be influenced by their domain and geography of experience.

Despite the above limitations, this perspective paper indicates several high potential
topics to revive international competitiveness (IC) of the AECO companies and industry
value chain by leveraging not only 4IR but more sustainable concepts such as flexibility
for Society 5.0 (Keidanren Policy and Action, 2016) that aged societies in countries such as
Japan are piloting. The record of firms of emerging countries may not be remarkable, but
the future can be shaped for bigger contributions if revolutionary innovations such as 4IR,
digital platforms and their drivers such as “Sharing Economy” are adapted strategically
for better future international competitiveness, prosperity and sustainability
(Momaya, 2019).
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ABSTRACT

The numerous advancements conducted experimentally to improve the efficiency of steam desalination
systems to extract the essential oil from the peppermint plant are presented in this article. Peppermint oil
is important for human life because of its health benefits. It is used in the medical sector and food indus-
try as an herb and fragrance, respectively. In this study, two types of distillation systems, namely the solar
distillation system and the electrical energy-based distillation system, are discussed. The major factors
that lead to increased system efficiency, such as the mass flow rate of heat transfer fluid, inlet water flow
rate to boiler and batch size of peppermint, are addressed.

© 2021 Elsevier Ltd. All rights reserved.
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1. Introduction

Approximately 80% of the population relies on herbal medicines
to meet their health needs. As a result, medicinal and aromatic
plants are important because the products derived from plants
are used to make herbal medicines. According to WHO reports,
about 21,000 species are used as medicinal plants. Distillation pro-
cess is used to extract the essential oil (EO) from these aromatic
plants [1]. The EO obtained from these plants is utilized as a fra-
grance in the cosmetic industry and for flavouring in the food
industry. The medical industry also used the peppermint oil for
its functional use [1,2].

The Attention of food and medical industries has attracted the
peppermint (Mentha peperita L.), a medicinal herb, because of its
health advantages. The use of Peppermint oil as health benefits
are shown in Fig. 1 [3].

Peppermint oil is extracted from peppermint plant leaves
through the steam distillation process. The boiler, distillery, and
condenser are the main components of the distillation system.
Steam distillation is a process in which water is heated up to boil-
ing point by a heat source and converted into steam in the boiler.
Distillery consists of peppermint leaves and the steam generated in
the boiler is passed through the leaves. The oil is evaporated from
the leaves at a temperature range of 250-300 °C. The evaporated

* Corresponding author.
E-mail address: anilkuar76@dtu.ac.in (A. Kumar).

https://doi.org/10.1016/j.matpr.2021.04.123
2214-7853/© 2021 Elsevier Ltd. All rights reserved.

steam then passed to the condenser through the connection pipe
and condensed. The oil and water then separated in a Florentine
flask. The steam distillation system is shown in Fig. 2 [3].

This paper discusses technical advancements in steam distilla-
tion systems for peppermint oil extraction. The paper aims to pro-
vide complete information for designing an energy-efficient
peppermint oil extraction system, which will help researchers,
developers, and the people associated with the field, leading to fur-
ther futuristic development in the concerned area.

2. Technical advancement in steam distillation systems for
peppermint oil extraction

Radwan et al. (2020) designed the conventional and solar
energy based steam distillation system to extract the peppermint
oil from leaves. The setups for conventional and solar energy based
distillation are shown in Fig. 3 and Fig. 4, respectively. An electrical
heat source was used for evaporation of water in a conventional
distillation system. The solar distillery consisted of a parabolic
solar disc as a heat source. The study concluded that the productiv-
ity, essential oil yield, and extraction efficiency of the system are
affected by variation in the boiler inlet mass flow rate and batch
size of peppermint. The productivity and essential oil yield
increase with an increase in batch size and boiler inlet flow rate,
and however, the requirement of energy for distillation reduce
[1,2].
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Fig. 1. Health benefits of Peppermint oil.
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Gavahian and Chu (2018) designed and developed an ohmic
accelerated steam distillation system (OASD) to extract lavender
oil. The OASD system is illustrated in Fig. 5. Ohmic electrodes were
used for heating the water. In this study, the yield and energy con-
sumed for distillation of the proposed system have been calculated
and compared with the conventional distillation system (SD). The
results indicated that the productivity of the OASD system was
3.3-3.8% more than the SD system; however, the energy consump-
tion to extract 1 ml essential oil was 55.55% lower than SD system
[4].

Chen and Spiro (1994) studied a microwave heating-based sys-
tem to extract the essential oil from peppermint plants. This study
aims to predict the factors that evaluate the microwave heating
rate of plants and solvent mixture. The power output affects the
rate of extraction of essential oil from the peppermint plant. The
extraction rate of essential oil increased with an increase in the
power output. The oil extraction system is illustrated as in Fig. 6
[5].

Gavahian and Farahnaky (2017) presented a review on ohmic
assisted hydro distillation (OAHD) systems for Peppermint oil
extraction. This study discusses the concepts of OAHD and its
recent implementations. OAHD is an innovative application of
ohmic heating that takes advantage of volumetric heating to fix
the drawbacks of conventional distillation system. The processing
time, energy consumption, and operational cost of the proposed
system were lower compared to SD systems. The OAHD system
is illustrated in Fig. 7 [6].

Kulturel and Tarhan (2016) developed a solar energy based dis-
tillation system to extract the essential oil. The seven compound
parabolic collectors (CPCs) attached in series were used as heat
source to heat the oil. Heat transfer oil was circulated through
the circulation pump to heat the water in the boiler. The experi-
mental setup is shown in Fig. 8. An experimental study was per-
formed to determine the performance of the system for various
ambient and operating conditions|7].

Munir et al. (2014) designed and fabricated solar distillation
system to extract essential oil from the peppermint plant. Thermal
energy requirements for the distillation process and system effi-

6>
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Fig.5. (a) SD; (b) OASD system [4].
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ciency were evaluated in this study. The proposed system is shown
in Fig. 9. Solar disc, distillery and condenser are the main compo-
nents of the system. Tracking system was also coupled to receive
maximum solar radiation. A secondary receiver was used to focus
the radiation received from disc to boiler. The efficiency of the sys-
tem was achieved to 33.21% and 1.548 kW thermal powers avail-
able for the distillation process. An average 3.5 kWh energy was
consumed for the processing of 10 kg batch [8].

Afjal et al. (2017) fabricated a hybrid solar distillation system
for the essential oil extraction from the peppermint and evaluated
the essential oil yield and thermal energy requirement for distilla-
tion (Fig. 10). The distillation system consisted of a solar disc, dis-
tillery, and coil condenser. A supplementary biomass arrangement
was also attached with the distillation system to supplement the
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Fig.7. OAHD system to extract the oil [6].
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system for the period of severe weather conditions or seasonal cli-
matic conditions in a typical year [9].

3. Conclusions

The present study concentrated on numerous technical
advancements conducted to improve the performance of steam
distillation system for oil extraction from peppermint leaves. Fol-
lowing conclusions were reported based on the present study
(Table 1):

e The productivity of the system is affected by the change in heat
transfer oil mass flow rate, inlet water mass flow rate, and batch
size of peppermint.

e The yield and essential oil yield of the system increased with an
increase in batch size and inlet water flow rate.

Fig.9. Solar distillation system for peppermint oil extraction [8].

Fig.10. Schematic solar distillery [9].
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Table 1
. Conclusion of numerous steam distillation systems for peppermint oil.
S. Authors Classification Heat Source  Purpose Conclusions
No.
1 Radwan et al. Solar energy Solar disc Water o Performance of the system was evaluated by calculating the yield, essential oil yield
(2020) [1] heating and extraction efficiency.

o The performance parameters were affected by the inlet boiler flow rate and batch size
of peppermint.

2 Radwan et al. Electrical Electrical Water o The study concluded that the productivity, essential oil yield, and extraction efficiency
(2020) [2] energy heater heating of the system are affected by variation in the boiler inlet mass flow rate and batch size
of peppermint.

e The productivity and essential oil yield increased with an increase in batch size and
boiler inlet flow rate and however, a requirement of energy for distillation reduces.

3 Gavahian and Chu  Electrical Electrical Water o In the study, the yield and energy consumed for distillation of the proposed system
(2018) [4] energy electrodes heating have been calculated and compared with the biomass conventional distillation system
(SD).

o The results indicated that the productivity of the OASD system is 3.3-3.8% more than
the SD system. However, the energy consumption to extract 1 ml of EO is 55.55% lower
than SD system.

4 Chen and Spiro Electrical Microwave Water e The result concluded that power output affects the rate of extraction of essential oil
(1994) [5] energy heating heating from peppermint plants. The extraction rate of essential oil increased with an increase
in the power output.
5 Gavahian and Electrical Electrical Water e OAHD is an innovative application of ohmic heating that takes advantage of volumetric
Farahnaky (2017) energy heating heating heating to fix the drawbacks of a conventional distillation system.
[6] o The processing time, energy consumption and operational cost of the proposed system
were lower compared to SD systems.
6 Kulturel and Solar energy Parabolic Heat o An experimental study was performed to determine the performance of the system for
Tarhan (2016) [7] trough transfer oil various ambient and operating conditions.
collector heating e The maximum solar utilization efficiency was evaluated as 80%.
7 Munir et al. Solar energy Solar disc Water e Thermal energy requirements for the distillation process and system efficiency were
(2014) [8] heating evaluated in this study.

o The efficiency of the system was achieved to 33.21% and 1.548 kW thermal powers
available for the distillation process.

o An average 3.5 kWh energy was consumed for the processing of 10 kg batch size of
peppermint.

8 Afjal et al. (2017)  Hybrid (solar & Solar disc Water e Thermal energy for the distillation process and essential oil yield were evaluated in
[9] conventional) and Biomass  heating this study.

The results indicated that essential oils from peppermint and eucalyptus leaves were
extracted as 0.40% and 0.59% w/w, respectively.

e The energy requirement for the distillation process was lower in
the solar and electrical energy-based distillation system com-
pared to the conventional distillation system.
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technology is gaining popularity in power system to integrate
and efficiently operate multi-area AC systems of same or
asynchronous frequency as one grid. Nevertheless, this
technology has enabled to enhance controllability and stability
of AC-DC integrated system. Depending upon the amount of
power transfer between AC and DC systems, control strategy
adopted for MTDC system varies. Master-Slave, Voltage
Margin and Voltage Droop control are classical DC voltage
control strategies for VSC-based MTDC systems. Although
Voltage Droop technique is reliable but it suffers from
drawbacks like inability to deliver constant active power to
critical AC systems, inability to maintain DC voltage to a
constant value, risk of irreversible switching from droop
control mode to constant power control mode, etc. Voltage
Margin technique is reliable than Master Slave control but
suffers from power oscillations and large DC voltage overshoot
when DC voltage control is transferred from main master
controller to reserve controller. In this paper, an adaptive
Master-Slave control technique with modulation of converter
currents in Master terminal is proposed where direct-axis
converter current is allowed to increase well up to maximum
IGBT current carrying ability limit. Thus, augmented Master
control scheme is able to compensate for more unbalanced
power in DC grid than the conventional one thereby
preventing severe DC overvoltage or arresting DC voltage
from running down. The proposed control has enabled to
improve the reliability and stability of AC-DC grid and is
found to be more flexible than conventional Master-Slave
control.

Keywords—Vector control, Voltage source converters,
Multiterminal DC systems, Master-slave control.

I. INTRODUCTION

The extensive use of HVDC transmission technologies is
well justified because of many benefits offered by the DC
transmission over AC transmission like unconstrained bulk
power transmission over long distance, reduced power
losses, flexible power flow control, effective conductor
utilization, reduced RoWs, enhanced AC-DC power system
stability, evacuation of power from remotely located RESs,
islanding operation and many more [1,2]. Also, with advent
of HVDC technology, it has been possible to not only
interconnect two asynchronous systems stably but also an
AC area can be divided into a multi-area system. The
Voltage Source Converter (VSC) based HVDC technologies
and topologies have ushered a new dimension to enhance the
stability and security of the power system of large AC-DC
network integration. Besides the various benefits indicated,
few other attributes of these technologies are rapid power

978-1-7281-8876-8/21/$31.00 ©2021 IEEE

quality, decoupled_power flow control and dynamic reactive
power compensation, etc. [3].

As regards the anatomy of the various control techniques
that are employed in HVDC system, the vector current
control scheme is used for control of VSC-based HVDC
transmission in which generation of direct-axis reference
current is done either by DC voltage control or by constant
active power control. Similarly, generation of quadrature-
axis reference current is done either by AC voltage control or
by constant reactive power control. In a point to point VSC-
HVDC system, one converter exercises DC voltage control
while other is transferring constant active power [2].

Multi-terminal (MTDC) systems are formed by
interconnecting DC grids of various converter terminals to a
common DC voltage [1]. It is necessary to have proper DC
voltage control and active power control [4]. At least one
converter in MTDC grid is responsible for regulation of DC
voltage so that balanced power exchange takes place in
between AC and DC system [5]. Basically, MTDC control
system is based upon how the generation of direct-axis
reference current is done. Master-Slave (MS) control,
Voltage Margin (VM) control and Voltage Droop (VD)
control are three basic control techniques for VSC-MTDC
systems whose features are depicted in Table I [1-3].

MS control is not so reliable due to its dependency on
single converter for critical task of DC voltage regulation.
Also, in case of increase in unbalanced power in DC grid,
Master may lose its capability of maintaining stable DC
voltage. As a result, overvoltage or undervoltage can occur
due to lack of further DC voltage regulation [1,3]. For larger
Voltage Margin controlled MTDC systems, more reserve
masters are required, thus, making it cumbersome to define
reference DC voltages for each converter station [1, 3-5]. In
certain critical AC systems and in passive AC networks, it is
desired to have a constant active power output from VSCs
[3]. But voltage source converter stations controlled by VD
technique are unable to deliver constant active power, if
required [4]. With power losses & deviation in DC voltage
neglected, this control cannot provide desired power flow
without deviation from allotted power references [1]. In fact,
such system is unable to regulate DC voltage to a fixed value
rather only keeps the DC voltage within a permissible range
[4]. Also, while transferring unbalanced power in grid, it
does not take care of power margin left with the converter.
Therefore, converter control may switch from droop control
to constant power control mode which cannot be reversed
[3]. Unlike droop controlled MTDC systems, DC voltage
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regulator in Master Slave-MTDC systems keeps DC voltage
constant and compensates for power balance in DC grid
including power losses in DC grid [1].

TABLE 1. DC VOLTAGE CONTROL IN MTDC SYSTEMS
Criterion Master-Slave Voltage Margin Voltage Droop
DC Voltage _ Done by more than | Two, more than

. Single. one but one at a | two or all at a
Regulation . .

time. time.
Unbalanced DC voltage control
. transfers to the
. grid power . Unbalanced
Automatic next priority . .
transferred by grid power is
Power converter ~ when
- Master to hold shared as per
Sharing DC voltage
DC voltage : droop constants.
matches its
constant. .
setpoint.
Stress on
single Yes. Yes. No.
converter(s)
Oscillations  are
Power Good produced  during | Free from
Quality ’ transfer of DC | oscillations.
voltage control.
Control . .
Structure Simplest Complex Simpler
Ability to DC voltage
keep DC Yes overshoot is | Steady state
Voltage ' observed while | error.
Constant control is shifted.

In this paper, an adaptive Master Slave control strategy
for VSC-based MTDC systems has been proposed. It is
interesting to note that the proposed scheme is based on a
Converter Current Modulation (CCM) technique [2]
employed by modifying vector current control scheme for
VSC-HVDC converters. This control scheme enables a VSC
terminal to be acting as Master in order to have improved
power transferring capabilities than the conventional Master
converter, thereby offering reliable and secure MTDC
system in comparison to conventional Master Slave MTDC
system. Further, reliability of Master Slave control system
can be improved by incorporating a backup Master into
MTDC system which can take over DC voltage regulation
from Master if the later goes into outage. This is achieved by
sending a communication signal to the backup Master about
the Master terminal outage.

This paper is divided into six sections. Section II
describes VSC-based HVDC transmission systems and
conventional vector current control scheme for converter
control. Section III explains MTDC systems and their
control. The proposed scheme to improve Master Slave
control based on Converter Current Modulation scheme is
explained Section IV. Simulation and Results are presented
in Section V to validate performance of proposed scheme in
a four-terminal MTDC system by introducing a power
variation in DC grid. Section VI provides the conclusions.

II.  VSCc-BASED HvDC TRANSMISSION SYSTEM AND
VECTOR CURRENT CONTROL SCHEME

A. Description

A typical VSC-HVDC system consists of transformers,
AC filters, phase reactors, DC capacitors, three-phase
converter bridges and DC lines and/or cables. Fig. 1 shows a
VSC-HVDC transmission system having symmetrical
monopolar configuration using IGBT valves as switching
devices. The DC capacitors keep DC voltage of the link

constant by their energy storing capacity. In addition, they
offer DC harmonic filtering to avoid undesirable harmonic
flow in AC systems. The phase reactors aid in the active and
reactive power flow in between AC/DC system. AC Filters
are also used to block flow of any harmonics from entering
into the respective AC systems. Pulse Width Modulation
(PWM) technique is used by VSC system to produce AC
voltage waveform of desired magnitude, phase angle and
frequency. The PWM employment reduces the filtering
requirements of VSC-HVDC system with respect to
conventional HVDC system [6].

DC Comdor
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Reactor ciz vsez Reac!or
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Ci2
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AC Fllter T AC Filter

L

Fig. 1. VSC-HVDC transmission system having symmetrical
monopolar configuration.

B. Vector Current Control Scheme for Voltage Source
Converter
This control technique uses synchronous dg-reference

frame approach for control of VSC to exercise independent
control of active power and reactive power. From Fig. 2,

p
V.=V+Ri+L= (1)
dt

lae i

T
Vdc NV ,|
l CT'“ J TVC R.L VT || ®

Fig. 2. A grid-connected VSC.

Performing three-phase to dq transformation on (1),

V.w=V, +Ri +L%—La)i
c,dg dq dq dt qd (2)

To synchronize the converter output voltage, Vc with the
grid voltage, V at PCC, a Phase Locked Loop (PLL) is
employed. The output voltage of the converter is aligned
with direct-axis component of the grid voltage by the
PLL.Assuming, PCC voltage is constant and balanced, thus
its quadrature component becomes zero [7]. Therefore,

3 .
P :Eled
(3)
3
O =—2V,i
AC 2 d%q (4)

Thus, by modifying d-axis current and g-axis current, the
decoupled control of active and reactive power is achieved.
This control technique uses Outer Control (OC) loop and
Inner Current Control (ICC) loop as shown in Fig. 3.

The ICC loop obtains reference currents, id*and iq* from
the OC loop. Measured values of id and iq are compared
with their respective reference values. The error obtained is
fed into PI controllers. Using (2),
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The reference converter output voltage, V. he IS
generated by performing 1nverse Park’s Transformation on
the obtained value of V. 4q " from (5).

The conventional decoupled vector control strategy is
shown in Fig. 3. The OC Loop generates the direct and
quadrature axes reference currents, iy and i iq " for supplying to
inner loop. The outer loop has two inside layers. The first
one is having linear PI controllers and is known as PI
Control Layer while the second layer is Current Generation
layer as shown in Fig. 3. It can be noted that for constant
DC voltage and constant AC voltage control, iy as well i 1q are
directly obtained from the PI control layer. However, if the
VSC is operated in constant Active Power control mode
and/or constant Reactive Power control mode, the reference
current components, iy and iq* are obtained from the Current
Generation Layer.

i — x
i Ve -idmax

Outer | v*a- lima
Control ; = Va i
P P]

Inner Current Control
Loop

"
-igmax
Current ion Layer

Fig. 3. Vector current control scheme for voltage source converter.

The PI Control layer consists of four different PI
controllers (Fig. 3); each of which process error of reference
and actual value of DC voltage, AC voltage, active power
and reactive power respectively. Depending upon the
application for which VSC is put to use, only two out of four
PI controllers are in operation at a time. Depending upon the
VSC control objective, only one out of DC voltage error
processing PI controller or active power error processing PI
controller operates at a time. Similarly, one out of AC
voltage PI controller or reactive power PI controller is acting
at a time. The reference current generation, 1dq is done by
using following four equations [7] corresponding to the four
control modes of VSC-HVDC transmission system:

*

. K . 2P
i,=(K +—)(P, —P)+—= (6)
i =(K,+ 5)(V,;C -V, (7

S

. K . 20"
[ =K R0, —0, )+ e ®)

s d

. K_ .
i =K, +=5 ~V) ©)
N

The first component in all the four equations as stated
above is obtained from the PI control layer while the second
component for (6) and (8) is obtained from the Current
Generation layer in the Outer Control loop of the vector
control scheme of VSC-HVDC system. For protection of
IGBT wvalves, it is necessary to prevent overcurrent ﬂowing
via  VSC. Thus, limits are applied on direct-axis and
quadrature axis currents, 1dmX and i 1qmax [7].

III. MULTITERMINAL HVDC SYSTEMS AND THEIR
CONTROL

A VSC-based MTDC grid is formed by connecting more
than two voltage source converters at their high voltage DC
sides [1,8]. In such systems, one or more than one VSC may
be transferring power to same AC system. Otherwise, each
VSC will be inverting/rectifying into/from different
synchronous/asynchronous AC  systems. The VSC
technology makes it easier to increase size of MTDC grid by
just adding more voltage source converters as DC voltage is
always same. A typical four-terminal MTDC network
topology is shown in Fig. 6a, Section-V.

Like any point to point VSC-based HVDC system, a
MTDC system should have at least one converter dedicated
for control of DC voltage in the grid. Irrespective of power
flowing via this converter, DC voltage should be maintained
constant across its terminals or at least should be held within
the permissible limits. A MTDC system where one & only
one single terminal is dedicated to control DC voltage at a
time is known as single node DC voltage control technique
[3]. In Master Slave technology of VSC-based MTDC
system, the converter terminal dedicated for DC voltage
control is referred to as Master converter while rest
converters are Slaves which are required to have constant
power flowing through them. This DC voltage controlling
Master controller is desired to exhibit following features:

1) It would regulate DC voltage of MTDC grid by
compensating for unbalanced power in the grid due
to a converter outage or change in active power
delivered by any other slave terminal. [1].

2) It would be able to operate both in rectifier as well
as inverter mode as per the power requirements of
the DC grid [9].

3) It can be tied to a stronger AC network which can
supply power to the DC grid during contingency
and vice versa to enable minimal frequency
variations [10-13].

4) While operating as rectifier, it would be able to
supply losses in the DC grid.

Master converter will regulate DC voltage by
compensating for unbalanced power in DC grid but is
constrained by its design limits [10, 14]. In a Master-Slave
regulated MTDC system, increase in DC grid voltage is
avoided by Master converter absorbing more power from
the grid while a drop in DC grid voltage will authorize
master converter to supply scarce power into the DC grid [9,
13, 15-16]. Fig. 4 shows characteristics of master converter.
It is depicted that Master terminal can balance power in the
DC grid up to a maximum value of Pmax, depending upon
its converter rating.

In case of outage of master converter, DC voltage of
MTDC grid will collapse due to absence of any other DC
voltage controlling terminal. Such converter outage can take
place due to some DC fault, etc. To increase reliability of
Master Slave technology, a Backup Master converter
terminal is often used. This backup terminal is chosen to be
one among the slave terminals in the MTDC system. The
controller of this converter terminal switches its action from
constant power control mode to DC voltage control mode
upon receiving a communication signal about the failure of
Master terminal to control DC voltage further [3].
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Fig. 4. DC-voltage power characteristics of master terminal of
Master-Slave control.

DC voltage of grid can also become unstable if active
power handling capacity of master converter reaches its rated
value, Pmax. A Master controller hitting its capacity limits,
+Pmax will push the entire MTDC system into an unstable
state resulting either in to overvoltage or to undervoltage
[9,10]. Although, a converter outage due to a DC fault can’t
be avoided but it is possible to increase active power
handling capacity of Master converter terminal so that DC
voltage can be controlled stably by it up to maximum
possible extent, thereby resulting in a strong MTDC grid
operation. This can be done by Converter Current
Modulation scheme explained in next section.

IV. PROPPSED CONVERTER CURRENT MODULATION
SCHEME FOR MASTER CONVERTER OF MASTER-SLAVE
MTDC SYSTEM

In order to obtain maximum active power support from
VSC-HVDC transmission system during a frequency
disturbance, Converter Current Modulation (CCM)
Technique is employed in [2]. In present paper, this CCM
technique has been utilized to increase active power handling
capability of Master converter terminal of Master-Slave
controlled MTDC system. The proposed scheme is very
much similar to the traditional vector current control scheme
used for controlling voltage source converters. Except that,
here values of d1rect-ax1s and quadrature- axis converter
reference currents, iy and 1CI , are determlned without
applymg any constraints. In fact, the value of iy is allowed
to increase up to the maximum current that can be carried by
IGBT wvalves used in the converter. This is done by
introducing a Converter Current Modulation layer in the
vector current control as shown in Fig. 5.

Conventionally, for DC voltage regulating vector current
controlled Master terminal of MTDC system, its maximum
active power handling capacity is constrained by igmay limit.
Similarly, the reactive power compensating capablhty of
voltage source converter is also limited by a similar 1qmax
limit applied on quadrature axis reference currents. These

limits are applied on converter currents because a VSC is
responsible to provide not only desired active power support
but also reactive power compensation into interconnected
AC network. However, if required, for maintaining DC
voltage stability of MTDC grid, Master terminal can
prioritize DC voltage control and thus, can increase its active
power transfer capability to maintain constant DC voltage.

Whenever, DC voltage tries to vary from reference value,
the limits applied on the converter currents can be
dynamically altered. However, during modulation of
converter currents, in response to DC Voltage change, the
maximum value of iy is prioritized over ig. Also, such
improvisation in reference currents is entertained only when
DC Voltage stablhty of MTDC grid is at risk. If not so, the
values of iy and i, calculated by vector current control
scheme in Master converter control system holds valid.

Under normal conditions, when DC voltage of MTDC
grid is maintained constant to reference value, the values of
ig* and ig* obtained from PI control layer in OC loop are
passed as it is to inner current control loop. However, when
DC voltage of the grid starts to increase or decrease beyond
the reference value, the values of ig* and ig* obtained from
outer control loop become the input to the newly introduced
CCM layer instead of entering ICC loop directly as shown in
Fig. 5. However, no constraints are apphed on the reference
currents before entering CCM layer. But in CCM layer, ig
obtained from the OC loop is limited to a value equal to the
maximum current that can be carried by IGBT valves, Wthh
is usually 1.5 times the rated current [17]. The value of i 1q is
calculated as vector difference between the maximum
current carrying capacity of IGBT valves and the obtained
direct-axis reference current. Since, iy is free to be increased
up to maximum valve current carrying capacity, at the same
time, the magnitude of iy can be reduced to zero.

By employing the CCM technique for controlling the
Master terminal, the value of ig* (obtained from the PI
controlled error between reference and measured DC
voltage) can be increased to a greater extent with respect to
vector current controlled Master terminal. Due to this
increase in value of iy obtained from the OC loop of CCM-
controlled Master terminal, the amount of active power
inverted or rectified by it into/from the DC grid to keep DC
voltage constant is more than the conventional Master Slave
MTDC system. Such CCM controlled Master Slave MTDC
system, thus, can work with additional stability than the
conventional Master Slave MTDC system.
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Fig. 5. Proposed scheme to increase active power handing capability of Master Slave controlled VSC-based MTDC system
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For fulfilling the objective of increasing active power
handling capability of DC voltage controlling terminal of
Master-Slave MTDC system, the equations for generating iq"
and iq* used in [2] are worked out as shown in (10) and (11).
In these equations, Vg represents DC voltage at the
terminals of Master converter in MTDC grid. Vg is
reference value of DC voltage given to Master. Ve, and
V demax are the minimum and maximum allowed values of DC
voltages in the MTDC grid. It can be observed that the
reference value of reactive current is dependent upon both
the DC voltage of grid and as well as upon the magnitude of
the direct-axis reference current.

.o . *
=1 if Ve =Vae Or Vymin = Vae = Viemax
. F . *
=1 _ : .
d> if Tysemax <l = Tysemax’
and if
Vaemin = Vae or Vae = Vaemax
.k . % .
ld = Iuycmax 4 if ig = Lygemax and if Vaemin = Vae?
=—1 s if b S~ and ldec = Ve max >
(10)
=i, if v, =7,
OF Vyemin = Vae = Vaemax >
( *)2 ( t)2 lf _Ivsc‘max < id < Ivsz'max; and lf
= Gemax ) ) > .
Vacmin = Vae or Vdc = Vdcmax ?
: T dif
= 07 1 ld 2 [\rs('max and1 Vdcmjn z Vd(,' ’
:0’ if Iy S and if Vac = Viemax

(11)

During a severe DC grid disturbance event when the
unbalanced power present in DC grid is beyond the rated
capacity of Master converter, by action of Current
modulation, as explained above, DC voltage of MTDC grid
can be brought back to the rated value. However, during this
action of Master converter terminal, it may have to either
neglect or reduce its priority for offering reactive power
support to the interconnecting AC grid, only during the
disturbance period. Once, DC voltage of the grid is brought
back to rated value, generally a few seconds, once again,
Master converter will continue to provide reactive power
support offered by it to the interconnected AC network
before the disturbance. However, during the period of
disturbance, when lesser or no reactive power support is
offered by the Master terminal to interconnected AC grid,
the deficient reactive power can be supplied by other reactive
power compensating devices in the AC grid. These can be
either AVR of synchronous generators, FACTS devices, etc.
Thus, not only DC voltage can be held stable but also AC
voltage will be maintained within the permissible range.

V. SIMULATION AND RESULTS

A typical configuration for a four-terminal VSC-based
MTDC system is shown in Fig. 6a. The present paper is
focused upon VSC-based MTDC control systems; therefore,
detailed AC grid modelling has been avoided. In fact, three-
phase ideal voltage sources are considered to represent AC
grids. Average order VSC-HVDC models have been
considered over detailed switching models to optimize
simulation times. Since, the present work does not require
any simulation of converter outage or DC fault, thus, a
symmetrical monopolar configuration is chosen for
interconnection among the converters on the DC side. Each
DC cable connection is represented by an equivalent pi-
section model having two cascaded sections. The parameters
of AC and MTDC systems are shown in Table II. The base
MVA and base voltage values are taken as 200 MVA and
100 kV respectively.

A four-terminal MTDC system is considered in this
paper based on representation in Fig. 6a. First it is controlled
by conventional Master Slave control technique and is
referred as MS-MTDC. In this conventional system,
maximum values of is and i, are considered as 1.1 pu and
0.8 pu respectively, thereby making iysemax as 1.36 pu.

MS-MTDC mentioned above is compared with another
control scheme based on proposed CCM technique. This
system is referred here as CCM-MS-MTDC. In Master
converter of such system, initially no limits are applied on iy
and iq*. But the maximum current carrying capacity of IGBT
valves is considered as 1.36 pu only. In MS-CCM-MTDC,
only Master terminal is controlled by CCM technique, rest
converters are controlled by vector current control scheme
only. This is because other than master converters, others are
operating in constant power mode so their operation via
CCM or vector control does not affect the performance of
master (whose performance is significant). Simulink
representation of CCM-MS-MTDC is shown in Fig. 6b.

TABLE II. SYSTEM PARAMETERS
S.No. | System Components | Ratings
1.| AC System Rating 230kV, 50 Hz
2.| AC System Capacity | 2000 MVA
Transformer Ratings | 4 no’s each of 230 kV /100 kV,
3. 200 MVA, 50 Hz, R=0.0025 pu,
X=0.075 pu.
4.| Phase Reactor 0.15 pu
5.| DC Side Voltage + 100 kV
6.| DC Side Power 200 MW
7 DC Cable Parameters | 100 kV, r=0.139 mQ/km, 1=15.9
) mH/km and ¢=23.1 pF/km.
] Length of DC Cable 4 X (2 X 75 km) symmetrical
) monopole
9.| DC Capacitance 70 uF

The converter terminals T1, T2 and T4 in both MS-
MTDC and CCM-MTDC utilize active power controller
while that at T3 is Master terminal and exercises constant
DC voltage control having 1 pu as reference DC voltage. It is
considered that DC voltage is allowed to vary within £10%
as the permissible limits. The sign convention used for
power is positive (+ve) for rectified power into the DC grid
and negative (-ve) for power inverted from the DC grid.
Also, in MS-MTDC & CCM-MS-MTDC, converter
terminals T1 and T2 are rectifying 1.0 pu & 0.97 pu
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respectively into the DC grid while terminal T4 is inverting 1
pu from the DC grid. This is shown in Fig. 7. Also, for both
of the MTDC systems, Master Terminal T3 is maintaining
DC voltage of 1 pu as shown in Fig. 8 by inverting 0.93 pu
(depicted by Fig. 7b) from the MTDC grid. Thus, in normal
operating conditions, the behavior of both these systems is
exactly same.

To illustrate the superior control capabilities of CCM-
MS-MTDC system over the MS-MTDC, at t=7s, the active
power set point of terminal T4 controller is decreased from -
1 pu to -0.7 pu. In response to this decrease in active power
inversion, the active power flowing via all the four terminals
of MS-MTDC and CCM-MS-MTDC are shown in Fig. 9
and Fig. 10 respectively. It is observed that as the controllers
at terminals T1 and T2 employ constant power controllers,
thus, they do not depict any considerable changes in their
output power after applying the active power variation at T4

at t=7s.
Terminal 1 Terminal 2
MTDC NETWORK
: B %ITerminal 4 Terminal 3 % @
Fig. 6. (a) A typical configuration for a four-terminal VSC-MTDC

system.

For DC voltage regulation, Master terminal will invert
this extra active power left in DC grid which could not be
inverted via terminal T4. As depicted by Fig. 9b, the Master
terminal of MS-MTDC system can only increase its active
power inversion from -0.929 pu to -1.195 pu. Any more
active power inversion is not possible due to the predefined
limits applied on the direct-axis reference current of the VSC
controller. As the maximum allowed direct-axis reference
current is 1.1 pu, therefore, Master terminal of MS-MTDC
system is unable to invert active power beyond 1.195 pu
from the DC grid. Due to constraints on direct-axis converter
current, MS-MTDC system is not able to further inverter

Ve v Slave

<] Terminal
Q“E LT,
nner
Qe Current

B o
1pu "
T» Puc - is Control
i L
xy E VsC1 VS§C2
Ve

[

3V
Ve Slave
: = Terminal MTDC
g‘: Pl (] e Grid
P

Slave
Terminal
\ iq Outer Control
nner Q. n
Current oop
Control et
i . 097pu
3V
Outer Control Loop with CCM Layer E o
Master e Qv
Terminal + -7 e
Mi

Current
= ia Control
. O oa
T % 07pu Pic J L
E VSC4 VSC3
2V

unbalanced power in the DC grid and as a result, the DC
voltage of the grid rises and becomes more than 1.4 pu in
just 1.7s as depicted in Fig. 11 and becomes unstable. Thus,
making Master-Slave controlled MTDC system unstable.
The direct axis reference current for this system is shown in
Fig. 12.

However, in CCM-MS-MTDC system, to invert the
additional active power left by terminal T4 into the DC grid,
its Master controller terminal, increases its active power
inversion from -0.929 pu to -1.22 pu, as seen in Fig. 10b.
Due to the elimination of pre-imposed limits on the
converter currents of the Master terminal of CCM-MS-
MTDC system, ig of this converter have flexibility to
increase from 0.89 pu to 1.16 pu as shown in Fig. 13.
However, still more active power can be inverted by this
Master terminal (if required) as ig is still lesser than iysemax
(1.36 pu).

a. Active Power Flowing through Terminal T1 and T2
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T 1
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Fig. 7. Active power a. rectified by terminal T1 and terminal T2
b. inverted by Master terminal T3 and terminal T4 in MS-
MTDC and CCM-MS-MTDC.
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Fig. 6 (b) Converter Current Modulation based Master Slave controlled VSC- based MTDC system in MATLAB/Simulink.
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a. Active Power Flowing through Terminals T1 and T2
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Fig. 9. Active power a. rectified by terminal T1 and terminal T2 b.

inverted by Master terminal T3 and terminal T4 in MS-
...... MTDC.
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Fig. 14. DC voltage regulated by Master at T3 after applying active
power variation at terminal T4 in CCM-MS-MTDC.
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Fig. 15. Reactive power flowing through Master terminal T3 after

applying active power variation at terminal T4 in CCM-MS-
MTDC.

Initially, due to extra power left in DC grid at t=7s,
results in increase in DC voltage of CCM-MS-MTDC
system to 1.035 pu as illustrated by Fig. 14, but by current
modulation ability of CCM-MS-MTDC system, Master
terminal now inverts more active power and thus, aids to
maintain DC voltage of grid to 1 pu.

It can be observed from Fig. 15 that in CCM-MS-MTDC
system, reactive power delivered by T3 into interconnected
AC system 3 is almost unaffected by applied active power
variation even after application of CCM technique. This is
because of two reasons. First, no reactive power demand
change is made by interconnecting AC network 3. Secondly,
the value of iq* (before the applied active power variation at
T4) was less than vector difference between iygmax and ig .
So, in this case, increase in value of iy~ has no effect on value
of iq*, as the vector sum of iy and iq* after the applied
variation is still lesser than i,¢max. This can be followed from
equations (10) and (11) and also CCM layer shown in Fig. 5.
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VI.CONCLUSION

In this paper, a converter current modulation-based DC
voltage control scheme has been superimposed in Master-
Slave VSC-based MTDC system for DC voltage regulating
converter station. In effect, the active power handling
capability of the Master terminal performing DC voltage
control has been considerably augmented. This is done by
allowing direct-axis reference current of Master converter to
take value up to the maximum current handling capacity of
IGBT valves; whenever DC voltage goes unstable. As a
result of which, the DC voltage regulating VSC can
compensate for more unbalanced power in MTDC system in
comparison to its counterpart utilizing DC voltage control by
conventional vector current control scheme, which has been
tested in the four-terminal VSC-based MTDC system. In
case of unbalanced power in DC grid, the result shows that
more DC power can be inverted by the proposed converter
current modulation-controlled Master converter than vector
current controlled Master converter. The augmented control
mechanism promises better DC voltage stability than
conventional Master Slave technique used for VSC-based
MTDC system thereby preventing severe overvoltage and
undervoltage in DC grid.
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Abstract—With the advent of the internet among people in
recent times, usage of social media and expressing views online has
become part of everyone’s routine. People are sharing their
opinions on social media through text, videos, images, etc. Due to
the nature of data shared on social media, it could be used to
effectively analyze the emotions of humans, understand and model
various events. One such event that happened in recent times is a
pandemic due to the Covid-19 virus. Through this paper, we try to
compare the emotions and sentiments of people worldwide during
four phases of complete and relaxed lockdown through tweets. The
four phases of lockdown are defined as Constricted Phase, Semi
Constricted Phase, Semi Relaxed Phase, Relaxed Phase. This
work will enable the community to provide useful insights and
show how people adjusted and how they fought themselves to the
pandemic.

Keywords— COVID-19, Twitter, Emotion Analysis, N-grams

1. INTRODUCTION

The pandemic caused by the novel corona virus was reported
to have originated from China and in a few months engulfed the
entire world. The first confirmed case of this explosive surge
was reported in Wuhan, China' . At the time of writing this
document, there were around 82 million confirmed cases of
COVID-19 globally, and around 1.8 M people had succumbed
to the virus. US is the worst hit country with the maximum
number of coronavirus cases followed by India and then Brazil
at the time of writing this document? . To fight the pandemic,
preventive measures were taken by the countries worldwide in a
bid to reduce its spread desperately. The major steps among
these included: Initiations of country wide lock-downs, stay at
home norms, Social distancing, and usage of masks and
sanitizers. The lockdowns forced people into staying at their
homes which led to huge impacts on economies, businesses,
public events and almost every other day to day activities
concerned with the human life. The company facing losses due
to the pandemic led off many people leading to a large number
of people jobless. Being unemployed and also getting infected
by the virus spiked high levels of stress in the personal lives of
people as well as in the communities. Studies of behavioural
economics dictate that emotions and feelings (Happy and Joy,
Optimistic, Confident, Depressed, Fear, etc.) of an individual
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profoundly affects his/her decision-making skills along with the
way they behave socially [1]. Social networking sites such as
Facebook, Twitter, Instagram, etc., are perfect epitome of
platforms which hold the potential of revealing valuable insights
related to human emotions at both personal and community level.
Many people turned to such media to express their reaction to
the pandemic and an increase of posts and tweets related to
COVID-19 was observed. Among these, examining tweets is
particularly much more of value during and after COVID-19
pandemic due to its robustness to capture the unprecedented rate
of changing reactions of people to the situation during these hard
times. Thus, the analysis of twitter data focused on COVID-19
might provide significant insights to comprehend the people
behaviour and response to the pandemic. To make the analysis
constrained, we have defined and collected the tweets as per the
basis of the lockdown phases. We defined the analysis time
period during pandemic into 4 phases as shown in Table I.

Through this study, we are trying to understand the
sentiment and human emotions through the Lockdown Phase's
perspective globally. This study brings out the sentimental
exposure and expression of the people in a bounded time frame
and study general opinion about covid during this time period.
Create these components, incorporating the applicable criteria
that follow. The categorization of these lockdown is inspired
from Lockdown Phases in India.

TABLE I. LOCKDOWN PHASES CATEGORIZATION

Phase Time Period Description
Phase 1 25" March — 14™ April Constricted Phase
Phase 2 15" April — 3 May Semi Constricted Phase
Phase 3 4" May 17" May Semi Relaxed Phase
Phase 4 18" May-31* May Relaxed Phase

II. RELATED WORK

Online Social Media like Twitter generates a lot of data daily
which could be used for a plethora of research fields like mass
communication, engineering, social science, and psychology.
Twitter has remained a very popular choice among researchers

! https://health.economictimes.indiatimes.com/news/diagnostics/coronavirus-
in-china-may-have-come-from-bats-studies/73923178

978-1-6654-1933-8/21/$31.00 ©2021 IEEE

2 https://www.worldometers.info/coronavirus/
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for studying emotions of people, reaction to a particular calamity
or disaster. In the past, Twitter has been used to study Effect of
Hurricanes on Human Mobility [2], predicting flu trends [3],
electoral prediction [4], sentiment analysis [5]. Christian et al [6]
analysed corpus of tweets that relate to the COVID-19 pandemic
and identified common responses to the pandemic using Text
Mining, Natural Language Processing, and Network Analysis to
and analysed how responses change with time. Lisa et al [7]
used twitter data on information and misinformation to COVID-
19. During the time of COVID-19 both information and
misinformation are spreading on the Internet space. The author
provided initial step to understanding discussions pertaining to
COVID-19 via social media. The research concluded with
author providing various implications for understanding disease
spread, information seeking behaviours during public health
crises, and general communication patterns in this
unprecedented combination of global pandemic and modern
information environment. A lot of researchers around the world
are studying the impact of corona virus on the human emotions.

III. DATA DESCRIPTION AND COLLECTION

The data pertaining to Covid Pandemic is collected from
twitter using twint library during 25th March to 31st May. We
have collected more than 2 million tweets which is around 200
MB of data stored a csv file. We have used COVID-19 related
keyword ’covid’ to collect the data. We processed various
features from the tweets such as Tweet ID, time, Tweet Text,
name ,place ,user id, etc. if available. Figure 2 is a high-level
description of data along with the features scraped from twitter:

Removal of Text Blob
Stop Words Library
I Results and
' Analysis
izt Polarity and
. Tokenization Y
Twint Library — Sentiments
Access Twitter Lemmatization Emotions from N-grams
Data tweets Extraction
Data Scraping and Data Pre-processing Sentiment and

Collection Emotional Analysis

Fig. 1. Methodology.

The processed data is saved in the data repository within the
folder named as “data™ . The data folder contains 4 csv files
each having data related to each phase. Every file consists of
tweets for the particular phase that is specified as the name of
that file. The data is divided and collected according to
Lockdown Phases as given below: Phase 1: 25th March to 14th
April Phase 2: 15th April to 3rd May Phase 3: 4th May to 17th
May Phase 4: 18th May to 31st May.
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Fig. 2. Data description.

IV. DATA PRE-PROCESSING AND CLEANING

The raw tweets data collected for each phase is
pre-processed in order to perform the analysis in a much
effective and efficient manner. Unprocessed tweets may
interrupt all sorts of analysis as it contains numerous stop words
and improper words which lead to ambiguous results. The data
pre-processing includes all the necessary steps involved for
cleaning the data, and also transforming it into something
meaningful. This converts the text data into much more
comprehensive state enabling machine learning algorithms to
run and perform better. The pre-processing is done in the
following stages:

Removing of Stop words: Generally, a stop word can be
defined as a word which most commonly used in a language. In
English examples of these words would be such as “the”, “a”,
“an”, “in”, etc. These words do not add much significant
meaning in a sentence nor do they change the topic used. Thus,
such words can be safely ignored while keeping the meaning of
a sentence intact. Removal of these words allows the algorithm
to focus more on those words which contribute to the definition
of the text.

Tokenization: The next step of pre-processing is dividing of
phrases and sentences of the tweets into small units or in form
of individual words. Each of this newly obtained smaller unit is
referred to as a token and the process is called tokenization. The
tokens extracted aid in developing better modelling and
representative understanding of the context of the text processed.

Lemmatization:  Lemmatization is a process which
involves grouping together words with the same root and keep
them in a non-infected form. This enables the infected forms of
the words to be analysed as one single item. This process is very
much similar to stemming but has an added advantage of
bringing context to the words. To explain in easier terms,
lemmatization connects words with almost same meaning to one
single word. For E.g.: “help”, “helping”, and “helper” are all
linked and reduced to “help”.

V. EXPERIMENTS AND RESULTS

We have done numerous analysis on the data scraped from
twitter. During the Lockdown Phases, we have tried to compare

3 https://github.com/princetyagitech/phase_data
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how human emotions and sentiments have changed as
Lockdown proceeded from Phase 1 to Phase 4. We have also
provided various insights during this time through the various
data analytics on the data like frequent words in each phase,
bigrams, trigrams and understand the pandemic situation.

A. Frequent Words in each Phase

The type of words and their frequency play a significant role
in determining the sentiment of the tweets. We have illustrated
the frequent words in each phase using word clouds. A 'word
cloud' is a visual representation of word frequency. The more
commonly the term appears within the text being analysed,
larger is the size of the in the word cloud image generated. To
generate the word clouds, we cleaned the obtained tweets of
each phase by removing the punctuations, stop words and
perform lemmatization. Building on the previous steps, the
cleaned data was processed on which the world cloud was
generated for each phase of lockdown. The word-cloud
illustrates the top 50 high frequency words for each phase.

Phase 1: Figure 3 illustrates the frequently occurring
keywords the Phase 1, which are: Covid, coronavirus, pandemic,
health, people, test, new case, death, and time. Phase 1 was
constricted phase of the lockdown around the world. During this
period, people of the world seemed to be talking much about the
pandemic and d1scuss1ng way to deal with it.

cas
for? ampone pandemi

patient® B A T

Fig. 5. Phase 3 word cloud F1g 6. Phase 4 word cloud

Phase 2: In this semi constricted, Constrictions on the
movement of people and services decreased compared to Phase
1. Figure 4 depicts some of the most frequent words which are:
Covid, food delivery, death, lockdown, transport, services, using
drugs, people and case. The above highlighted words in the word
cloud indicate that as people moved into this phase, the twitter
was flooded with tweets related to food delivery, transport
services, and lockdown. This may depict the issues that started
arising related to transport, common services related to health
and food.

Phase 3: During phase 3 many services were restored to
some extent while intra movement of people was controlled. The
most frequent words appeared in the tweets are: Covid, People,
may, death, pandemic, test, patient, trump, time, home, etc.
(Figure 5). During this semi relaxed phase in order to save the
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economy many companies has started allowing employees to
begin work from home. The US president Donald Trump was
also discussed in the tweets related to ‘covid’.

Phase 4: In this relaxed phase the most frequently occurring
words are: mask, back, life, death, health, new, case, pandemic,
number, may, still, home, etc. (Figure 6). The use of masks is
now being discussed along with a still ever-increasing number
of deaths and COVID-19 cases.

B. Sentiment (Polarity) during the 4 Phases of Lockdown

With the aim to understand the people's reaction during the
COVID-19 pandemic, we performed extensive analysis on the
sentiments of the shared tweets and the users in different phases
of lockdown. The sentiment analysis was done by using 3
polarities - Positive, Neutral, Negative. We used the Sentiment
intensity analyser from python Text Blob library. We have
defined ranges to polarity to categorize tweets into three
categories- positive, neutral and negative. Table II. provides
ranges used for sentiment categorization.

TABLE II. RANGES USED FOR SENTIMENT CATEGORIZATION
Range Sentiment
0.05 to +1.0 Positive
-0.05 to +0.05 Neutral
-0.05to -1.0 Negative

Fig. 7. Polarity distribution during all phases of lockdown

We found that there is good contrast between the content
shared by positive and negative users during the different phases.
Fig. 6 and 7 below represent the temporal sentiments in the
collected tweets. We observed that the polarity of the sentiments
is distributed across the scale while it mostly ranges between -
0.40 to 0.40. However, in some we can see a spike in positive or
negative polarity. Also, we observed that most of the tweets are
in neutral zones with a bit of positive polarity. It is quite visible
from the Fig. 7 that most of the negative emotions occurs in the
range -0.4 to 0.6 compared to positive emotions. The number of
positive, negative and neutral tweets are presented in Fig. 7 and
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Fig. 8 according to the phases. We can see that the number of
tweets with negative polarity is fairly large in the data in the first
few phases of lockdown and this number decreases as the
lockdown proceeded.
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Positive Neutral
Sentiment

Negative Positive Neutral Negative

Fig. 8. Sentiment distribution from phase 1 to 4 of lockdown

C. Emotions during the 4 Phases during of Lockdown

The Table III. shows emotion scale [8] used for analysing
emotions of people and has been applied to polarity estimation.
The highest emotion on the scale is happy and joy with value 1
which denotes better-feeling, while Depressed and Fear is the
lowest on the scale with value -1 denoting a much more negative
emotional state. The middle emotional state with 0 value
represents neutral and relaxed state. The rest of the emotions are
distributed across these above-mentioned emotions in a
spectrum. From the emotional charts in Figure 9 we find that the
majority of reactions throughout all the phases is of neutral and
relaxed, hopeful, calm and confident. The minority class is
comprised of Discouraged and difficulty, Depressed and Fear,
Happy and Joy. As lockdown has proceeded from Phase 1 to
Phase 4, negative emotions have decreased while positive
emotions have increased as illustrated in the Figure 9.

D. Bigrams

Text analytics provides a powerful way to find the context in
the large dataset. It could be used to find useful insights in the
data through finding unigrams, bigrams, trigrams or n-grams.

TABLE IIIL EMOTIONAL SCALE [8]
Scale Emotion
1 Happy and Joy
0.8 Confident
0.6 Optimistic
0.4 Hopeful
0.2 Calm and Content
0.0 Neutral and Relaxed
-0.2 Relieved
-0.4 Pessimistic and impatient
-0.6 Worry and Boredom
-0.8 Discouraged and difficulty
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Scale Emotion
-1.0 Depressed and Fear
Emation from Tweets on Covid for Phase 1 Emotion from Tweets on Covid for Phase 2
160000
160000
140000
120000
120000
100000 -
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g #0000 i
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w00 w0000

20000 . 20000 .
0

Fig. 9. Emotional distribution during all phases of lockdown.

The most frequently occurring pair of words used together
in a document is referred to as a Bigram.In the similar fashion a
frequently occurring group of three words used together is called
a trigram. Bigrams can be very useful when text is very large
and we have to find the occurrence of two words which occur
together in the data. To extract these, the data was first made free
of stop words. Following the stop word removal, the sentences
were tokenized and broken into smaller bits of words. These
tokens were then lemmatized and then collected in a single text
document. The nltk library was then used to extract bigrams
from this formerly saved text document of lemmatized tokens.
We have shown bigrams for each phase of lockdown. The top
bigrams in each phase show what people are going through and
believing as the phases are proceeding further. We have shown
the top 50 frequent bigrams for each phase individually.

Phase 1: The most common bigrams during this phase are
‘covid case’, ‘covid death’, ‘tested positive’, ‘stay home’, ‘fight
covid’, ‘social distancing’ point towards the spread of virus
during this time and various measures taken by people to stop
its spread through social distancing. During this period a lot of
death due to covid happened and people are asked to stay at
home.

Phase 2: ‘food delivery, ‘nursing home’, ‘covid crisis’,
‘covid vaccine’, ‘service transport’ signalling towards the fact
that lot of people are ordering food online and people are talking
about getting vaccine for covid in future.

Phase 3: A lot of bigrams during this phase are related to
death due to covid like ‘death toll’, ‘died covid’, ‘death rate’ and
few related to stop spread of covid such as ‘wear mask’, ‘stay
home’.
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Phase 4: Many of bigrams are related to testing and health
during this phase- ‘covid test’, ‘covid testing’, ‘public health’.
During this phase people are staying at home. People are also
aware to get themselves tested for covid.

Bigrams Bigrams

2000 4000 60D 8000 100DO 12000 14000

Phase 2

Bigrams

2000 4000 smo0  soen

Frequancy

10000 12000

Phase 1

Bigrams

o

W00 2000 J000 4000 5000 600 700U
Freguercy Treguency

Phase 3 Phase 4
Fig. 10. Bigrams from phase 1 to phase 4
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VI. CONCLUSION

This is the study of sentiment and emotional analysis on
twitter data related to COVID-19 pandemic. The data has been
collected during 25st March 2020 to 31st May 2020 by using
Twint. We have shared our dataset publicly which further could
be used for further research and analysis. We performed
extensive sentiment analysis and related that with frequent
keywords to find out the reason behind sentiment for better
understanding of the human emotions during each phases of
lockdown. We have successfully presented all the emotions and
sentiment in the research.
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Abstract—This paper has compared various deep learning
models for generating caption of images gathered from Flickr
8k Dataset. Also, this research work attempts to combine a
CNN type encoder for extracting features from images and a
Recurrent Neural Network for generating caption for the
extracted features. The CNN encoders used are VGG16 and
InceptionV3. The extracted features are then passed to a
unidirectional or a bidirectional LSTM for generating
captions. The proposed model has used beam search as well as
greedy algorithms to generate captions from vocabulary. The
generated captions are then compared with actual captions
with the help of BLEU scores. The Bilingual Evaluation
Understudy score (BLEU) is used to compare how close a given
sentence is to another sentence. The BLEU score of captions
generated using beam search as well as greedy algorithms are
analyzed and compared to see which is better.

Keywords—VGG16,
BLEU, Beam Search

InceptionV3, Bidirectional  LSTM,

I. INTRODUCTION

Nowadays, Artificial Intelligence (AI) is a very important
part of the innovation sector and hence the basis of our
project is also Machine Leamning and Al In the recent
history, the sector of Deep Learning[l] has impressed
everybody when compared to already famous currently
present Machine Learning(ML) methodologies like Decision
Trees, Logistic Regression, SVM, Naive Bayes, K Nearest
Neighbors, Random Forest, etc. because of its extraordinary
results in terms of accuracy as compared to that of already
present traditional Machine leaming models like KNN,
Logistic Regression etc. It is a difficult task to generate a
relevant description for an image but once done it can prove
to be a great benefit to society. This can help visually
impaired people to have better understanding of their
surroundings by generating a suitable caption for an
environment. It has many other applications like usage in
virtual assistants, recommendations in editing applications,
for social media etc.

Generating a caption[2] from an image is a notably
harder task as compared to that of classifying an image,
which has been the centre of attraction for the computer
vision community. A description for an image must take into
account the relationship between different objects presents in
the image. Along with the visual description of the objects in
image, the knowledge mentioned above has to be stated in a
natural language understandable by humans. It means that, a
language model is required, where it not only understands
the image but also expresses it in a natural language. The
attempts made in the past have all been to use two different
models, one for understanding the image[3] and another for

using that understanding to generate a caption and then
stitching the two models together.

The proposed method has attempted to combine the two
models into one combined model, which consists of a
CNNJ[4] type encoder that aids us in extracting features of
image by creating encodings of images. Here, the pre-trained
VGG16 and Inception V3 architecture model is used for
encoding images. The CNN encoders extract features from
the image and store them in the form of numerical encodings
which can be easily understood by the machine. These
extracted features are then passed to a type of Recurrent
Neural Network namely LSTM network. The network
architecture of the LSTM network works in almost the same
way as that used in natural language machine translators.
LSTM is replaced with bidirectional LSTM in order to see
which one works better for prediction captions from
extracted features.

The proposed project uses the Flickr 8k set of data which
consists of eight thousand (8000) images and for each and
every image, there are 5 captions respectively. By default,
the dataset is splitted into two folders, image folder and text
folder. For each image the caption i stored along with the
respective ID as there is a distinctive image-id for every
image in the set. The images in the dataset are divided into
three parts: Training set, development set and Test set. Test
and development set consist of 1000 images each whereas
the training set consists of 6000 images. The model predicts
a caption based on the vocabulary it creates from the tokens
of words that it gathers from descriptions of images gathered
from the training dataset. The description predicted by our
model is then compared with the actual description provided
in the dataset via BLEU score.

The upcoming sections of the paper will briefly discuss
about the tools, techniques and dataset. Also, this research
work attempts to discuss the CNN encoder namely VGG16
and Inception-v3 and the RNN[5] decoders namely LSTM
and Bidirectional-LSTM decoder in full length. Also, this
research work discusses about algorithm for caption
generation, which has used to generate the predicted
captions, namely argmax and Beam search. The BLEU score
metric is used for comparing the accuracy ofthe different
image captioning models being proposed. BLEU score helps
in analyzing the text quality which has been generated by the
ML model. BLEU score was among the earliest developed
metrics to get such high correlation with actual verdict. The
value of BLEU score always lies between 0-1. If BLEU
score is zero, it means machine translation is not relevant to
actual description at all. On the other hand, a BLEU score of
1 means that the machine translation is equivalent to actual
description. BLEU score has also been discussed in detail in
coming sections. At the end this paper includes the examples
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of some images, which have been used to test the proposed
model.

II. RELATED WORK

Caption Recommender System is an integral part of
understanding the environment, which has various
applications (e.g. - subtitle generation, helping visually
impaired people to undesstand their surroundings,
storytelling from albums, search using image, etc.). Since
many years, many different image caption recommendation
approaches have been developed.

There have been a lot of contributions from the
architecture created by the winner of the ILSVRC. Along
with the VGG the research made in the field of natural
language translation have helped us continuously in bettering
the performance in text generation.

Researchers at Al Lab used a Convolution Neural
Network for each potential object in the image for producing
high-level features of the image. Then a Multiple Instance
Learning (MIL) [6] was used for figuring out the best area
which matches with each word. This method gave a BLEU
score 0£22.9% on MS-COCO dataset.

The Vinyals came up with a new model called NIC
(Neural Image Caption), Show and Tell model [7], which
was nothing but an encoder RNN which was given input
through a CNN model for computer vision. After this a
group of researchers took the NIC model and modified it.
They used a technique that makes use of images datasets and
their corresponding captions to study the inter-modal
correlations between natural language and image data. The
model used by those researchers was based on a new
combination of CNN around image fields, the LSTM or
bidirectional RNN over textual descriptions, and a planned
aim of putting the two modals together via bimodal
embedding. Flickr 30K, Flickr 8K and MSCOCO were the
datasets used by them to achieve these bests in business
results. Jonathan further modified their model in 2015 when
he suggested an idea of a model related to dense captioning
in which the model detects each of the different areas of the
image and then suggests a group of captions. Chen Wang
also suggested a model which makes use of multiple LSTM
networks and a deep CNN in the year 2016.

Over a period of time there has been enhancements not
only in the captioning models but also in score metrics used
for evaluating the accuracy of the models. This project has
used the BLEU score for evaluation. BLEU - being a
standard evaluation metric adopted by many of the groups.
Now, new state of the arts metrics has come like CIDEr
which are replacing older metrics like BLEU score, etc.
CIDEr was proposed by Vedantam [8].

III. APPROACH

Recent developments in the field of technologies related
to image captioning has been the main source of motivation
for our research work. The model proposed in this paper has
an eventual aim as to predict natural language descriptions
for various areas of the image.

The research work focuses mainly on obtaining the
results for several image captioning models by making use of
BLEU score metric and hence comparing the performance of
different image captioning models. Various CNN models

such as VGG16, Inception-V3 etc are used for encoding the
images and extracting features from the images. Further
these encoded images are used with two types of decoders,
namely unidirectional LSTM and bidirectional LSTM to
obtain the results. We have used greedy search and beam
search algorithm to generate the caption from encoded
features. The generated caption is then compared with the
original caption from dataset on the basis of Bilingual
Evaluation Understudy score.

A. Convolution Models : Encoders

This section discusses various convolution models used
for the research work. There are two encoders namely,
VGG16 and Inception-V3. Each convolution model has been
described in brief in the following subsections.

VGG16: VGGI16[9] consists of a 16-layer network for the
completion of the task of encoding the image. Out of 16
layers present in the VGG16 network, 3 are dense layers and
rest 16 are convolution layers. The architecture of VGG16 is
shown in Fig. 1. For the feature extraction to be done on the
image, the dimension of the image has to be a 224*%224
image. We have fixed the length of the stride to be 1 for the
CNN layer which have filters of size 3*3. The next step i
Max pooling, it is executed using a window size of 2*2-pixel
with a length of stride taken to be 2.

Input Image P v —~
(None, 224, 224, 3}« & " [ convolutionzp ||
g ) Y g J
X Convolution2D J -ig: Convolution2D
8 . 2 4
@ | Convolution2D 2 | Convolution2D
E - . 3, 4
| S MaxPooling2D | | MaxPooling2D
(None, 112, 112, 64]< é - . ‘l ______ —» (None, 14, 14, 512)
fea 1 ~ p A
# | Convolution2D Convolution2D | |
B . ) \
@ | Convolution2D % | Convolution2D
g = 4
o [ ) @ A
| ¥ | MaxPooling2D | | 2 | Convolution2D
{None, 56, 56, 128) < g ._ S MaxPooling2D |
[ | convolution2p e | —+ (Nane, 25,088)
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(None, 28, 28, 256) < | S £(

Fig. 1. VGGL6 Architecture

Inception-V3: InceptionV3[10] consists of a 48-layer deep
convolutional network for performing the task of encoding
the image. InceptionV3 stacks together 11 inception modules
each of which consists of convolution and max-pooling
layers. For the feature extraction to be done on the image, the
dimension of the image has to be a 229%*229 image. Three
fully connected layers of size 512, 1024 and 3 are added to
the final concatenation layer. The architecture of Inception-
V3 is shownin Fig. 2.

B. Decoders

This section discusses various decoder models used for
the generation of captions for images. There are two
decoders used in this research work namely, unidirectional
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LSTM and Bidirectional LSTM. Each type of LSTM
network has been described in brief in the following
subsections.

Filter
concatenation
3x3 convolutions 5x5 1x1

x1 ) ) )

1x1 convolutions 3x3 max pooling

Fig. 2. Inception-V3 Architecture

LSTM (Long Short-Term Memory): LSTM[11] have been
widely used by the researchers in the areas of text
translation, audio to text conversion etc. As in the traditional
RNNs, the straight structures are also present in LSTM, but
there is a difference in the building manner of the reiterating
modules. The main method by which LSTM preserves the
past info is by line running on the top of LSTM network
which is called as cell states. All of the modules in the
network consist of a cell state. These cell states are fed
information with the help of different gates. Fig. 3 shows
four contacting layers of our LSTM model.

These gates are composed up of sigmoid function -whose
value varies between 0 and 1- so it can be decided how much
information is to be passed to the next layer. If the value of
the sigmoid function is 1, it means the whole of the
information is passed to the next cell else if it is O then no
information is passed. Hence the cell states help the network
to maintain the info in the system.

() C?D ©
|

Fig. 3. Four contracting layers of LSTM

Bidirectional LSTM: Bidirectional LSTMJ[12] are an
addendum to the conventional LSTMs and can help in
significantly enhancing the performance of the model
problems related to sequence classification. A Bidirectional
LSTM, or bi-LSTM, is a model for sequence processing that
consists of 2 LSTMs: one taking the input in a forward
direction, and the other in a backwards direction.
Bidirectional LSTMs work upon 2 LSTMs in place of one
on the sequence provided as input. Fig. 4 shows the
architecture of our bi-LSTM network. The first LSTM trains
itself on the input sequence as-is and the second LSTM
works upon the reversed copy of the input sequence. By

using the bi-LSTMs the amount of information available to
the network is increased effectively, which helps in
enhancing the context available to the algorithm and thus
result in complete and fasterlearning of the model.
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— m— ———

Forward I LSTM
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Fig. 4. Bi-Directional LSTM network

C. Dateset Collection

We have used the Flickr 8k[13] dataset for training and
validation purposes. This dataset has been provided by
University of Illinois at Arbana - Champaign. The dataset
contains 8000 images and for each image it has
corresponding 5 descriptions. By default, the dataset is split
into two folders, image folder and text folder. For each
image the caption is stored along with the respective id as we
have a distinctive image-id for every image in the set. The
images in the dataset are divided into three parts: Training
set, validation set and Testset. Test and validation set consist
of 1000 images each whereas the training set consists of
6000 images.

Apart from this there are other datasets also available like
MS-COCO[14] and Flickr30k[15] for captioning images but
both these datasets have at least 30,000 images and training
the model on these datasets requires a lot of power and is
computationally very expensive.

Fig. 5. Arandom image from dataset along with the following captions.

1. black dog and spotted dog are fighting

2. black dog and tri coloured dog playing on the road

3. two dogs of different breeds looking at each other on the road
4. two dogs on pavement moving toward each other

5. black dog and white dog with brown spots are staring at each
other in the street
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D. Data Preprocessing

Flickr 8k dataset consists of nearly 6000 train images and
for each image we have corresponding 5 descriptions. These
text descriptions require some minimal pre-processing before
we canuseit to train the model.

We first loaded the file containing all the descriptions
along with their corresponding image id. We looped through
the file and created a dictionary which maps each photo
identifier to a list containing textual descriptions for the
image. After this we did some cleaning of the textual data in
order to reduce vocabulary size. Cleaning of textual
descriptions involve: removing punctuations, converting text
to lowercase, removing stop words like ‘a’, ‘an’ etc. and
removing tokens containing digits.

Next step is to create a vocabulary of all the unique
words present across all the image descriptions. Finally, for
each description which corresponds to an image in training
dataset we need to add a ‘<startseq>’ token at the start of
each caption and an <endseq> token at the end of each
caption. The <startseq™> token signifies the start of a
sequence while <endseq>token signifies end of a sequence.

E. Feature Extraction

In our research work, image acts as an input to the
decoder network. For training the decoder, the image data
must be provided in the form of fixed size vectors.
Therefore, each image is converted into a fixed size vector
which will then be fed as input to RNN.

We use a transfer learning method for extracting features
from the images. For this purpose, we used pre-trained
models and its weight trained on larger similar data. We
computed the image features using these pre-trained models
and saved themin a file. Later we loaded these features and
fed them into the neural network as the interpretation of the
image given in the dataset.

F. Model Training and Evaluation

For training purposes, we used the Google colaboratory
notebook. We trained the decoder model on a batch size of
32 and 64 using Adam  optimizer and
categorical crossentropy as loss function. We used training
and validation loss as the metric to evaluate the model after
each epoch. We monitored the validation loss of the model
during training. When the validation loss of the model
improves at the end of an epoch, we saved the model into a
file.

At the end of the training period, we used the model with
best skill on the training dataset as our final model. The final
code for our research work is available at [16].

G. Performace Measures

We have used two algorithms to generate the captions
from the features extracted using CNN encoders.

Greedy Search Algorithm using Argmax function:
Greedy Search algorithm chooses one best candidate at each
step while generating caption. It selects the word with the
highest probability by applying the argmax function to the
vocabulary of words and selecting the word with the highest
probability to generate captions of image. Choosing one best
candidate may be optimal in beginning but for complete
sentences, it may notbe the best choice.

Beam Search algorithm: Beamsearch[17], [ 18] algorithm
is a greedy tree search algorithm based on heuristics. The
advantage over greedy search algorithm is that it selects
multiple alternatives at each step instead of one. It selects the
top k words with the highest probability from vocabulary of
words, where k = beam width. The procedure for beam
search is as followed:

1. Select the first k words with the highest probability
from the vocabulary of words by applying SoftMax
function.

2. For each word selected in the first step, find the
conditional probability of the next word given that the
previous pair of words occurred.

3. Repeat the process iteratively until the end of sentence.
In simple words, at each step we consider the
possibility of a pair of words occurring together instead
of just focusing on a single word each time while
generating a caption.

The number of alternatives selected at each step can be
changed with beam width parameter, k. For example, if k=3,
three alternatives are selected at each step of beam search.

BLEU Score:

After generating captions from extracted features, the
next step is to compare the accuracy of our generated
captions with the actual captions given in the dataset. We
have used BLEU[19] score metrics as a parameter to
measure the accuracy of our generated captions. BLEU score
helps in analyzing the text quality which has been generated
by the Machine Learning model. BLEU score was among the
earliest developed metrics to get such high correlation with
actual verdict.

The value of BLEU score always lies between 0-1. If
BLEU score is zero, it means machine translation is not
relevant to actual description at all. On the other hand, a
BLEU score of 1 means that the machine translation is
equivalent to actual description.

For calculating BLEU score we followed the following
procedure:

1) Produced captions by taking all images which belong to
the testset.

2) After that we used these captions generated by model as
our predicted or candidate sentences.

3) Next each of the candidate sentences is associated with
5 of the reference sentences which are given by
humans.

4) The BLEU score of candidate sentences related to each
of'the references is averaged.

IV. RESULT

The BLEU scores of different models are shown in table
I and table III respectively. The y-axis shows the models
along with their configurations while the x-axis shows the
BLEU scores using the greedy algorithm and beam-search
algorithm. From table I, we can infer that given a defined set
of configurations (batch size = 64 and optimizer = adam and
decoder = unidirectional LSTM), Inception V3 (BLEU-I
score = 0.605097) performs better than Vgglé model
(BLEU-1 score = 0.578993). From table II1, we can infer that
given a defined set of configurations, a bidirectional LSTM
decoder outperforms a unidirectional LSTM decoder for both
Inception V3 and VGG16 encoders. One can also see that
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beam search algorithm for generating captions is better than
greedy algorithm although the time required for beam search
is more. The Inception V3 + Unidirectional LSTM model
gives a BLEU-1 score of 0.5695 with batch size =32. But on
increasing batch size to 64, the BLEU score improved to
0.605097. This took roughly 8GB of ram. We could not
increase batch size to 64 with bidirectional LSTM models as
that required more than 12GB of ram which is more than
what is available with us. Table II shows an example of
caption predicted on an image taken randomly from internet.

TABLE IIL

BLEU SCORES KEEPING BATCH SIZE =32

Model and Config

Argmax (Greedy)

BEAM Search

TABLE L

BLEU SCORES KEEPING BATCH SIZE =64

Model and Config

Argmax (Greedy)

BEAM Search

InceptionV3+
Unidirectional LSTM

Epochs =11
Batch Size =32
O ptimizer = Adam

Cross-entropy loss
(Lower the better)

loss(train_loss): 2.5254

val_loss:3.1769
BLEU Scoreson
Validation data
(Higher the better)
BLEU-1:0.564183
BLEU-2:0.314968
BLEU-3:0.210921
BLEU-4:0.098583

k =3 (beam width)

BLEU Scoreson
Validation data
(Higher the better)
BLEU-1:0.569564
BLEU-2:0.315819
BLEU-3:0.219372
BLEU-4:0.111061

InceptionV3 +
Unidirectional
LST™

Epochs =11
Batch Size =64
Optimizer = Adam

Cross-entropy loss
(Lower the better)
loss(train_loss):
2.5254
val loss: 3.1769
BLEU Scores on
Validation data
(Higher the better)
BLEU-1: 0.591272
BLEU-2: 0.340125
BLEU-3:0.236282
BLEU-4:0.105637

k = 3 (beam width)

BLEU Scores on
Validation data
(Higher the better)
BLEU-1:0.601173
BLEU-2:0.349092
BLEU-3: 0.248659
BLEU-4:0.119507

InceptionV3+
Bidirectional LSTM
Epochs =20

Batch Size=32

O ptimizer = Adam

Cross Entropy loss
(Lower the better)

loss(train_loss): 2.4200

val_loss: 3.0724
BLEU Scores on
Validation data
(Higher the better)
BLEU-1:0.575166
BLEU-2:0.332099
BLEU-3:0.228444
BLEU-4:0.111307

k =3 (beam width)

BLEU Scoreson
Validation data
(Higher the better)
BLEU-1:0.581609
BLEU-2:0.339489
BLEU-3:0.240200
BLEU-4:0.124673

VGG16 +
Unidirectional
LST™M

Epochs =7
Batch Size = 64
Optimizer = Adam

Cross-entropy loss
(Lower the better)
loss(train_loss):
2.6297
val_loss: 3.3486
BLEU Scores on
Validation data

k =3 (beam width)

BLEU Scores on
Validation data
(Higher the better)
BLEU-1:0.578993
BLEU-2: 0.326569

VGG16 +
Unidirectional LSTM

Epochs =7
Batch Size =32
O ptimizer = Adam

Cross-entropy loss
(Lower the better)

loss(train_loss): 2.6297

val loss: 3.3486
BLEU Scores on
Validation data
(Higher the better)
BLEU-1:0.560285
BLEU-2:0.308491
BLEU-3:0.210819

k =3 (beam width)

BLEU Scores on
Validation data
(Higher the better)
BLEU-1:0.566529
BLEU-2:0.315291
BLEU-3:0.212491
BLEU-4:0.103105

BLEU-3:0.226629
BLEU-4:0.113102

(Higher the better)
BLEU-1: 0.557626
BLEU-2:0.317652
BLEU-3:0.216636
BLEU-4: 0.105288

BLEU-4:0.105209

TABLE II. AN EXAMPLE OF AN IMAGE TAKEN RANDOMLY FROM THE
INTERNET.
Predicted
Caption:

dogis running
through the
water

VGG16 +Bidirectional | Cross Entropyloss k=3 (beam width)

LST™ (Lower the better)

Epochs =18 loss(train_loss): 2.2342 | BLEU Scores on

Batch Size=32 val loss:3.1726 Validation data

O ptimizer = Adam BLEU Scores on (Higher the better)
Validation data BLEU-1:0.579914
(Higher the better) BLEU-2:0.323926

BLEU-1:0.568254
BLEU-2:0.312748
BLEU-3:0.218816
BLEU-4:0.112289

BLEU-3:0.227842
BLEU-4:0.113637

V. CONCLUSION

In this paper, we have used Flickr 8k dataset with various
image captioning models to compare the performance of
different models. We have used CNN encoders like VGG16,
InceptionV3 etc. for converting features into numeric
vectors. These features are then passed to unidirectional or a
bidirectional LSTM for generating captions. We used the

BLEU score metric for comparing the accuracy of different
image captioning models. To conclude we can say that for
all types of Convolutional networks (encoders) the
Bidirectional LSTM gave better results than the
unidirectional LSTM. Also, for same type of decoder i.e.
LSTM or BiLSTM, inceptionV3 encoder model performed
better than the VGG16 model. Each type of method has its
own merits and limitations like we have seen a BILSTM
performs better than a unidirectional LSTM as a
unidirectional LSTM runs an input in only one direction so
it preserves context only from the past whereas a BiLSTM
runs input in both directions, once in a forward direction and
once in a backward direction such that it preserves
information from both past and future which helps it in
understanding the context better. At the same time, hidden
layers in BiLSTM are more complex as compared to LSTM
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and require huge computational power. Also, BiLSTM
cannot be used for purposes like speech translation where
you can’t wait for whole input before beginning the
inference.

VI. LIMITATIONS AND FUTURE WORK

Although experimentation with given models, datasets
and hyperparameters show pretty good results but there are
certain limitations to the proposed work like we did not have
machines  with higher processing power. Higher
computational powers would have enabled us to further fine-
tune the hyperparameters like batch size and learning rates
which we believe would have resulted in better performance.
Also, the dataset we have used contains only 8000 images.
Using larger datasets like Flickr30k, MS-COCO etc. would
mean we have more images to train the model on and it will
ultimately lead to better accuracy. Also, larger datasets
would mean we have larger vocabulary of words to train the
model which would lead to better and more grammatically
correct captions. But for working with these larger datasets,
we would require machines with high computational powers
otherwise it will take a lot of time to train the model on these
datasets. The work we have done in this paper is just a small
part of a large research area, there is lot of research which
can be done in this field. For future prospects we suggest
following improvements:

1. Using larger datasets: We can make use of larger
datasets like MS-COCO, Flickr30k or Stock 3M
datasets which will increase the vocabulary size thus
enhancing the model accuracy significantly. It will help
to generate better and diverse captions for an image.

2. Hyperparameter Tuning: The hyperparameters related
to the model can be further fine-tuned to improve the
accuracy score of the model.

3. Implementing Attention based Model: Nowadays
attention mechanism is becoming quite popular. In
future prospects, we can make use of attention-based
mechanis m which can easily focus on different parts of
the image while outputsequenceis being produced.

4. Apart from this, newer models like inception-v4[20] or
inception-resnet[20] can be used to improve the BLEU
score. Also, we can make use of other RNNs like Gated
Recurrent Unit[21] to have more detailed comparison of
different models.
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Abstract. This paper deals with comparative study of wind-induced mutual interference effects on twin
Square and Fish- plan shape building models having equal volume. Wind induced pressure and force is mea-
sured through experiments under boundary layer wind tunnel for interference and isolated wind incidence
condition with building model of scale 1:300. For isolated condition’s study two wind incidences i.e. 0° and 180°
is considered whereas; for interference conditions five different orientation of twin interfering building models
are considered. The distance between the twin building models is fixed at 10% of the height of principal model.
The variation of coefficient of wind pressure on different surfaces of the model is shown by contour plots. To
examine the mean variation along the faces Face-Average C, has been calculated, plotted and discussed to a
great extent. The interference study is done in order to understand the effects of different conditions that can
arise in real life situations and the differences associated with them. The concluding remarks states the domi-
nance of Drag and Lift forces at isolated 0° and 180° wind incidences for Fish- plan shape model and at isolated
0° wind direction at Square shape model. Also, the overall efficiency in terms of Base shear of principal building
is enhanced due to interference effect; with maximum efficiency exhibited by Back-to-Back wind interference
condition when only Fish- plan shape model is considered. Overall, maximum efficiency in terms of induced
wind pressure and base shear is exhibited by Square- plan shape model at Full Blockage condition.

Keywords. Tall building; pressure coefficients; minimum, maximum and average face C,; average

interference factor; base shear; force interference factor.

1. Introduction

Tall buildings with unconventional configurations have
been constructed nowadays to satisfy today’s needs for
providing aesthetically sound shelters to humans due to
population growth. The buildings not only provide shelter
but also provide a barrier between the outdoor and indoor
environments and the inhabitants residing inside it [1].
Most of the manmade structures are bluff bodies and are
subjected to formation of large eddies in its wake [2]. Tall
buildings are more susceptible to wind excitations and are
more sensitive to dynamic loading [3] for which shape
optimization of the cross section is put forward to improve
its wind resistance [4]. Wind-induced lateral movement of
tall structures may cause annoyance to the occupants
(especially in the upper floors) and can also succour
structural damage [5]. In addition, it is further seen that, the
effects of wind loads are dynamic in nature and can cause
collapse of the structure [6]. In designing of tall and slender
structures wind loads play fundamental role and thus need
for accurate evaluation of such with respect to both collapse
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and serviceability conditions [7]. The tall buildings should
be designed for the extremes taking into account of past
time experiences with dust storms and thunderstorms of
these gusts of wind can cause major damage to the struc-
tures as compared to local winds [8].

Due to increase in the number of tall and slender struc-
tures all the dynamic aspects of wind like flutter, vortex
shedding, galloping and unaccountable behavior of wind
needs to be studied in detail [9]. Ample amount information
is available in different international standards [10-14] for
isolated wind incidence conditions only and that too only
for regular square, rectangular, cylindrical, etc. plan shape
buildings. Due to mutual interference, the wind loads on
tall structures may increase or decrease depending upon the
parameters such as upstream terrain, shape and size of the
buildings, the incident wind directions and the building
arrangement as well as spacing. However, because of the
complexity of problem with wide range of variables in
interference conditions no information can be found in any
international codes. The consequences of under specifica-
tion can be serious and hence, this necessitates more
experimental and/or analytical study. Furthermore, the
results presented in this study can help structural designers
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to choose among ingenious solutions with an objective to
fulfil collapse and serviceability requirements of a structure
under extreme wind actions.

It is apparent that wind loads on tall buildings can be
reduced by using two approaches; one is use of “Aero-
dynamic Mitigation” technique and second is use of
“Aerodynamic shape optimization” technique [15]. The
present study emphasizes on comparative experimental
investigation between Square (figure 4(a)) and Fish- plan
shape (figure 4(b)) tall building model by considering
“Aerodynamic shape optimization” approach. For good
comparative study between both the models, same vol-
ume is regarded. The purpose of the study is to present
pressure distribution on various faces, to depict base
forces and also to delineate pressure and force interfer-
ence factors of Square and Fish- plan shape tall building
models for different wind flow at isolated and interfer-
ence conditions because these results are not incorporated
in relevant codes and no analytical formula is available
for evaluation of wind effects on such complex plan
shaped tall buildings. Square- plan shape model is studied
also to validate the experimental method according to
various international codes. The functionality of Fish-
plan shape structures can be as hotels, museums, insti-
tutional buildings, office, hospitals, educational spaces
and other public buildings. Isolated Fish- plan shape
buildings are adapted triangular- plan shape buildings that
are often build at triangular plots on the face of merging
roads; the best example is the New York Flatiron (see
figure 1).

From the available literature it is evident that most of
the previous interference studies are concentrated on
finding optimum building configurations and/or distance
between the interfering models of square or rectangular
plan shape buildings such as, Lam, Zhao and Leung [16]
have studied the interference effects on a row of five tall
square plan shaped buildings, Amin and Ahuja [17] has
calculated the mean interference effects between two
rectangular located in close proximity in a configuration
of ‘L’ and ‘T’ plan shape buildings, Hui, Tamura and
Yoshida [18] have studied peak interference effect of a
square plan shape model on a rectangular plan shape
model and vice versa and found huge difference in the
values for isolated and interference studies. Similarly,
Bairagi and Dalui [19] have studied the interference effect
between twin rectangular models with varying distance
between the two to find out optimum spacing between the
twin buildings for 0° and 90° wind incidence conditions.
In addition, some researches [20-23] have studied the
interference effects among twin square plan shaped
models for various distances between the twin interfering
buildings. It is evident that no experimental study has
been carried out on complex plan shaped tall buildings
thus; this accounts for interference study of complex plan
shape building with same or different plan shape inter-
fering buildings.
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Figure 1. The Flatiron Building, New York city.

Focus of present study is concentrated at experimental
investigation for understanding the mutual interference
between twin Square and Fish- plan shape Building models.
Depending upon various arrangements among twin Fish-
plan shape building models four interference conditions
(figure 13) i.e., Back-to-Back, Front-to-Front, Front-to-
Back and Back-to-Front is taken for the study. As Square-
plan shape model is symmetrical about both the axis thus
only Full Blockage interference condition (figure 12) is
taken into account. Isolated wind incidence conditions at 0°
and 180" is also studied as the direction of wind flow in all
the interference conditions are either of these wind direc-
tions depending upon the orientation principal building
model to incident wind.

An approach is made to find out a generalized relation
between relative height and C, variation along vertical
centerline at each face for all isolated and interference
conditions. Also, for cladding structures surface design
determination of position of high pressure and high
suction regions is significant as it causes high external
compression and high external tension on cladding sur-
face respectively, which further leads to failure of
cladding.
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2. Experimental programme

2.1 Feature of experimental set-up

The experiments have been conducted in open circuit
boundary layer wind tunnel with a section of 2 m x 2 m
and 15 m in length. In order to generate uniform flow of
wind throughout the wind tunnel, square holed honey-
comb is positioned at the entrance of the wind tunnel.
Vortex generators and obstructions are placed at the
upstream of wind tunnel for developing boundary layer
flow conditions. A pictorial representation of wind tunnel
facilities is shown in figure 2. The wind is continuously
flowing through the tunnel with the help of suction by
blower fan, which is producing a constant mean wind
velocity of 10 m/sec during experiment. Pressure model
is placed at the centre of manually controlled turntable,
which rotates the model at various angles. The pressure
tapings of 1 mm diameter made up of steel tubes are
installed near the edges of each face to study the changes
in the variation of pressure due to flow separation. These
tapings points and reference pressure points are attached
to the pressure transducers for measuring pressure
through the Baron instrument attached. Wind pressure on
the models was measured using Baratron Pressure
Transducer, which was capable of measuring extremely
low differential heads. The wind velocity inside the wind
tunnel was measured with the help of the instrument
“TESTO-480”. A probe was connected to this instrument
to measure the wind velocity at different height, which
had a length of 1 m. The intensity of the turbulence is
defined as the ratio of the standard deviation of fluctu-
ating wind velocity to mean wind velocity.

The variation of mean velocity of wind and turbulence
intensity of the same is shown in figure 3. The boundary
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Figure 3. Mean wind velocity and turbulence intensity profile.

layer wind profile is governed by the power law equation

(Eq. 1):
r=u(3)
20

Where, V is the mean velocity at height z above the ground,
Vy is the wind velocity at reference height, z, is the refer-
ence height above the ground, i.e. 900mm for the present
experimental work under wind tunnel, and o is the

(1)
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Figure 2. Pictorial representation for arrangement of facilities under wind tunnel at (a) Plan view and (b) Elevation view.
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exponent power law, varying for different terrains. The
resulting mean wind profile has a power law exponent of
0.22. The mean wind velocity measured at top and turbu-
lence intensity measure at the bottom of model are 10m/s
and 12%, respectively.

2.2 Details of the models

Pressure models of scale 1:300 are made up of transparent
Perspex sheet of 5Smm thickness with 600mm height and
40000 mm? plan area and other dimensions accordingly.
All the dimensions for plan and elevation views of the
models are mentioned in figures 4(a) and (b) for Square and
Fish- plan shape Model, respectively.

The pressure tapings are shown in the figures 4(a) and
(b) with the help of black spot marks. The pressure tapings
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are distributed at seven different height levels at 10 mm, 60
mm, 180 mm, 300 mm, 420 mm, 540 mm and 590 mm
from bottom to acquire a wide and clear picture of the
distribution of pressure on all faces and sides of the models.

2.3 Validation with international codes

For validation, experimental study was carried out at the
wind tunnel for a Square- plan shape isolated building
model of 600 mm height and 40000 mm? plan area under
present working environment. The experimental study has
been validated with different international codes [10-14].
It has been observed that pressure coefficients of wind-
ward, leeward and sidewalls of isolating model have
appreciable results with the international codes as shown
in table 1.
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Figure 4. Pressure taping layout at elevation and plan view of (a) Square- plan shape Model and (b) Fish- plan shape model (All units:
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Table 1. Comparison of face pressure coefficient (C,) on the Square- plan shape tall building.

International Code Wind angle Windward side Leeward side Side walls
Experimental results 0° 0.71 —-0.41 —0.67
90° 0.73 —0.42 —0.66
AS/NZS: 1170.2:2002 0° 0.80 —0.50 —0.65
90° 0.80 —0.50 —0.65
ASCE/SEI 7-10 0° 0.80 —0.50 —0.70
90° 0.80 —-0.50 -0.70
EN: 1991-1-4 0° 0.80 —0.55 —0.80
90° 0.80 —0.55 —0.80
BS: 6399-2 0° 0.76 —0.50 —0.80
90° 0.76 —0.50 —0.80
IS 875 (part 3) 0° 0.80 —0.25 —0.80
90° 0.80 —-0.25 —0.80

3. Results and discussions

A thorough study of variation of mean pressure and base
shear (designated as Drag force coefficient and Lift force
coefficient) at various wind incidence conditions is carried
out for Square and Fish- plan shape tall building model.
This is a very important step to engineer an understanding
of the variation of cross section plan of building on asso-
ciated wind pressure on various faces and Base shear on
unit of model before designing the buildings for collapse
and serviceability conditions. For each pressure tapping
point the pressure coefficient is calculated from the formula
Eq. (2) [14]:

C _ Pa (2)
P 0.6V

where, P, is pressure at respective pressure tapping point
and V is the mean wind velocity in m/s at the top of
building model i.e., 10 m/s for this experiment.

3.1 Distribution of minimum, maximum
and average C, along building periphery
at isolated model conditions for

3.1.1 Isolated Square- plan shape building model
at 0° wind incidence The wind incidence directions for
isolated conditions of a Square- plan shape building model
is given in figure 5(a). Detailed experimental study for
isolated condition of Square- plan shape model has been
carried out at 0° direction of wind incidence only. As the
model is symmetrical at both the axis thus similar pressure
distribution is also accompanied at 180° wind direction.
Pressure coefficients are calculated with the help of Eq. (2)
and distribution of minimum, maximum and average C, at
face around building facade for the isolated condition at
Square- plan shape model is plotted and shown at figure 6.

Due to suction cladding, materials may oust away
during an episode with relatively strong winds. The
suction pressure is generated due to flow separation at
faces. In suction regions windows panes break and the
broken shards end up dispersed outside the building.
From structural design, point of view average of C, at
face values may suffice the condition but for cladding
surface design maximum and minimum C, at face
magnitudes put huge difference to actual conditions.
Larger variation between maximum C, at a face and
minimum C,, at a face shows huge turbulence at the face
however, this difference does not indicate fluctuation of
wind at the face and thus a thorough study of pressure
coefficient distribution is must. The nearness of average
face C, magnitudes i.e. Face values to minimum or
maximum C, at face values indicates larger magnitude of
C,, distribution over the face. From figure 6 it is evident
that only Face-A is experiencing positive distribution of
pressure due to direct exposure of face to incoming wind.
Maximum C, at face of 0.97 is experienced at Face-A
which is about 38% higher than average pressure at
Face-A whereas; maximum suction of -0.87 is experi-
enced by side faces Face-B and Face-D which is again
about 30% higher than average suction at side faces.

3.1.2 Isolated Fish- plan shape building model at 0°
and 180° wind incidence The wind incidence directions
for isolated conditions of a Fish- plan shape building model
is given in figure 5(b). Detailed experimental study for
isolated condition of Fish- plan shape model has been
carried out at 0° and 180° directions of wind incidences.
Although the results of the other isolated and/or inter-
ference studies cannot be compared to the Fish— plan shape
model due to the complexity of the model’s shape but, from
the literature by Sanyal and Dalui [24] it is clear that the
distribution of C,, varies with the change on the direction of
wind incidence. As the direction of incident wind is
changing thus, the magnitude and nature of C, values at
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Figure 5. Wind Directions for Isolated building model (a) Square shape model and (b) Fish- plan shape model.

inner faces are also changing. Figure 7(a) shows the min-
imum, average and maximum C, at face distribution for 0°
isolated wind direction along Fish- plan shape building
periphery. The overall maximum positive C, at face of
magnitude 0.74 is observed at Face-C which is closely
followed by Face-A (0.71) because these faces are in direct
exposure to incoming wind. It is observed that at all the
faces perpendicular to the wind incident have higher
magnitudes of C, and also associate larger swirls as com-
pared to all the parallel faces; this phenomenon is due to the
exposure of perpendicular faces at this wind direction. The
maximum suction of -0.58 is observed at Face-H and Face-
J which also have very less variation between magnitudes
of minimum, maximum and average C, at face of present
study. For pressure distribution at “+” plan shaped model
[25] the windward Face-A at 0° wind incidence shows the
maximum C, at of 0.986 which is 39% higher than the
maximum C, at Face-A at present study, this variation is
due to difference in the exposed surface area between both
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Figure 7. Minimum, maximum and average C,, distribution of Fish- plan shape building model along periphery of building for (a) 0°,

(b)180° isolated wind incidence conditions.
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the model’s face. The maximum and minimum C, at face
values is 0.56 and -0.56 is observed at Face-A and Face-I
respectively for 0° condition. At 0°, overall face values
show a decrement of the magnitude with maximum mag-
nitude at Face-A and decreasing towards Face-I thereafter,
it is increasing form Face-I to Face-P.

Figure 7(b) shows the minimum, average and maximum
C, at face distribution for 180° isolated wind direction
along Fish- plan shape building periphery. Face-I at 180°
acts as a shield to the downstream faces due to large ele-
vated area of face thus, only Face-I of 180° condition
experiences maximum C, at face of 0.68 and positive face
value of 0.39. As wind is being separated at wide angles
from both the edges after being incident on Face-I of
principal model thus, less fluctuation of magnitude of face
values can be observed at the downstream faces of the
principal models for all conditions. At 180° wind condition
sudden hike in the magnitude of face value i.e. average
value of C,, at face is observed between Face-C and Face-D
(-0.63 to -0.27) and then a drop at Face-E (-0.27 to -0.61)
shows reattachment of wind at Face-D and hence turbu-
lence at face.

3.2 Distribution of pressure coefficient at faces
of building model for

3.2.1 Isolated Square- plan shape building model
at 0° wind incidence Al the objects existing in nature
are bluff bodies. Thus, it is important to study the pressure
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distribution on all the surfaces due to incident wind of such
bodies over a terrain (figure 8).

The present experiment is carried out at Power law index
0.22 with a mean wind velocity of 10m/s at the top of
building model. In the present experiment at square model
H/B (where, H = Height and B = width of model) ratio of
3.0 is considered (figure 9), whereas; in pressure distribu-
tion at figure 8(a) the study [26] deals model with H/B ratio
as 8.0, Power law index of 0.22 and mean wind velocity at
the top pf model was of 9.3m/s. Distribution of C,, at front,
side and back faces have similar variation along the height
with present experimental condition. However, due to
variation in the mean wind velocity and mainly H/B ratio,
the max C,, at front face is observed as 0.8 which is about
15% lower than that of Face-A at present study. Similarly,
back face of [26] experiences higher suction of about 25%
to that of Face-C of present study. Figure 8(b) shows dis-
tribution of C, along CAARC (0.23) [27] building model
where, H/B ratio is 6.1. The study shows huge difference in
magnitude of C, of back face to that of Face-C at present
study mainly due to change in the experimental conditions.

3.2.2 Isolated Fish- plan shape building model at 0°
and 180° wind incidence During an episode of wind
incidence at such high velocity the edges of all the faces
mostly escape the influence of incident wind and thus
eddies are formed at such positions. Formation of eddy
creates a space devoid of downstream fluid flow and thus,
any exit can be provided at this portion of building.
However, thorough study needs to be carried out for the
effects of openings at pedestrian level due to high
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Figure 8. Mean wind pressure coefficient distributions on (a) Square model at wind direction of 0° [26], and (b) rectangular CAARC

(0.23) at wind direction of 0° [27].
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Figure 9. Pressure distribution of Square- plan Shape building model at 0° (isolated) wind incidence condition.

turbulence at ground level. Windward wind load is
fundamentally blowing wind force that is pressing the
building. The experimental study of pressure distribution on
the walls of asymmetric trapped body under turbulent
supersonic flow [28] concludes that the cladding pressure
varies significantly with angle of attack which is also
apparent in the present study from the variation of C,
values.

The opposite placed face pairs such as Face-B and Face-
P, Face-C and Face-O etc. would have mirrored C,, distri-
bution over the face in all conditions of wind incidence
with or without the presence of interfering model for Fish-
plan shape building models. Thus, for figures 10, 11, 17, 18,
19 and 20 distribution of pressure coefficient is shown for
Face- A to Face- I only.

The distribution of pressure coefficients at Fish—plan
shape model for 0° wind incidence is shown in figure 10.
Very minimal variation is evident between 1/3rd to 2/3rd
heights at Face-A due to uniform exposure to wind to face
at such height. Two large symmetrical vortices are formed
in the wake region at Face-I with its centre at 1/3rd height
as the wind stream is getting deviated away from Face-I
symmetrically from both sides. For 0° wind incidence rear
Face-G at “Z” plan building model [29] and rear Face-I of
present study shows agreement with the flow pattern due to
similar positioning of faces. Also huge agreement is seen
between the pressure distribution patterns of “+” plan
shaped [25] model and present study model for front and
side faces for 0° isolated wind incidence conditions

however, the magnitude differs due to the variation of
shape and exposed elevated area between the models of
both studies. Distribution of pressure coefficients of face
pair Face-B- Face-C, Face-D-Face-E etc of present study is
compared to Front and Right face of L- Shape model [30] at
0° wind direction due to similar orientation of face pairs to
each other and to incident wind. In both the models for-
mation of pressure region is evident at perpendicular face;
wind is then reflected to parallel face. In L-shape model the
perpendicular face have higher magnitude of C, as com-
pared to parallel face whereas; in Fish- plan shape model
the perpendicular face have lesser magnitude of C, as
compared to parallel face, this difference in phenomenon is
due to the presence of neighbour interfering faces in Fish-
plan shape model. All parallel faces to wind direction in 0°
wind incidence (Face-B, Face-D, Face-F, etc.) can be used
as openings like balconies.

The distribution of pressure coefficients at Fish- plan
shape model for 180° wind incidence is shown in figure 11.
Face-I is handling the severity of wind due to direct
exposure to incident wind. Recently, it has been suggested
that the wind pressure coefficient at a point on a surface
significantly varies with wind incidence angle and surface
curvature [31]. At 180°wind direction, positive pressure
occurs at Face-I and negative pressure at all the other faces
of the model as the wind stream is getting deviated away
from downstream faces after the wind is incident at Face-I.
Due to large elevated area of windward Face-K at 0° wind
incidence at “E” shaped model [32] and that of Face-I at
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Figure 10. Pressure distribution of Fish- plan shape building model for selective faces at 0° (isolated) wind incidence condition.

180° wind incidence of present experimental study the flow
pattern shows similarity. Where, for both the studies max-
imum C,, is found at 0.70 H to 0.75 H at vertical centerline
of the face which is then further distributed at both the sides
symmetrically. Face pair Face-G- Face-F of present study is
compared to L-Shape model’s [30] right and Front faces at
180° wind direction due to similar orientation of face pairs
to each other and to incident wind. In present study, huge
swirl of wind is noticeable on Face-F due to high turbulence
of wind at Face-G and at neighbour interfering faces
whereas; in L-shape model [30] due to variation in size and
absence of interfering neighbour faces the phenomenon of
swirl is absent. The highest positive C,, of 0.70 is found at
Face-I which is about 6% lesser than the overall highest
positive C,, of 0.74 (at Face-C and Face-O) as found at 0°
wind incidence of present study, this is mainly because of
the large difference in the exposed elevated area of face and
orientation of model to the incident wind. Overall maxi-
mum suction of -0.83 is found at both Face-E and Face-M
which is about 43% greater than that found at 0° wind
incidence of present study due to higher angle of deflection
of wind stream at 180° wind incidence. Face-C and Face-O
have little fluctuation of pressure over the face as due to
stagnation of wind incident at faces. Variation pattern of
wind around the model is different in 180° as compared to

0° wind incidence. Decrease in pressure at windward faces
causes less compression at cladding surface whereas,
increase in suction leads to high tension at cladding surface.

Interference study

In interference studies blockage in wind tunnel is an
important problem associated with wind tunnel tests. Due
to interference of nearby buildings the pressure on prin-
cipal building might increase or decrease depending upon
many conditions like terrain category, exterior shape of
building, cross-sectional plan of building, aspect ratio,
etc.

The Fish- plan shape buildings are symmetrical about
one axis thus for the present work only four orientation with
100% blockage conditions are considered with 10% gap
between all the twin plan models model i.e. 60 mm as
suggested by Cook [33], Houghton and Carruthers [34].
The limitation of the present study lies with the thorough
study of tandem and staggered arrangement of twin Fish-
plan shape models.

For Square- plan shape model, only Full Blockage
interference is considered due to symmetrical shape of
model (figure 12). However, for Fish- plan shape model
interference study has been carried out for four interfering
conditions; figure 13(a) Back to Back; (b) Back to Front;
(c) Front-to-Back and (d) Front-to-Front.
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Figure 11. Pressure distribution of Fish- plan shape building model for selective faces at 180° (isolated) wind incidence condition.

Instrumented
buldime

Interlernng
buldmg

Il

~lo}—

Figure 12. Full Blockage interference condition of Square- plan
shape building model. (All units: mm).

3.3 Distribution of minimum, maximum
and average C, along building periphery
at interference model conditions for

3.3.1 Full Blockage interference condition of Square
model Mutual interference between twin Square- plan
shape models results in the decrease of face values as
compared to isolated condition of similar shape model. Due
to interference between twin Square building models
(figure 14) all the faces are experiencing suction as the
instrumented model is under wake region of interfering
model. About 54% decrease in maximum suction is
experienced at faces due to influence of interference.

3.3.2 Interference conditions of Fish- plan shape
model Figure 15 shows distribution of minimum,
maximum and average C, at face around building facade
for all interference conditions. At Back-to-Back
interference condition (figure 15(a)) largest variation
between minimum and maximum C, at face is observed
at Face-I with which shows huge turbulence of wind at the
face which is evident from figure 10. At Face-E 59%
difference between maximum and minimum C, at face
values is explained through huge swirls due to reattachment
of wind stream at the face. For Front-to-Back (figure 15(b))
interference condition the distribution of minimum,
maximum and average C, at face values indicates
uniform flow at the principal building model due to the
orientation of twin interfering models to each other.
Irrespective of the orientation of interfering model the
principal model at both Back-to-Front (figure 15(c)) and
Front-to-Front (figure 15(d)) interference conditions the
overall increase in magnitude of face values from Face-A to
Face-I then decreasing from Face-I to Face-P is observed.
Small rise in face vales for consequent faces shows swirl of
wind whereas; huge rise denotes formation of pressure
regions at face with higher magnitude of face value. Sudden
decrease in face value between consequent faces shows
formation of vortices. At figure 15(c) due to orientation of
twin models to each other, large suction region is generated
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010 1 A VY Face-D experiences suction throughout the height but due
to unification of wind stream at side faces the suction is
0159 . il TIRSSRRIIE reduced to that of maximum suction at isolated condition.
0.20 4 . In the experimental study for tandem arrangement of
o models the C, distribution at x/b = 1.5 for side faces show
o 0254 side wash from inner edge [21] which is also evident in the
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Figure 14. Minimum, maximum and average C, distribution
along periphery of Square- plan shape building model for Full
Blockage Interference Condition.

between both the models and thus, largest variation (91%)
between minimum and maximum C, values is observed for
Face-C. Face-I at Back-to-Front (figure 15(c)) and Front-to-
Front (figure 15(d)) interfering conditions exhibits least
turbulence due to least affected orientation of model’s face
to incoming wind.

3.4 Distribution of pressure coefficient at faces of

3.4.1 Square- plan shape building model at Full
Blockage interference condition All the faces of
Square- plan shape model at Full Blockage interference
condition (figure 16) experiences suction as the principal
building is under the wake region created by interfering
model. Face-A experiences maximum suction of -0.38
because of the shielding effect of interfering building. The
maximum suction at interference condition is about 54%

cautioned for detailed study at the edges and corners as
these parts are concentrated with huge pressure variations.

The interference study by Kim and Kanda [36], have
associated their interference study with the change in the
height of the interfering building model to the instrumented
model and found that the highest suctions increase with
increase in height of interfering building. Due to high
complexity of the building plan of model in present study, it
is impossible to correlate the results of pressure distribu-
tions to previous interference aerodynamic studies.
Entrance to building can be provided at Face-A because of
the limited cross sectional size of the face. The declaration
is partly dependent on architectural requirements to provide
safety and security, as the safety and security criteria
include areas such as building control. Also, Face-A at
ground level experiences lesser turbulence of wind at all
wind incidences when compared to other faces at similar
conditions. The adjoining edges between the wall pair like
Face-B and Face-C and also Face-C and Face-D is least
affected as eddy formation is taking place due to flow
separation at such areas and thus openings can be provided
near the attached edges. Depressed faces like Face-F, Face-
L can be provided as emergency exits because at the time of
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Figure 15. Minimum, maximum and average C,, distribution along periphery of Fish- plan shape building model for (a) Back-to-Back;
(b) Front-to-Back; (c) Back-to-Front; (d) Front-to-Front Interference conditions.

emergency they provide fair access to all the interior places.
Even, at all the isolated and interference conditions of Fish-
plan shape model, less variance of C, is observed at the
faces due to the orientation of both faces to the wind
incidence. However, for providing any entrance and exit at
any portion of building thorough study for the effects of
openings at pedestrian level due to high turbulence at
ground level is needed beforehand. Elevated portions like
area between Face-G, Face-H and Face-I and between
Face-I, Face-J and Face-K can be used as lift areas.

34.2 Fish- plan shape building model at all
interference conditions In Back-to-Back interference
condition (figure 17) the principal and the interfering
building models are oriented by placing the back faces i.e.
Face-I in front of each other. The principal building is
observed to have negative C,, throughout the faces of the
model due to the flow separation after the wind is incident
on the interfering building and gradually separated in either
direction. C,, distribution at Face-I shows little fluctuation
from bottom to 5/6th height due to shielding effect of
interfering building. Symmetrical flow pattern can be seen

from the figure due to symmetrical plan and orientation of
both principal and interfering models. Face-D and Face-N
can be seen to have rapid variation in the pressure
coefficients from -0.53 to -0.58 throughout the horizontal
line due to high swirl of wind caused by reattachment of
wind stream at the face. After Face-I all the faces that are
parallel to the wind flow have higher magnitude of C, as
compared to all the other non- parallel faces, this
characteristic is similar to the isolated 0° condition,
however, in this case the nature of pressure coefficients is
negative.

In Back-to-Front interference condition (figure 18) the
principal and interfering building models are oriented by
placing the front face and back face respectively in front of
each other. The principal building is observed to have
negative C, throughout the faces of the model due to the
shielding effect of the interfering building. Due to upwash
large fluctuations of pressure is seen at top 1/6™ height at
Face-A, Face-B, Face-C, Face-E, Face-P, Face-O and Face-
M. Also, suction is observed at 1/3" height of Face-I due to
flow contraction at the rear face of the principal model. At
Face-I when the flow is contracted towards the face from
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Figure 16. Pressure distribution of Square- plan Shape building model at Full Blockage (interference) wind incidence condition.
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both sides, rapid changes in the pressure can be observed at
both the edges observed as side wash. In this interference
condition, due to orientation of both the buildings with
respect to each other the downstream wind becomes highly
unsettled.

In Front-to-Back interference condition, the principal
and interfering building models are oriented by placing the
front face and back face respectively in front of each other
(figure 19). Two small vortices are observed at 1/3rd height
of model at Face-I due to channelling effect arising at the
middle of both the models. Further, the wind stream getting
deviated at wider angle on both sides thus, generation of
wake region can be observed at downstream faces causing
decrease in the magnitude of C,,. As a result, highest neg-
ative C,, of -0.97 can be observed at Face-I and lowest C,, of
-0.38 at Face-A. The wind is seen to be twisting at Face-H
and Face-J and also at Face-G and Face-K due to high swirl
of stream as a result of interference effect of neighbouring
faces.

In Front-to-Front interference condition, the principal
and the interfering building models are oriented by
placing the Face-A in front of each other (figure 20). The
wind after hitting Face-I of the interfering building is
deviating on both sides at wider angle, but when it is
reaching the principal building model it is further

reattaching to model thus, a channelling effect is created
at the middle of both the models. This building model is
more or less behaving similar to the model at isolated 0°
condition. The difference between the isolated 0° condi-
tion and Front-to-Front interference condition is the
change in nature of pressure (negative); this is due to the
presence of interfering building and thus, formation of
wake region at the location of principal building. Face-A
is experiencing maximum negative pressure coefficient of
-1.06 due to orientation of interfering model and also
flow pattern of wind around bluff body. Further
downstream side, at Face-F and Face-L the wind is
changing its direction, thus twisting of wind stream
is observed along the height of model. Large fluctuation
(-0.48 to -0.36) in the form of side wash form inner edge
is observed at mid height of Face-G and Face-K. Con-
traction of wind stream towards Face-I is observed, thus
experiencing side wash from both the edges symmetri-
cally. Also small vortex is observed at the centreline of
Face-I at 1/6th height of model with the centre of -0.295
due to high swirl of wind caused by contraction of wind
stream. At 180° isolated wind direction and all interfer-
ence conditions perpendicular faces (Face-C, Face-E,
Face-G, etc) will suffice the wind induced conditions for
providing balconies.
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Figure 19. Pressure distribution of selective faces for Fish- plan shape building model at Front-to-Back interference condition.

3.5 Pressure interference factor (average)

The interference effect is an experience caused by presence
of one or more objects in the path fluid flow obstructing it
to the principal or test object. With the help of this factor
the average face C, variation of the instrumented tall
building model is being analysed. Interference factor for
Face Average is [22]:

Average Interference Factor (IFp)
Face Average Cp with interference

~ Face Average Cp without interference (3)

Interference factors associated with the interference
study between square shaped twin building models by
changing distance and position between the two in grid
form suggests that the study is useful in identification of
potential interference issue [20]. In the interference study
between twin rectangular building model the overall max-
imum and minimum IFp is 1.05 and 0.5 respectively for
parallel and perpendicular arrangement among the building
models [35]. Whereas, interference factor reaches up to -2.6
for side face in tandem arrangement for a said distance (x/b
= 1.5) between the twin square plan models [22].

3.5.1 Full Blockage interference condition of Square
model All IF, magnitudes for interference study for
Square- plan shape at Full Blockage (figure 21) condition

lies between -0.52 and 0.4. Magnitude of 1< IF,<1
represents decrease in C, of principal building due to
shielding effect of interfering building model. Face-A in
this interference condition experiences minimum IF; of -
0.52 as due to shielding effect of interfering building model
Face-A of principal model is situated in wake region at
present interference condition.

3.5.2 Interference conditions of Fish- plan shape
model 1F,<l1 represents decrease in C, due to shielding
effect of upstream building resulting with a huge
development of turbulence between two interfering twin
models. Whereas, IF,>1 represents increase in C, due to
upstream building. In the present experimental study for
interference between twin Fish- plan shape model
(figure 22) only Face-I for Back-to-Back interference
condition (figure 22(a)) and Front-to-Back interference
condition (figure 22(b)) have IF,<1 with magnitudes of -
1.55 and -1.98 respectively. Max negative IF, of the
magnitude -11.17 is found at Face-F and Face-L of Back-
to-Front interference condition (figure 22(c)) and of
magnitude -7.83 in Front-to-Front interference condition
(figure 22(d)). Such high negative IF;, values of interference
study shows generation of very high suction region at the
said faces due to the presence of interfering building. Thus
potential interference issue is concentrated at Face-F and
Face-L of Back-to-Front and Front-to-Front interference
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Figure 21. Average Interference Factors (IF,,,) of Square- plan
shape building model at Full Blockage Interference condition.

conditions. Such high magnitudes of IF,, is not found at any
other studies. High magnitudes of IF, are arising due to the
complexity of the plan shape of building and thus accounts
for further study of the said cases. Very high IF,
magnitudes show unfavorable positions in buildings from
structural design as well as cladding design point of view.

3.6 Base Shear coefficients Cp and Cy,

3.6.1 Force Coefficients From the measured pressure
at various pressures taping points on all the walls of the
principal building model, aerodynamic along-wind force

Pressure distribution of selective faces for Fish- plan shape building model at Front-to-Front interference condition.

(Drag force) and across-wind force (Lift force) acting on
the model is calculated with the help of formulae as
incorporated in the previous studies [22]:

N

FD = Z(piAini,alung)

i=1

(4)

N
FL = Z(piAini,acruss) (5)
i=1

Where, Fp, and F; are the along-wind force and across-
wind force, respectively. p;, and A; are the pressure and
tributary area of tap i and n;uone and njcpe are unit
direction cosines to the surface of the building.

Force coefficients are representation of forces and cal-
culated with the help of formulae as incorporated in the
previous studies [37]:

Fp
Cp=—2__ 6
P 0.50BHV? (6)
Fr
CL=—2%r 7
L= 0.50BHV? 0
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Figure 22. Average Interference Factors (IF,,¢) (a) Back-to-Back; (b) Front-to-Back; (c) Back-to-Front; (d) Front-to-Front Interference

conditions.

Where, Cp and C; are base force coefficients, B is the
dimension of building model perpendicular to incident
wind, H is the height of the model.

3.6.2 Force coefficients of Square -plan shape
building model The magnitudes of Drag force
coefficients when compared to magnitudes of Lift force
coefficients portray large variation due to the normal wind
directions in the direction of symmetry of model
(figure 23). Dominant wind direction of present study is
shown by Along isolated wind conditions. Where the Cp, at
full blockage condition shows decrement, the C, value
shows near about same magnitudes. Due to symmetrical
form of principal as well as interference Square-plan shape
building models along both the axis thus, resulting in
symmetrical flow at full blockage condition around twin
building models, non-variation of Lift force coefficient is
induced. Shielding effect refers to the situation where,
before reaching the principal structure wind has to move
through any structure(s) located on the upstream wind side
[14]. Due to the shielding effect, it is clear from the contour

plots of all the interference conditions that the principal
structure is under suction, i.e. negative pressure. The faces
lying at the interface between the twin models experiences
maximum suction in all interference conditions. Due to its
high magnitude of coefficients, the nature of force and
pressure at the interfaces dominates the resulting direction
of force and pressure. Thus the resultant net pressure
coefficients and net Drag force coefficients is negative in
nature is acting against the direction of wind incidence.

3.6.3 Force coefficients of Fish- plan shape building
model Tt has been widely recognized that external shapes
of tall buildings play an important role in the generation of
wind loads on high-rise structures [38]. In addition, it was
relayed by Sakamoto and Haniu [39] and Song et al [40]
that the fluctuating components of drag force coefficients
Cp and lift force coefficients C; of the principal building
model are not significantly affected by the gap distance of
the interfering model. Unlike Full blockage condition all
the interfering conditions shows variation in Cy because
asymmetrical cross-section plan of Fish- plan shape model
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Figure 23. Base force coefficients of Square- plan shape building model at all wind conditions (a) Drag Force Coefficients; (b) Lift

Force Coefficients.

along one axis thus, generation of huge turbulence at
principal model depending upon the orientation of twin
models.

In figure 24 for Fish- plan shape model maximum Cp
of 1.1 is found at 180° isolated wind incidence followed
by 0° wind incidence with 23% decrement. Maximum C
is manifested by 0° wind incidence is 0.14 closely fol-
lowed by 180° wind incidence with 7% decrease. Over-
all, minimum Cp, is exhibited by Back-to-Back inference
condition whereas, minimum Cp, is exhibited by Front-to-
Back and Front-to-Front interference condition. Enor-
mous decrease in magnitude irrespective of nature of Cp
and Cp is shown for all interfering conditions when
observed against isolated wind conditions mainly due to
shielding effect of interfering building model and hence
reduced effect of direct exposure to wind. From the
results, it is clearly visible that the overall efficiency of
principal building is enhanced due to interference effect
[22].

1800

BACK-TO-BACK
BACK-TO-FRONT
FRONT-TO-BACK
FRONT-TO-FRONT

WIND CONDITION

(a)

3.7 Force Interference Factors

Drag Force Interference Factor (IF cp)
Cp at base with interfering building

(3)

-C p at base without interfering building

Lift Force Interference Factor (IFcr,)
Cy at base with interfering building

 Cy at base without interfering building ®)

The corresponding interference positions of maximum
EIF i.e. peak acceleration response interference factors are
shown at the top of each bar by x/b, y/b in figure 25 for
along-wind and across-wind directions for various breadth
ratios between same height of models [41]. The study by
Yu et al [41] has been performed for twin models for H/B
of 6:1, mean wind velocity at top of model is 12.9 m/s and
o = 0.22. It is found that maximum Along-wind (Drag
force) EIF was 1.6 at (x/b, y/b) = (2, 0.9) which shows high

BACK-TO-BACK
BACK-TO-FRONT
FRONT-TO-BACK
FRONT-TO-FRONT

-0.05
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Figure 24. Base force coefficients for Fish- plan shape building model at all wind conditions (a) Drag Force Coefficients; (b) Lift Force

Coefficients.
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influence of staggered arrangement for B, = 1.0; where, Bg
is Breadth ratio among breadth of interfering model and
principal building model. Maximum Across-wind (Lift
force) EIF is 1.4 for B, = 1.0; at (x/b, y/b) = (2,0) i.e.
16.67% clear gap between twin models at tandem
arrangement; which shows dominance of shielding which is
also visible at present experimental work. Similarly, the
results from study by Mara [20] deals with models under
urban exposure with H/D of 7:1 at a wind velocity of 4.9m/
s in tandem arrangement. It is found that at minimum clear
gap of 28.6% of height of model, the Along-wind (Drag
force) IF,, is 0.6 and Across-wind (Lift force) IF,, is 1.0 for
study by Mara [20]. Whereas, in current study for Sqaure-
plan shape model at Full Blockage condition for reduced
gap between twin models Along-wind (Drag force) IFcp of
-0.12 is found to be decreasing with reduced gap between
twin models when compared to study conducted out by
Mara [20]. For current study where, IFcp is decreasing due
to shielding effect but IF of 1.25 is found to be increasing
at reduced gap between twin models due to formation of
turbulent shear layer at side faces of principal building
model. For all interference conditions for Fish- plan shape
model, magnitudes of IFcp and IFc; (table 2) are very less
as compared to said studies; this variation is mainly asso-
ciated with the external shape of the building. Maximum
IFcp (-0.43) is shown by Front-to-Front condition and
maximum IFcp (-0.38) is shown by Front-to-Back condi-
tion is shown by Front-to-Front condition as orientation of

Table 2. Force Interference Factors for Square and Fish- plan
shape building model.

Interference conditions IFcp IF ;.
Full Blockage —0.12 1.25

Back-to-Back —-0.12 —-0.13
Back-to-Front —0.28 —0.16
Front-to-Back —0.38 —0.38
Front-to-Front —0.43 —0.35
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twin models to each other as well as to incident wind
increases turbulence between both the models. Under same
working environment, the Fish —plan shape principal
models at all interference conditions display less influence
on lift forces compared to Square-plan shape model at Full
blockage condition. Whereas, increased influence on drag
force is noticeable at Back-to-Front, Front-to-Back and
Front-to-Front interference condition of fish-plan shape
model compared to Square-plan shape model at Full
blockage interference condition.

3.8 Distribution of pressure coefficient
along centre vertical line for each face at all wind
incidence conditions

Variation of C, along vertical centerline of all faces for
isolated and interfering wind incidence conditions are
shown in figures 26 to 34. All the vertical line plots are
simplified images of complex contour plots for faces and
gives a broader picture of variation of C, along height of
face. The comparison centerline plots of all faces over
varied wind incidences gives a fine picture of the change of
flow pattern along faces in a particular wind direction.

An attempt has been made to find out a generalised
relation between relative height and C, along vertical
centreline at each face for all isolated and interference
conditions. The variations of C, along height cannot be
linearly regressed due to wide variable ranges and hence
the curve fitting process of all the isolated and interference
parameters is complex. From regression analysis a basic
equation (Eq.10) is further developed to consider pressure
coefficient distribution along vertical centreline at each face
for present experimental conditions.

n

1

Where; H/H is relative height with H; varying as 0 mm, 10
mm, 60 mm, 180 mm, 300 mm, 420 mm, 540 mm, 590 mm
and 600 mm and H is height of model (600mm), a, b and
n are constants and can be seen varying with the faces
among various wind incidence conditions.

C, = —a x (10)

3.9 Vertical centreline C, distribution at each face
along Square- plan shape model for Isolated
and interference condition

3.9.1 Square-plan shape building model for 0°
isolated condition The present study exhibits
symmetrical flow pattern along vertical centerline due to
symmetrical shape of both the models along the direction of
wind incidences, this is also noticeable in the study for ‘+’
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