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ABSTRACT 

 

 

Over the last decade, there has been a surge in developing automated intelligent 

video analysis systems that can monitor human activities in the public environment 

and recognize abnormalities like violent and suspicious events. Violence Detection is 

an emerging topic in monitoring human activities. Deploying such violence detection 

automated systems at highways, shopping malls, sports complexes, market places, 

public places like airports, railways stations, and bus stands can help us with the 

preparedness of repercussion of unusual or violent crowd behaviors. Violence 

detection aims at identifying whether a violent action has occurred and has evolved 

as a popular theme in the department of image processing and computer vision. 

Improved highly effective methods for intelligent analysis are highly demanded. 

Various methodologies can detect such activities based on Deep Learning 

algorithms, SVM, and Machine learning algorithms.  Deep neural nets and Transfer 

learning have proven highly successful in the detection of violent activities. The 

motive of this dissertation is to propose a novel deep ConvNet system for the task of 

detecting violence by extraction of motion features from RGB Dynamic Motion 

Images (DMI). Motion feature extraction and prediction of violent content using a 

stream of RGB DMI is done effectively by pre-trained CNN model – Inception-

Resnet-V2 followed by fine-tuning layers. The advantages and limitations of existing 

state-of-the-art CNN based architectures for violence detection suggested by various 

researchers and popular datasets used for violence detection are also discussed. For 

performance validation of the proposed novel model, tests are performed on three 

popular and publically available benchmarks – Hockey Fight dataset, Real Life 
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Violence Dataset, and movie dataset. The performance is also checked against the 

other widely used pre-trained models – Resent50 and Inception V3.  

 

Keywords: Violence Detection, Image Processing, Computer Vision, Deep 

ConvNet, Transfer Learning, Dynamic Motion Images, Inception-Resnet-V2, CNN, 

Resnet50, Inception V3  
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CHAPTER 1 

 INTRODUCTION 

 

 

1.1 INTRODUCTION 

Modern technical advancement and development in the field of image 

processing and video processing have been extraordinary because of their application 

in identifying important content across multiple domains, including searching, 

analyzing, and identifying actions. Identifying actions from videos has grown in 

prominence in the last decade because of the rise of violent activities involving acts 

of terrorism. Over the last decade, highly congested public places such as shopping 

centers, educational institutions, airports, hospitals, banks, markets, streets, etc. are 

being monitored by surveillance systems having CCTV camera and other equipment 

to monitor activities of people[1] for ensuring public safety and better crowd 

management due to rapid increase in global population. But the effectiveness of such 

systems is questionable since they require adequate manpower and human attention 

skills are limited[2]. Some assessments tell us that 99% of the generated footage is 

never watched[3] and hence, detection of suspicious activity is a very difficult 

task[4][5]. True effectiveness is reduced to only 1% and hence the automated 

analysis of crowded scenes has received quite some attention from the research 

community. Researchers are now using computer vision techniques to recognize 

human activity[6]–[8] and monitor the crowd automatically. Various techniques were 

introduced for identifying crowd anomalies and helping to detect suspicious activity 

in surveillance footage. The tracking of violence from the surveillance footage[9], 

[10] is another kind of detection of activity. 

The technology for detecting movements and objects has progressed 

considerably in terms of advancement and has helped us to combine the various 

technologies to create an integrated system that can accurately monitor violent and 

potentially violent activities. Various methods and techniques to detect violent events 

and other harmful patterns in videos are surveyed by[11], [12]. In such methods, 

different approaches work with several parameters or features of videos such as 

optical flow[13], [14], acceleration, appearance, human pose, time, etc. Various 

researches talk about different techniques explored based on machine learning, 
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support vector machines, deep learning for the detection process to boost the 

accuracy, and effectiveness. The research domain toggles between violence detection 

and abnormal behavior detection, the activities which contain actions like fighting, 

beating, pushing, etc. are surveyed under violence detection. The detection of 

aggression in a video stream involves multiple sections or steps, such as target 

recognition, movement identification, and video classification. A great deal of 

advancement in developing systems that will help us in detecting violence using 

machine learning algorithms, deep learning algorithms, etc.  

 

 

1.2 VIOLENCE DETECTION 

Violence in ordinary life is suspicious occasions or exercises. In the domain 

of activity detection, identification of these events in surveillance footage via CV is 

currently an active area. In the particular zone of violence detection, the major work 

is centered around low-level attributes. As a rule, highlights, for example, gradients, 

intensities, optical flow, and nearby attributes are extracted. Because of human torso 

diversities, catching viable and biased characteristics in the violent scenes or actions 

is tough. The primary driver of the varieties is perspective, shared impediment, scale, 

and dynamic scenes. By perceiving fierce parts, for example, fire, blood, weapons, 

and sound, most techniques concentrated on identifying savage scenes. Such 

strategies, be that as it may, may not be proper for checking recordings with poor 

picture quality. The inconveniences, for example, low detection rate and high bogus 

alert, limit this kind of technique. Besides, these highlights are not reasonable for 

general observation frameworks that are continually ailing in sound data.  

Countless researchers have developed various approaches and methods for 

the discovery of brutal or unusual events, due to a rapid increase in the crime, for 

gradually accurate identification. Different ways of detecting violence are being 

developed, and have been discussed in recent years. Depending on the classifier used, 

such methods can be divided into three groups:  

1. VD using ML  

2. VD Using SVM  

3. VD Using DL  
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1.3 APPROACH OVERVIEW 

Different researchers suggested various methodologies for improving the 

effectiveness, and consistency of the Violence Detection process. Generally, the 

approach to detect violence follows a common procedure that being extracting data 

from video, pre-processing the data and converting into fragments or batches before 

feeding it to the model/classifier and feature extraction like motion features, Spatio-

temporal features, etc. using various methods like HOG, HOF, HOMO, optical flow, 

etc. Then once features are extracted they are used to predict/classify video content 

and depending on the prediction values, accuracy and AUC/ROC plots are obtained. 

Once the model is established, it is ready to be deployed to detect violent activity in 

videos/footage. The basic steps of the VD are shown in fig. 1.1. 

 

 

 

1.4 MOTIVATION 

With the spike in violent activities like the recent Delhi riots [15] or the 

recent mass protests in the US resulting in violent events [16], it is becoming more 

and more necessary to develop efficient and highly accurate automated intelligent 

systems which can analyze the public premise for detecting and avoiding suspicious 

events and violent activities for ensuring better public safety and enabling agencies in 

deploying better security measures. Recent state-of-the-art has been quite successful 

Figure 1.1  Basic steps for a typical violence detection technique  
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and effective in creating surveillance systems and detection methods which can 

enable enforcement agencies to avoid such incidents [17]–[20]. In the last decade, 

CNN has achieved remarkable progress in the field of video and image classification 

with incomparable accuracy and modeling capacity [21]–[23]. Prior studies in the 

area of violence detection [14], [24]–[29] have ascertained that temporal, spatial, and 

motion information act as an important trait to classify and detect violent activities in 

surveillance footage and real-life situations in an effective manner. Researchers have 

also done extensive work in detecting violent activities using a single-stream 

architecture extracting spatial information or temporal information or motion 

information and also by multi-stream architectures to extract spatial-temporal or 

spatial-temporal-motion data that has improved CNN based systems accuracy by 

examining RBG and depth based appearance and motion details.  

Yet most of the approaches like [30] do not necessarily model the dynamics 

of the video. RGB images, extracted as a stack of frames from the video, are used to 

learn discriminative attributes that allow the model to obtain the highest accuracy in 

tasks of recognition and classification since the primary aim is to represent the action 

class rather than the motion. Whereas motion features contain a decent amount of 

evidence for distinguishing the movement and human action. In this regard, optical 

flow [13], [14], [31], [32], and dense trajectories [33] are used extensively for 

illustrating the movement of the entity in videos. Various methods proposed 

descriptors, based on optical flow orientation and magnitude changes for example 

ViF [34], [35], OViF [36], HOF and HOG [37] , HOMO [24], etc.  

However, these approaches regardless of being beneficial also have some 

disadvantages like high computational time limiting the possibility of real-time 

implementation of such systems. Similarly, dense trajectories can be extremely 

sensitive to camera viewpoint. 

 

 

1.5 ORGANIZATION OF DISSERTATION 

 The dissertation is organized as follows:  

 Chapter 2 deals with a short and crisp overview of the topic, dynamic motion 

images, CNN and its variants, transfer learning, and literature review related 

to Violence Detection. 
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 Chapter 3 showcases the proposed architecture used for violence detection.  

 Chapter 4 presents the results achieved by the proposed model on the 3 

publically available datasets.  

 Chapter 5 concludes along with future work. 
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CHAPTER 2 

LITERATURE REVIEW 

 

 

2.1 OVERVIEW 

The series of RGB images called frames constitute an RGB video stream and 

the deployed systems built must discern people's positions to understand how human 

activity varies over time in the consecutive video frame. Action recognition 

constitutes identifying diverse actions in a video clip(a 2D frame sequence)[38]. This 

can be visualized as a part of the image classification task for multiple frames and 

then combining the predictions from all frames. Various approaches were proposed 

for the feature extractions from a frame in a video like [39] used 3D CNN for the 

spatiotemporal feature extraction. Over a few years, work presented by researchers 

on action recognition can be distinguished into 2 main classes: 

1. Hand-crafted 

2. Deep-net 

Before deep learning algorithms came to solve the problem, various traditions 

Computer Vision algorithms for recognizing actions were broken into broadly 3 

parts: 

1. Local high-dimension visual characteristics which describe the stretch of 

the video to be sparsely dispersed set of points of interests[40] or densely 

extracted[33] 

2. The extracted characteristics are encoded in video level descriptions. Bag 

of visual words is one of the most common and popular versions of this 

process. 

3. The final prediction is done using a trained classifier such as SVM or RF. 

 

2.2 DYNAMIC MOTION IMAGES 

Considering all such approaches based on motion feature extraction and their 

shortcomings [41] proposed a new approach which is an extremely powerful, simple, 
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and yet efficient depiction of the video called Dynamic Images or Dynamic Motion 

Images, summarizing the motion dynamics present in the video into a single image. 

Dynamic Motion Images (DMIs) can encrypt information in a conventional content-

agonistic manner which results in highly effective long-term, stable representation of 

motion for classification and recognition tasks and also for other tasks like human 

pose estimation [42], [43], as well. Examples of DMI are shown in fig. 2.1 

 

 

Figure 2.1 Examples of Dynamic Motion Images 

 

 

Key benefits of using Dynamic Motion Images which are as follows: 

1. DMIs can be attributed to various forms of sequences. 

2. DMIs are very efficient, fast, and simple. 

3. Extraction of DMIs reduces computational time, also reduces video analysis 

to single RBG image analysis. 

4. Compact Representation of video.  

5. DMIs can be useful for large scale indexing 

6. DMIs can be processed by any CNNs 
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2.3 CONVOLUTIONAL NEURAL NETWORK 

ANN is a buildup of several nodes called neurons, which are fully connected 

and simple architecture producing an arrangement of real-valued activations. 

Neurons influence learning by forwarding the information. Neurons get activated 

through weighted links from the previous layer’s active neurons. Learning is about 

obtaining weights that make neural networks exhibit the required behavior. 

Depending on the behavior and orientation of neurons, such behavior may need many 

computations stages where each stage enables the network to learn by adjusting 

weights called the training phase. Deep learning emerged as an amazing technology 

that gave us the potential to enhance learning in every field of human life[21], [23], 

[44]. CNN is very similar to other neural nets and is a well-known algorithm in deep 

learning. In 1980, K. Fukushima proposed the neocognitron [45], which is also 

regarded as the predecessor of CNN. This discovery was based on the findings of 

Hubel & Wiesel[46] describing that mammals visually perceive the world using a 

layered structure of neurons. [47], [48] established the modern framework of CNN. 

There are many variants of CNN as I shall discuss in the following section 

but the basic architecture of CNN remains the same, broadly consisting –  

1. Convolutional 

2. Pooling, and 

3. Fully-connected Layer. 

Convolution layer consists of many convolutions learned kernels that 

convolves the input to compute feature maps by using the kernel. Further, the 

activation function is applied to the convolved output. The pooling layer aims at 

shift-invariance by dropping the resolution of the feature map, usually sandwiched 

between two convolution layers. A fully connected layer (one or more) aims to 

perform high-level reasoning and generate global semantic data.  

 

2.3.1 COMPONENTS OF CNN 

Components of CNN are summarized in table 2.1. The simplified 

representation of the CNN Architecture is represented by fig. 2.2. 
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Table 2.1 Components of CNN 

Components of CNN Types 

Convolution Network in network 

Dilated 

Tiled 

Transposed module 

Inception module 

Pooling Mixed 

Lp pooling 

Stochastic 

Multi-Scale orderless 

Spectral 

Activation Function Rectified Linear Unit (ReLU) 

Parametric ReLU 

Randomized ReLU 

Leaky ReLU 

Maxout 

Probout 

Exponential linear unit (ELU) 

 

 

Figure 2.2 Simplified Representation of CNN Architecture 
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2.3.2 POPULAR VARIANTS OF CNN 

In the last decade, we have seen the birth of numerous CNNs. Even the 

visualization of these models has become extremely challenging because these 

networks have gotten very deep so lately we stopped keeping track of them and 

started treating them as black-box models. A plethora of CNN architectures which 

we see today is a result of various things like improved hardware, ImageNet 

competition, and new ideas, solving specialized tasks, larger datasets, and new 

algorithms, and so on. There are various modifications done in existing CNN 

architecture which improved the network and their performance over time. With 

numerous variants of CNN, neural networks are slowly becoming for a data scientist 

or machine learning practitioners what linear regression was one for statisticians.  

Table 2.2 summarizes 10 common variants of CNN used by researchers to 

optimize the solution for their problem statements. Although there are other variants 

as well but exploring each variant is not done as of now. 

 

Table 2.2 10 Common Variants of CNN 

Name Year Parameters Key Features 

LeNet-5 

 

1998 60,000 - Standard template. 

- Stacking convolutional and 

pooling layers, followed with fully-

connected layers 

AlexNet 

 

2012 60 Million - First to implement ReLU as an 

activation function 

VGG-16 

 

2014 138 Million - Contributed to the designing of 

deeper networks 

Inception-v1 2014 5 Million - Rather than stacking convolutional 

layers, modules/blocks were stacked 

within which are convolutional 

layers 

Inception-v3 2015 24 Million - Among the first to use batch 

normalization 
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ResNet-50 

 

2015 26 Million - Though this was not the first to 

introduce skip connections but 

popularized skip connections 

Xception 2016 23 Million - CNN based entirely upon 

depthwise separable convolutional 

layers. 

Inception-v4 2016 43 Million - Increased model size due to which 

it worked better than previous 

versions. 

Inception-

ResNets 

 

2016 56 Million - Inception modules converted into 

Residual Inception Blocks 

- More Inception modules were 

added 

ResNeXt-50 2017 25 Million - Scaling up the number of parallel 

towers within a module 

 

 

2.4 TRANSFER LEARNING 

 Previously, with no development of transfer learning, the training 

of independent models was done using conventional learning. When transitioning 

from one network configuration to another, no knowledge was kept. Transfer 

learning attempts to solve related tasks in the same source domain and is used to 

improve a model's efficiency and speed up the teaching. In other words, in a 

completely new model, it can reuse the weights from a pre-trained model for multiple 

layers. Transfer learning, with the aid of previously trained network, can take 

advantage of expertise such as characteristics, weights, and so on. The advantages of 

Transfer learning is listed down below:  

• Re-use of the trained model 

• Performance improvement of the model in many cases like multiclass classification.  

• Accelerated training process through feature extraction or weight initializing 

strategy 
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 A network first trained on a dataset then the learned features get remodeled or 

passed to another target network for training purposes onto the dataset.  One of the 

drawbacks of Transfer learning is Overfitting if we have small dataset and a large 

value of parameters but is not a problem in the large dataset with less parameters that 

in-fact helps in fine-tuning and improves the overall performance. 

 

2.5 STATE-OF-THE-ARTS FOR VIOLENCE DETECTION 

 Many variations are proposed to already existing Convolution Neural 

Network architectures, as well as additional deep learning architectures, which are 

added to make the classification of violent actions much more accurate. Deep 

learning architectures, are also based on neural networks, classify violent actions 

based on the dataset and extracted features using more convolution layers. If I 

deconstruct a video it is compiled of various frames of images. Video is nothing but 

an illusion of continuous moving images. If I can classify the image in the frame into 

violent or not, I can classify the scene of a video as well. Here, the advancement in 

the violence detection techniques is exhaustively explored which uses a CNN 

algorithm in the proposed frameworks. The tally of such methods that use existing 

Convolution Neural Network-based classification is summarized in Table 2.3.

 Violence Detection systems dependent on deep learning like  [29]–[31] are 

burgeoning with ever-increasing accuracies and advantages over the other. The 

evolutions of single-stream architectures into multi-stream state-of-the-art have also 

shown a potential rise in performance since these architectures incorporate the 

amalgamation of different information cues – motion, spatial, and temporal. Previous 

works based on extracting spatiotemporal features from video or pyramid of RGB 

image frames extracted from videos have shown tremendous potential in detecting 

violence with accuracies nearing almost 100% mark. 
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Table 2.3 Violence Detection Techniques Using CNN 

Ref. 

No. 

Key Features Advantage Short Comings Accuracy/

Dataset 

[17] - SELayer-3D CNN -higher detection 

accuracy and 

efficiency 

- fast real-time 

processing 

- 500 FPS 

processed in real-

time 

- Reduced 

accuracy due to 

low ratio of 

violent samples  

- require big 

enough training 

dataset for 

violence videos 

 

- accuracy 

of 98.08% 

on the 

Crowd 

Violence 

dataset 

- 99.0% 

accuracy on 

the Hockey 

Fight 

dataset 

[18] - Deep CNN 

(ResNet50 / 

VGG19 / Xception) 

for spatial 

feature information 

 

- Bi-LSTM to learn 

a video-level 

classifier 

 

- very effective 

model to detect 

violence 

- Bigger dataset 

required 

Resnet50 + 

LSTM : 

 

- 75.73%  

accuracy on 

Real-

violent 

dataset  

  

- 88.74% 

accuracy on 

movie 

dataset 

- 83.19% 

accuracy on 

Hockey 

Fight  

dataset 

[20] Spatio-temporal 

Encoder, built on 

BiConvLSTM 

- BiConvLSTM 

performs better 

than ConvLSTM 

on more 

heterogeneous and 

complex datasets 

like Violent Flows 

- the method is 

not consistently 

best, require 

more training 

data for better 

and accurate 

results 

- Hockey 

dataset: 

96.96±1.08

% accuracy 

- Movies 

dataset: 

100±0% 

accuracy 

- Violent 

Flows 
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dataset: 

92.18±3.29

%. accuracy 

[27] ScatterNet hybrid 

DL network 

- needs fewer 

learning examples 

- real-time 

processing is done 

using cloud 

- vast amounts 

of unlimited 

computational 

power and 

resources are 

required 

- 87.6% 

accuracy. 

on the 

Aerial 

Violent 

Individual 

(AVI) 

dataset 

[28] CNN + LSTM  - speed is 4x faster 

than the fastest 

known model, 

131 FPS 

- The model 

doesn't perform 

to the fullest 

due to lesser 

availability of 

data 

- accuracy 

of 98 % on 

the Hockey 

Fight 

Dataset 

[39] 3D ConvNets 

Total 9 layers.  

Supervised learning 

and back-

propagation 

- no prior 

knowledge required 

- efficient and 

accurate 

- directly operate 

on the image 

pixels 

-Automatically 

learn the 

video features 

- less accuracy 

- Possibility to 

detect 

mid-level 

concepts 

91.00% 

accuracy 

rate on 

hockey 

dataset 

[50] Deep residual 

Architecture-  

Resnet Crowd for 

crowd density level 

classification, 

violent behavior 

detection, and 

simultaneous crowd 

counting 

- individual task 

performance 

boosted using 

multi-task 

approach  most 

notably for violent 

behavior detection 

- lack of an 

appropriately 

labeled multi-

task dataset 

 

- 9% boost 

in ROC 

curve AUC 

on [50] 

dataset 

[51] 2 approaches to use 

CNNs for 

classification 

1. use in the end-to-

end fashion, take 

raw features as 

input and at its last 

layer produce the 

classification result 

2. use CNNs for 

feature 

- explicit violent 

relevance 

Video clips 

consisting of shot, 

scream and heavy 

metal music, have 

high scores  

- audio-level 

violent 

identified as 

non-violent 

- non-violent 

videos with 

elements like 

cheer, shutter 

sound, clapping, 

etc.   get high 

- Average 

Precision(A

P) of 0.485 

and 0.291 

on 

MediaEval 

2015 

dataset on 

the 

validation 
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representations. scores. and testing 

sets 

[52] - extracting frame-

level characteristics 

from a video using 

AlexNet model as 

CNN 

LSTM variant 

aggregates the 

frame-level 

characteristics. 

Localized Spatio-

temporal features 

can be captured 

using CNN + 

convLSTM 

helping in the 

analysis of local 

motion 

- violent video 

classification by an 

end-to-end 

trainable deep 

NeuralNet 

- unable to 

distinguish 

violent actions, 

marks certain 

videos as non-

violent, and  

unable to 

outperform the 

previous 

technique on 

Violent-Flows 

dataset, 

 

97.1±0.55% 

accuracy on 

hockey 

dataset 

100±0% 

accuracy on 

movies 

dataset 

94.57±2.34

% accuracy 

on Violent-

Flows 

dataset 

[53] - extracting the 

convolutional 

feature maps using 

2 Deep CNN 

models as an 

extractor 

- capture long-term 

action information 

by integrating 

Deep NN and 

improved 

trajectory 

- can be expanded 

to crowd scene 

videos  

- detection of 

violence regions 

are yet to be 

taken into 

consideration 

- approx. 

98% on 

Hockey 

Fights 

dataset 

- approx. 

92.5% 

accuracy on 

Crowd 

Violence 

dataset 

[54] - pre-trained light-

weight MobileNet 

CNN  

 

- 3D CNN for 

feature extraction 

- nearest security 

department or a 

police station is 

alerted if violence 

detected 

- unnecessary 

processing of 

useless frames is 

reduced 

- achieved better 

accuracy  

- require good 

hardware 

- resource 

constraint 

devices might 

not be able to 

deploy the 

proposed model 

- violent 

crowd 

dataset: 

98% acc  

- movies 

dataset: 

99% acc 

- hockey 

fight 

dataset: 

96% acc 

[55] representative 

image  classified 

and the final 

decision for the 

sequence obtained 

using 2D CNN 

- a good tradeoff 

between accuracy 

and computational 

time. 

- real-time 

application 

- fast enough 

- better results 

are achieved 

only because 

the camera 

position was 

static 

- 99% 

accuracy on 

movies 

dataset 

-94.6% 

accuracy on 
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hockey 

dataset 

 

- 91.42% 

accuracy on 

Behave 

dataset 

 

[56] Convolutional 

Neural Networks 

classifier 

- existing 

information or pre-

processing not 

required 

-Large scale sports 

video 

classification 

 

- low accuracy 

level 

- High 

computation 

 

65.4% 

accuracy 

achieved, 

by Fine-

tuning top 3 

layers, on 

UCF-101 

dataset 

[57] AlexNet based 

CNN with a subset 

of ImageNet classes 

 

- 2-stream CNN for 

extracting 

characteristics on 

motion optical 

flows and static 

frames 

- longer-term 

temporal dynamics 

captured using 

LSTM applied on 

top of the 2-stream 

CNN characteristics 

- very effective 

model to detect 

violence 

- additional 

computational 

complexity 

- Mean AP  

0.296 in the 

violence 

detection 

Subtask 

- In the 

induced 

effect 

detection 

subtask, 

accuracy of 

0.418 and 

0.488 for 

arousal and 

valence 

respectively  

[58] Convolutional 

Neural Networks 

classifier 

- needs lesser 

computational 

resources 

- the model can be 

trained on CPU 

only 

- model not 

tested on the 

popular 

benchmark 

datasets 

- 95% 

accuracy on 

[58] dataset 

[59] 2 DNNs 

frameworks - 3D-

based convolutional 

neural network + 

CNN-LSTM 

- tries to 

incorporate more 

specialized 

concepts 

on what can be 

classified as a 

- lesser 

accuracy than 

other accurate 

and highly 

effective 

models 

-MediaEval 

-2013-VSD 

data set: 

63% acc  
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violent scene in 

the foreground of 

violence detection 

[60] pre-trained deep 

learning model 

VGG-Net 

--- - Needs more 

accuracy 

improvements 

 

- accuracy 

of 75.00% 

on hockey 

fight 

dataset 

 

Motion information is a rich tool for gathering knowledge dependent on 

human action. Techniques such as optical flow, optical flow based ViF, OViF are 

used to capture motion information. Optical flow-based methodologies record the 

optical-flow within consecutive image frames encapsulating the motion using key 

components. [34] used ViF descriptors, object detection method, for representing 

stats collected for short frame sequences, and bags of feature method for feature 

extraction. The fundamental aim of the strategy is to identify the transition of violent 

to non-violent action having the shortest delay since the change occurred. [36] used 

OViF for feature extraction and captures the essence of information about the motion 

magnitude change. However, only the local dynamics are provided by these 

methodologies, and local motion analysis is performed using simple summarization 

techniques. CNN can extract meaningful information from the input provided hence 

it is highly important to decide how we provide the video information to CNN. 

Recent advancements in capturing the motion information using Dynamic Images for 

the task of action recognition [61] have shown significant improvement in the action 

recognition task using motion information 

 

2.6 DATASETS 

Due to the novelty and subjectivity, the field of violence detection uses a 

variety of datasets available and does not contain a single main dataset to study. The 

datasets used for studying the performance of the models proposed by researchers 

that were explored are summarized in table 3.2 with their brief overview and 

characteristics. Most of the datasets use ACC(accuracy), which is the ratio of true 

results over total cases examined, and AUC(area under the curve), which means that 

a classifier will assign a higher probability to a positive example than a negative 
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example, for evaluation purpose. Recall, Precision, etc. measures usually are 

calculated together.  

Dataset had to be accurately chosen since the huge availability of datasets. 

Having lots of options to use for training our model thorough description and the 

compatibility with the system was needed. Hence, the Hockey Fight dataset, movie, 

and real-life violence dataset were chosen to train and evaluate the proposed 

implemented model. 

 

Table 2.4 Summary of popular datasets used for Violence Detection 

Dataset Name Year of 

release 

Description 

Caviar 2004 - 28 video sequences grouped into 6 

different activity scenario having a total 

of 26500 labeled frames 

Behave 2006 - Surveillance cameras 

- Only clip 1 annotated (52:11 minutes) 

- A fixed point of view Simulated 

actions 

- 200,000 frames 

Souza 2010 - 400 videos (50% fight scenes) 

Giannakopoulos 2010 -  50 clips from 10 movies (2.5 hours 

total) 

Movies 2011 - 200 video clips from action movies 

Hockey Fight 2011 -  1000 clips 

- 50 frames per clip 

Perperis 2011 - 25 movie segments (approx. 1 min 

each) 

UFC 101 2012 - 13,000 clips 

Violent Flows 2012 - 246 videos from YouTube (1-7 

seconds) 

SBU Kinect Interactions 2012 - 21 sets of 8 violent interactions 

- total of 300 interactions approx. 
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Violent Scene Dataset 2014 -Train: 25 Hollywood movies, 32678 

shots 

-Test: 7 Hollywood movies, 11245 shots 

- 86 web videos 

LIRIS-ACCEDE (media 

eval) 

2015 - 10900 short video clips (8-12 seconds) 

-Train:100 movies, 6144 shots 

- Test:99 movies, 4756 shots 

RE-DID 2015 - Real Life Scenarios  

- urban fights 

- 30 videos Length: 0:20 to 4:20 

KARD 2017 - 18 activities, grouped into 10 gestures 

and 8 actions 

- total of 1hr of videos 

- 540 sequences having FPS = 30 

frames/s and resolution of 640 × 480 

pixels 

Crowd-11 2017 - 6272 videos 

- 3005 scenes 

- 621,196 frames 
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CHAPTER 3 

THE PROPOSED WORK 

 

 

3.1 THE PROPOSED ARCHITECTURE 

The proposed deep convolutional neural net architecture, fine-tuned pre-

trained Inception Resnet V2 based CNN model for Violence Detection is shown in 

Fig.3.1. The architecture is designed to learn motion features and use motion 

information for the task of Violence Detection. The motion content or the motion 

information present in the video is captured by transforming RGB video into 

Dynamic Motion Image (DMI). The transfer learning approach is used for 

recognizing violent and non-violent acts with the assistance of fine-tuned pre-trained 

Inception-Resnet-V2. DMIs typically focuses on the salient object's movement by 

combining and averaging the background pixels as well as the movement patterns 

while retaining the long-term kinetics. The shape of the obtained DMI is identical to 

the original frame. The constructed DMI is transferred through the implemented 

architecture to compute the motion characteristics. 

The architecture is a combination of Inception ResnetV2, pre-trained on the 

ImageNet Dataset, followed by a set of Dense and Dropout Layers. ReLU is used as 

the activation function on the Dense Layers expects the end Dense Layer. Last Dense 

Layer used the Softmax Activation. The architecture of our proposed model is as 

follows: 

Input DMI (224x224x3) – Inception-Resnet-V2 () –Intermediate Vector 

Shape (5x5x1536) – Dense Layer (1024) – DropOut Layer (0.5) – ReLU – Dense 

Layer (512) – DropOut Layer (0.5) – ReLU – Dense Layer (256) – DropOut Layer 

(0.5) – ReLU – Dense Layer (128) – DropOut Layer (0.5) – ReLU – Dense Layer (2) 

– Softmax () 

 



21 
  

 

Figure 3.1 Block Diagram of Proposed Deep ConvNet 

 

 

The pre-trained Inception-Resnet-V2 layers are not trained and kept frozen 

during the whole training duration. The layers for fine-tuning the model are trained 

end-to-end for updating weights according to the training sample. Since the data size 

is small, overfitting will be an issue. To counter it, the Dropout Layer helps to handle 

the overfitting phenomena as well as the training data size was also doubled by 

capturing the 2 dynamic images from a single video, created using distinct mutually 

exclusive frames meaning the frame used to create first DMI was not used for 

creating the second DMI. Early stopping was used so that model doesn’t over-train. 

Without early stopping the validation loss increases and accuracy degrades. Model 

Checkpoint is used to obtain the best-trained model weights during training having 

the lowest validation loss. For testing purposes, the same saved model checkpoint 

having the best weights is used to achieve the desired results. The same network 

architecture was used to test the results by replacing Inception-Resent-V2 with 

Resent-50 and Inception-V3 as the pre-trained CNN. The model summary for the 

fine-tuned layers can be seen in fig. 3.2 
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Figure 3.2 Fine-Tune Layer Model Summary 

 

The sole objective of this research is to establish the importance of the 

distinct motion features embedded and encoded as RGB-DMIs and how a deep 

learning convolutional neural net can be used to capture such motion characteristics 

and improve the task of violence detection. The fine-tuned pre-trained Inception-

Resnet-V2, Inception-V3, and Resnet50 models are used to evaluate how well the 

proposed framework performs and establish the novelty of the work on the three 

publically available datasets or benchmarks – hockey fight, real-life violence, and 

movie dataset. 

 

 

3.2  PRE-TRAINED MODELS 

Due to limited data available in the datasets as well as the computational 

limitations, it was not possible to create and train a new convolutional neural 

network. The pre-trained models like Inception-Resnets, Resnets, Inception series 
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CNN were a good fit since they are already trained on the ImageNet dataset making 

them an efficient choice for feature extraction. Pre-trained models incorporate a 

transfer learning mechanism wherein the trained model on a different dataset is 

utilized for either feature extraction or object identification or classification since 

these pre-trained models have already learned a lot during their training phase. Also, 

they prove their high effectiveness in the cases where the data is limited and over-

fitting needs to be avoided. During the conduct of this research, all of the pre-trained 

models were analyzed and upon careful analysis and recent state-of-the-art it was 

concluded that our proposed architecture be evaluated using the Inception-Resnet-

V2, Resent-50 and Inception –V3 due to their top 1 and top 5 percent accuracy. Each 

of which had an edge over another with Inception-Resnet-V2 being the best among 

the lot in terms of accuracy, performance, and recent state-of-the-art. 

 

 

3.3 INPUT FRAMES PROCESSING 

The RGB video from the datasets – Hockey fight, Real-Life Violence, and 

Movie datasets are broken down into RGB frames so that later these RGB frames can 

be used for the creation of dynamic motion images. The libraries used in python for 

the fetching and processing of the RGB frames are OpenCV and pandas. A pandas 

data frame was created to store the video names and paths which in turn were used to 

capture the video using the VideoCapture method of CV2. A frame rate of each video 

was captured using the inbuilt function of the OpenCV library and accordingly for 

each frame number which was required for dynamic motion image creation was 

processed and stored using the imwrite method of the OpenCV library. 

 

 

3.4 DYNAMIC MOTION IMAGE CREATION 

Deep Neural Nets can automatically learn powerful features but only operate 

within the confines of a specific hand-crafted architecture. While designing 

architecture it is required to visualize how the video must be presented to CNN. 

Standard solutions used to date included sub-videos of fixed length or duration as 

arrays or using recurrent architecture but DMI proposed an efficient approach that 

could summarize the video into a single still image and used this image for the task 
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of action recognition. RP and ARP techniques were devised and latter being much 

faster in computation.  

A modified approach of approximate rank pooling was used in our proposed 

work. From RGB video, we compute 2 dynamic motion images by adopting the 

methodology proposed by  [61]. RGB video was broken into a stack of frames and 2 

sets of frames were produced, one starting with 1st frame having stride of 

frameRate/2 and the other set starting with 1st frame = frameRate/4 and having stride 

of frameRate/2. Each frame in the 2 sets was taken and split into R, G, and B 

channels separately. A coefficient was computed for each frame and a list of frames 

split by channels was multiplied by the coefficients. The weighted aggregate of all 3 

channels - R, G, and B in each frame separately is collected to obtain the R, G, B 

channel of the DMI. Once we achieved the R, G, B channels of DMI, they were then 

merged to form a single DMI normalized into pixels having a value between 0-255. 

The size of the generated DMI was the same as the original frame. The DMI creation 

process is shown in fig 3.3 

 

Figure 3.3 Dynamic Motion Image Creation 
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3.5 CALLBACKS 

 

Callbacks are a very important and highly used feature which can help in 

performing various actions during various phases in training like at the start or end of 

an epoch, before or after a single batch, etc. Callbacks can help in visualizing training 

of model, prevent overfitting and build better models by implementing callback like 

EarlyStopping or customized learning rate, etc. Various callbacks available in Keras 

API are:  

 Base Callback class 

 TensorBoard 

 RemoteMonitor 

 LearningRateScheduler 

 ProgbarLogger 

 EarlyStopping 

 TerminateOnNaN 

 ModelCheckpoint 

 ReduceLROnPlateau 

 LambdaCallback 

 CSVLogger 

Apart from in-built callbacks, custom callbacks can also be used to 

implement simple and powerful implementation to help ease the training and 

visualization as per need. During the training of the proposed model, 2 callbacks 

were used namely – Early Stopping and Model Checkpoint. The callbacks used are 

explained briefly in the following sub-section. 

 

3.5.1 EARLY STOPPING 

Early stopping prevents overtraining your model by terminating the training 

process if it’s not learning anything. This is pretty flexible — you can control what 

metric to monitor, how much it needs to change to be considered ―still learning‖, and 

how many epochs in a row it can falter before the model stops training. Some relevant 

parameters: 

https://keras.io/api/callbacks/base_callback
https://keras.io/api/callbacks/tensorboard
https://keras.io/api/callbacks/remote_monitor
https://keras.io/api/callbacks/learning_rate_scheduler
https://keras.io/api/callbacks/progbar_logger
https://keras.io/api/callbacks/early_stopping
https://keras.io/api/callbacks/terminate_on_nan
https://keras.io/api/callbacks/model_checkpoint
https://keras.io/api/callbacks/reduce_lr_on_plateau
https://keras.io/api/callbacks/lambda_callback
https://keras.io/api/callbacks/csv_logger
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 monitor: value being monitored 

 patience: number of epochs with no improvement after which training will be 

stopped 

 min_delta: minimum change in the monitored value. 

 restore_best_weights: set to True if you want to keep the best weights once 

stopped 

 

 

3.5.2 MODEL CHECKPOINT 

This callback is especially handy for models where epochs take an extremely 

long time and save model as a checkpoint file (in hdf5 format) to disk after each 

successful epoch. The file can be dynamically named. Some relevant parameters: 

 file-path: OS directory path 

 mode: auto, min, or max 

 monitor: the value being monitored 

 save_best_only: set to True if you want to preserve the latest best model 

 

 

3.6 MODEL TRAINING AND PREDICTION 

Since the dataset contained limited videos that weren’t sufficient for training 

a new model end to end and computational limitation, the pre-trained model on the 

ImageNet dataset served as an efficient structure for conduction the training. Pre-

trained models for motion feature extraction and then passing on the extracted 

motion features to the sequential model comprised of dense and dropout layers 

helped in achieving a better framework for violence detection. The pre-trained 

network’s layers were frozen during the training and only the sequential model was 

supposed to be trained. DMI was supplied to our proposed method and various 

experiments were done using SGD, Adam, and Nadam optimizer until it was 

established that Adam optimizer was working best on the dataset. During the training 

of the proposed model, callbacks were used for better management. The model 

checkpoint was used to save the best-trained weights so far on the condition that the 

model had minimum validation loss. Since over-fitting could be an issue so Early 
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stopping was also used to stop the training if no progress was seen in the value of 

validation loss.  

Once training was completed, for prediction on unseen data, saved model 

checkpoint was loaded and RGB video was converted into DMI, and the prediction 

was done. For predicting, the network was recreated as was used during training. 

Once all the test videos were passed on to the network for prediction, the model 

evaluation was performed based on the testing phase accuracy, loss, and f1 score 

values. Although only testing accuracies were later used for establishing the 

performance results. 

 

 

3.7 ACTIVATION FUNCTION 

Referring to the cerebral cortex, researchers were able to assert that the true 

cause of universal approximation capacity was the NN structure but they also 

neglected to identify the side effects of implementation by ignoring the activation 

function option. This hypothesis motivated researchers to dive deeper and explore 

more complicated activations to decrease network complexity. 

The performance of a NN depends on the quality of the activation function 

used and is responsible for the precision, the computational efficiency of the model 

when training our algorithm. The speed of the Converge and Convergence is also 

regulated by activation functions, and in some situations, it may prevent the network 

from converging at the initial point. The primary purpose of an activation function is 

to transform an input signal to a node's output signal in an ANN where this output 

signal is then used as a reference to the next input layer. NN operates on non-linear 

activation functions that make the network know more complex features and also 

helps solve and lean complex mathematical representations and provides correct 

predictions. The activation functions used in the proposed model are defined in the 

following sub-section. 

 

3.7.1 ReLU 

Rectified Linear Unit or ReLU activation function is widely used due to its 

wide range in the non-negative axis i.e. (0 to infinite) and its quick convergence 

property.  

 



28 
  

3.7.2 SOFTMAX 

This function exhibits the property of cumulative distribution functions. The 

range of Softmax function is (0 to 1) and generally used for Binary Classification.   
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CHAPTER 4 

EXPERIMENTAL WORK AND RESULT 

 

 

4.1 OVERVIEW 

For substantiating the achievement of our proposed violence detection 

framework, three publically available benchmarks – Hockey Fight Dataset, Real Life 

Violence Dataset, and Movie Datasets are used. The RGB videos in the datasets are 

transformed into Dynamic Motion Images based on the technique discussed in the 

previous section. These Dynamic Motion Images are pre-computed so that training 

can begin smoothly with the data prepared beforehand. The dataset individually is 

split into training and testing sets and the filenames and path of the videos in each 

training and testing set are stored in different files which can be accessed when the 

conversion of RGB video into DMI is started.  

 

4.2 SETUP AND DATASET 

In the experiment, the end-to-end training of fine-tuned layers of the proposed 

model takes place. Before the training phase begins, the dataset is subdivided into 

testing and training samples using the 30-70 splitting strategy, and training sample 

videos are processed to get dynamic images. For each training, once DMI was 

obtained for the training sample, motion features were extracted from DMI using pre-

trained Inception-Resnet-V2 on ImageNet dataset followed by fine-tuning layers 

using Adam optimizer with epoch = 50, and batch size = 64. Callbacks were used to 

save the best model weights based on minimum validation loss and early stopping 

with patience = 20 was used to stop the model in case model weights were not 

improving, hence accelerating the training process. Training input was further 

divided into actual training set and validation set using 80-20 splitting strategy. In 

Testing, the model checkpoint saved during training is loaded and DMI is computed 

for each testing video simultaneously. 
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4.2.1 HOCKEY FIGHT DATASET 

The Hockey Fight Dataset was introduced by [62] containing 1000 violent 

and non-violent action clips each, recorded during a hockey game of the NHL. Each 

video has a frame rate of 25fps consisting of 50frames of 720x576 pixels. The dataset 

was labeled into a fight and non-fight category. All the clips have the same 

background with only Ice Hockey players entering the frames. The illustrations of 

DMI obtained for violent fights are shown in fig. 4.1 and the DMI obtained for the 

non-violence are shown in fig. 4.2. 

 

Figure 4.1 DMI for violent scenes obtained from Hockey Fight Dataset 

 

 

Figure 4.2 DMI for Non-violent scenes obtained from Hockey Fight Dataset 
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4.2.2 REAL-LIFE VIOLENCE DATASET 

 [63] Introduced a new and quite challenging benchmark, The Real-Life 

Violence Dataset, as compared to Hockey Fight and movie dataset with 1000 videos 

of violent and non-violent genre each, having a wide range of gender, age, and race 

collected from diverse backgrounds and environment. Violent videos are captured in 

an environment like a prison, street, and schools whereas the non-violent videos are 

captured in environments like sports fields and arena featuring events such as 

swimming, doing archery, playing basketball. The average duration of the clip is 

5seconds with maximum duration being 7seconds and a minimum duration of 3 

seconds with a frame rate of 25fps. Fig. 4.3 and 4.4 show the example of violent and 

non-violent DMI created from the Real-Violence Dataset. 

 

Figure 4.3 DMI for violent scenes obtained from Real-Life Violence Dataset 

 

 

Figure 4.4 DMI for Non-violent scenes obtained from Real-Life Violence Dataset 



32 
  

4.2.3 MOVIE DATASET 

The Movie Dataset [62] is a considerably small dataset containing only 200 

movie clips from action scenes bifurcated equally into violent and non-violent video 

genres. The movie dataset has also varying backgrounds. The clips have an average 

duration of 1 second and some clips have a duration of 2seconds, having a frame rate 

of either 25fps or 30fps. Fig. 4.5 and 4.6 show the example of violent and non-violent 

DMI created from Movie Dataset. 

 

Figure 4.5 DMI for violent scenes obtained from Movie Dataset 

 

 

Figure 4.6 DMI for Non-violent scenes obtained from Movie Dataset 
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4.3 PERFORMANCE EVALUATION 

The performance evaluation of our proposed model – pre-trained Inception-

Resnet-V2 with fine-tuning layers was done on the 3 publically available benchmarks 

mentioned above and the results were recorded for comparative analysis. Along with 

the Inception-Resnet-V2, the results were also obtained on the Resnet-50 and 

Inception-V3 pre-trained models to see the performance on these models as well. All 

the experiments were done using Jupyter Notebook running on top of the Anaconda 

environment, the computation was performed with the help of the i5 8
th

 gen 

processor. The programming language used to develop the proposed model was 

python 3. The plots of model accuracy and model loss per epoch during the training 

phase for each experiment were also obtained using the matplotlib library. The 

performance evaluation results of the proposed model tested on Inception-Resnet-V2 

architecture and tested on Resnet-50 as well as Inception-V3 are shared in the 

following sub-section and organized as follows: sub-section 4.3.1 contains the results 

for Inception-Resnet-V2 based proposed architecture for all 3 publically available 

benchmarks stated in the previous section. Sub-section 4.3.2 and 4.3.3 contain the 

result for Resnet-50 and Inception-V3 based architecture respectively. 

 

4.3.1 INCEPTION-RESNET-V2 

Table 4.1 shows the training and validation accuracy and loss occurred during 

the training phase as well as the testing accuracy achieved for all 3 datasets. It is 

worth noting that even though training accuracy reaches a 100% mark, training loss 

is yet a non-zero value. The reason behind this behavior is that accuracy and loss 

often appear to be inversely proportional but there is no concrete mathematical 

relationship between these two metrics [64]. Accuracy can be seen as a count of 

correct predictions whereas loss can be seen as a distance between predicted 

probability and true value. The plot for training accuracy v/s validation accuracy 

achieved over each epoch for Inception-Resnet-V2 based proposed model, as well as 

training loss v/s validation loss over each epoch for all the 3 datasets used, are shown 

in figures 4.7 to 4.12. 

 



34 
  

Table 4.1 Training, Validation, and Testing Accuracy along-with Training, 

Validation Loss achieved on the 3 publically available benchmarks for Inception-

Resnet-V2 based proposed model 

Dataset Name Training 
Accuracy 

Training 
Loss 

Validation 
Accuracy 

Validation 
Loss 

Testing 
Accuracy 

Hockey Fight 
Dataset 

100 % 0.0212 % 94.99 % 17.18 % 93.33 % 

Real-Life Violence 
Dataset 

100 % 0.0252 % 92.8571 % 21.58 % 86.7892 % 

Movie Dataset 100 % 7.30e-03 % 100 % 5.75e-05 % 100 % 

 

1. HOCKEY FIGHT DATASET 

 

 

Figure 4.7  A Plot of Training Accuracy v/s Validation Accuracy on Hockey Fight 

Dataset for Inception-Resnet-V2 
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Figure 4.8 A Plot of Training Loss v/s Validation Loss on Hockey Fight Dataset for 

Inception-Resnet-V2 

 

2. REAL-LIFE VIOLENCE DATASET 

 

Figure 4.9 A Plot of Training Accuracy v/s Validation Accuracy on Real-Life 

Violence Dataset for Inception-Resnet-V2 
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Figure 4.10   A Plot of Training Loss v/s Validation Loss on Real-Life Violence 

Dataset for Inception-Resnet-V2 

 

3. MOVIE DATASET 

 

Figure 4.11   A Plot of Training Accuracy v/s Validation Accuracy on Movie Dataset 

for Inception-Resnet-V2 

 



37 
  

 

Figure 4.12  A Plot of Training Loss v/s Validation Loss on Movie Dataset for 

Inception-Resnet-V2 

 

4.3.2 RESENT50 

Table 4.2 shows the training and validation accuracy and loss occurred during 

the training phase as well as the testing accuracy achieved in Resnet-50 based 

architecture for all 3 datasets. The plot for training accuracy v/s validation accuracy 

achieved over each epoch for Resnet-50 based proposed model, as well as training 

loss v/s validation loss over each epoch for all the 3 datasets used, are shown in 

figures 4.13 to 4.18. 

Table 4.2 Training, Validation, and Testing Accuracy along-with Training, 

Validation Loss achieved on the 3 publically available benchmarks for Resnet-50 

model 

Dataset Name Training 
Accuracy 

Training 
Loss 

Validation 
Accuracy 

Validation 
Loss 

Testing 
Accuracy 

Hockey Fight 
Dataset 

92.85 % 27.29 % 93.57 % 28.03 % 90.66 % 

Real-Life Violence 
Dataset 

50 % 69.52 % 50 % 69.5 % 49.28 % 

Movie Dataset 99.11 % 4.22 % 99.9 % 1.92 % 98.33% 
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1. HOCKEY FIGHT DATASET 

 

Figure 4.13  A Plot of Training Accuracy v/s Validation Accuracy on Hockey Fight 

Dataset for Resnet-50 

 

Figure 4.14  A Plot of Training Loss v/s Validation Loss on Hockey Fight Dataset for 

Resnet-50 
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2. REAL-LIFE VIOLENCE DATASET 

 

Figure 4.15   A Plot of Training Accuracy v/s Validation Accuracy on Real-Life 

Violence Dataset for Resnet-50 

 

Figure 4.16   A Plot of Training Loss v/s Validation Loss on Real-Life Violence 

Dataset for Resnet-50 
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3. MOVIE DATASET 

 

Figure 4.17  A Plot of Training Accuracy v/s Validation Accuracy on Movie Dataset 

for Resnet-50 

 

Figure 4.18  A Plot of Training Loss v/s Validation Loss on Movie Dataset for 

Resnet-50 

 

4.3.3 INCEPTION-V3 

Table 4.3 details the training and validation accuracy and loss occurred 

during the training phase as well as the testing accuracy achieved in Inception-V3 

based architecture for all 3 datasets. The plot for training accuracy v/s validation 

accuracy achieved over each epoch for Inception-V3 based proposed model, as well 



41 
  

as training loss v/s validation loss over each epoch for all the 3 datasets used, are 

shown in figures 4.19 to 4.24. 

Table 4.3 Training, Validation, and Testing Accuracy along-with Training, 

Validation Loss achieved on the 3 publically available benchmarks for Inception-V3 

model 

Dataset Name Training 
Accuracy 

Training 
Loss 

Validation 
Accuracy 

Validation 
Loss 

Testing 
Accuracy 

Hockey Fight 
Dataset 

99.99 % 0.2426 % 95.714 % 19.13 % 92.66 % 

Real-Life Violence 
Dataset 

100 % 0.061 % 88.57 % 26.31 % 83.166 % 

Movie Dataset 100 % 1.05e-05 % 100 % 9.81e-02 % 98.33 % 

 

 

1.  HOCKEY FIGHT DATASET 

 

Figure 4.19  A Plot of Training Accuracy v/s Validation Accuracy on Hockey Fight 

Dataset for Inception-V3 
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Figure 4.20  A Plot of Training Loss v/s Validation Loss on Hockey Fight Dataset for 

Inception-V3 

 

2. REAL-LIFE VIOLENCE DATASET 

 

Figure 4.21  A Plot of Training Accuracy v/s Validation Accuracy on Real-Life 

Violence Dataset for Inception-V3 
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Figure 4.22  A Plot of Training Loss v/s Validation Loss on Real-Life Violence 

Dataset for Inception-V3 

 

3. MOVIE DATASET 

 

Figure 4.23   A Plot of Training Accuracy v/s Validation Accuracy on Movie Dataset 

for Inception-V3 
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Figure 4.24   A Plot of Training Loss v/s Validation Loss on Movie Dataset for 

Inception-V3 

 

It can be analyzed from data presented in the above images and tables that out 

of the 3 pre-trained models used in our proposed architecture, the best results are 

obtained in Inception-Resnet-V2 based architecture. And hence, our proposed novel 

Deep ConvNet architecture is based on Inception-Resnet-V2. It can be noted that 

even though training accuracy reaches a 100% mark, training loss is yet a non-zero 

value. The reason behind this behavior is that accuracy and loss often appear to be 

inversely proportional but there is no concrete mathematical relationship between 

these two metrics[64]. Accuracy can be seen as a count of correct predictions 

whereas loss can be seen as a difference between true value and predicted 

probability. 

 

 

4.4 COMPARITIVE ANALYSIS  

To evaluate the proposed novel Inception-Resnet-V2 based Deep ConvNet 

for the task for Violence Detection, a comparative analysis is presented in table 4.4 

and table 4.5 which showcases that the proposed model either outperforms or works 

at par with the existing technologies and methodologies proposed so far by other 

researchers. The Real-Life Violence Dataset being quite new to the domain isn’t used 

extensively yet, the best testing accuracy achieved by [63] was 88.2% which is 

higher than achieved by our proposed model. 
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Table 4.4 Violence Detection Accuracy (%) Comparison on Hockey Fight Dataset 

Method Accuracy 

ViF [34] 81.6% 

OViF [36] 84.2% 

ViF + OViF [36] 86.03% 

HOMO  89.3% 

Our Proposed Approach 93.33% 

 

 

Table 4.5 Violence Detection Accuracy (%) Comparison on Movie Dataset 

Method/Classifier Feature Extracted Accuracy 

[52] Spatiotemporal 100% 

[54] Spatiotemporal 99.9% 

ViF [4] SVM Motion 96.7% 

Adaboost 92.8% 

Random Forest 88.9% 

Our Proposed Approach Motion 100% 
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CHAPTER 5 

FUTURE WORK AND CONCLUSION 

 

 

5.1 CONCLUSION 

In this thesis, a novel deep architecture focused on single-stream RGB-DMI 

is introduced that capitalizes on motion features obtained from violent or non-violent 

videos. DMIs are simple yet extremely powerful representations of videos 

summarizing videos into a single image.  DMIs can encrypt the summary of the 

video in a very compact environment allowing for excellent performance by using 

motion features. Any existing or future CNN architectures can also utilize the DMI 

as input to achieve better results. Furthermore, incorporating DMIs in the motion 

stream used in multi-stream state-of-the-arts can enable in learning meaningful 

results as well. Applying DMIs with very recent very deep CNN – pre-trained 

InceptionResnetV2, Resnet50, and Inception-V3 with fine-tuning enabled in 

achieving more speed and better accuracy as compared to existing violence detection 

methods based on motion feature extraction. Experiments on publically available 

violence detection dataset benchmarks are conducted to validate the performance and 

experiments demonstrate the effectiveness of DMIs in achieving impressive 

performance despite their simplicity. With the rising population and increasing need 

for surveillance has posed growing demands of systems that are capable to detect 

violent acts automatically.  

Violence detection is already an interesting research field and CNN's have 

made an exceptional breakthrough in the field of detecting violence. Every upgrade 

or breakthrough can and will help in creating more and more systems that are robust 

and utmost accurate in identifying violent content in video and in helping to create 

highly efficient automated intelligent video analysis systems for detecting violence. 

The behavioral analysis of human crowds will be the focus of attention due to the 

possible potential applications, for eg - multi-camera crowd counting, Real-time 

Processing, and Generalization, Multi-Sensor Information Fusion. This problem can 

involve researchers from diverse backgrounds. 
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5.2 FUTURE WORK 

In the future, the plan is to design a system that uses the proposed novel deep 

ConvNet model based on extracting motion features from DMI along with a separate 

stream of RGB still images as a stack extracted from RGB video which extracts 

spatial features followed by LSTM for extracting temporal features and combining 

both the streams to generate predictions which will be much more accurate. 

Designing a front-end where videos can be uploaded can also be incorporated so that 

detecting suspicious and violent acts can be done in real-time. If such a feat is 

achieved, the prototype can be integrated with a surveillance device like a camera to 

detect violent suspicious activity or criminal activity at highly crowded places like 

markets, shopping malls, and railway stations, etc. The moment this system detects 

any such activity, nearby security personnel could also be alerted by activating an 

alarm as done by[54]. The current model was trained using only the hockey fight, 

movie, and real-life violence dataset but for training purposed an amalgamation of 

datasets can be done, for example- Violent-Flows datasets, Caviar, Behave datasets 

and UFC101 datasets can be clubbed together to provide better training examples. 

Although different training examples can also be provided to detect different kinds of 

activities in real-time like training a system to detect bullying by installing such a 

system in school or college. 

In particular, more kinds of violent acts can be detected with their 

characteristics, so the NN must learn independently given that the dataset is good 

enough. More sections like fire, explosion, gunshot, etc. can be added for 

categorizing violent activity. A multi-stream architecture to make violence detection 

more robust enhancing the performance of the system which can predict in real-time 

and also alert the nearby law enforcement agencies can be a fruitful solution to also 

identify a perpetrator is an object and person identification is also integrated with the 

system. In all, the current times and advancements in computer vision, and image 

processing related domain did open the gates for creating better software that can 

achieve the best result and help in simplifying the human tasks. 
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