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Abstract

Yoga is a 5000 year old Indian spiritual practise that seeks to achieve balance between
the body and mind, with the use of asanas, meditation, plus a variety of breathing exer-
cises/techniques. Yoga is now widely used as a remedy for dealing with the rising levels
of tension and anxiety while adjusting to modern lifestyles.

We can reap the greatest health benefits from yoga by adopting the ideal postures and
adhering to the recommended techniques and sequencing. A multitude of techniques can
be used to learn yoga, such as through attending courses at yoga studios, viewing films,
perusing photographs, or reading books. The majority of people prefer self-learning at
home due to their fast-paced existence. However, many find it challenging to see defects
in their own yoga positions. However, adopting improper postures while practising yoga
can result in a number of health issues, including short-term chronic issues and acute
muscle discomfort.

Therefore, there is a need for scientific evaluation of incorrect yoga posture detection
and correction through providing feedback in order to help people practise yoga effectively.
To support self-learning, we’ll provide a model for classifying poses using posture detection
in this research. Users will pick a yoga stance to practise here and upload a picture or a
video of it. The user pose is supplied to training models, which figure out and output the
differences between the user pose’s body angles and the real pose that was detected. With
this output, the model instructs the user on how to enhance the position by pointing out

the areas of their yoga posture that need work.

v
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Chapter 1

INTRODUCTION

In today’s globe, the search of alternative health has actually expanded in relevance,
and also yoga exercise is a lighthouse that supplies a way to locate equilibrium in the
center of the turmoil. Presently there more than 300 million individuals exercising yoga
exercise worldwide. With proper positions by adhering to appropriate methods coupled
with series of yoga exercise, we can acquire out limit health and wellness advantages.
There are more than 80+ yoga asanas in the world. Some yoga poses are shown in figure
1.1 There are different means to find out yoga exercise e.g. by going to courses in yoga
exercise centres, seeing video clips considering photos or checking out publications. With
hectic way of lives the majority of individuals like exercising in the house. However it is
rather bothersome for them to locate problems in their very own positions. Nevertheless
embracing inaccurate positions while exercising yoga exercise can bring about numerous
health issue like joint discomfort as well as muscle mass stress or strains and so on [1].
As a result to aid individuals to execute yoga exercise in a reliable way there is a demand
for clinical analysis of improper yoga exercise stance recognition and also adjustment by
offering comments. To sustain self-learning our research study takes on a crucial part
of self-learning in yoga exercise technique which is the demand for exact yoga exercise
setting acknowledgment.

1.1 Motivation and Objective of the project

The inspiration behind this task is driven from the merging of 2 significant locations:
the expanding appeal of yoga exercise as an all natural health method as well as the
fast growth in computer system vision as well as deep discovering modern technologies.
Typical strategies for position recognition often depend on by hand generated attributes
as well as standard designs, that make it tough to precisely find keypoints in difficult
yoga exercise presents. Convolutional semantic networks (CNNs) particularly have actu-
ally shown considerable efficiency in deep discovering for a selection of computer system
vision applications consisting of present price quote. To boost efficiency set approaches
incorporates lots of versions; as a result it is needed to examine as well as contrast the suc-
cess price of deep discovering versions with these methods. This sort of relative analysis
has the capacity to improve not just the area of yoga exercise setting recognition yet ad-
ditionally the wide understanding of set strategies and also deep discovering in computer
system vision applications.

The vital purpose of this argumentation research is to carry out a relative evaluation
in between deep understanding together with set approaches with keypoint discovery for
2D image-based yoga exercise present acknowledgment. The research study intends to



attain the complying with purposes:

1. Efficiency Evaluation: Evaluate the efficiency of state-of-the-art deep under-
standing designs consisting of CNNs as well as their variations in precisely spotting key-
points related to different yoga exercise presents in 2D photos.

2. Set Methodologies: Investigate the efficiency of set strategies, such as bagging,
improving as well as piling, in enhancing the precision as well as strength of present ac-
knowledgment contrasted to private deep understanding designs.

3. Information Acquisition and also Annotation: Curate or take advantage of
existing information having annotated 2D photos of yoga exercise presents making sure
variety in postures, body kinds plus ecological problems to assist in thorough analysis as
well as generalization of the designs.

4. Attribute Representation: Explore various function depiction strategies con-
sisting of raw pixel worths, handmade functions, coupled with discovered depictions to
catch spatial plus temporal details essential for exact position acknowledgment.

5. Benchmarking as well as Comparison: Conduct strenuous benchmarking ex-
periments to contrast the efficiency of deep understanding designs plus set techniques in
regards to precision, computational effectiveness as well as strength throughout various
yoga exercise presents along with variants.

6. Sensible Applications: Investigate the useful usefulness as well as use of the sug-
gested methodologies in real-world situations, such as yoga exercise training applications,
interactive comments systems as well as automated present adjustment devices.

By resolving these goals, this research intends to offer beneficial understandings right
into the staminas and also constraints of deep discovering as well as set techniques for 2D
image-based yoga exercise position acknowledgment eventually adding to the growth of a
lot more efficient plus available modern technologies for yoga exercise professionals and
also trainers.

Figure 1.1: Diverse yoga poses [2]



1.2 Importance of Yoga: Health Benefits and Asso-
ciated Injuries

From enhancing versatility, toughness as well as equilibrium to minimizing anxiety,
anxiousness plus clinical depression the method of yoga exercise has actually been clini-
cally verified to boost numerous facets of wellness. In addition yoga exercise advertises
mindfulness as well as self-awareness, promoting a much deeper link in between mind,
body and also spirit. Among the essential advantages of yoga exercise is its capacity
to enhance physical conditioning. Yoga exercise presents or asanas assistance to extend
together with enhance muscle mass enhance joint adaptability and also boost position.
Routine technique of yoga exercise can result in raised muscle mass tone, boosted en-
durance, as well as boosted general physical fitness degrees.

Along with physical advantages, yoga exercise additionally has a favorable effect on
psychological wellness. The technique of yoga exercise includes breath control as well as
reflection, which can assist to relax the mind, decrease anxiety, as well as boost psycho-
logical quality. Yoga exercise has actually been revealed to be reliable in minimizing signs
and symptoms of anxiousness, clinical depression together with PTSD and also can boost
general psychological health.

Regardless of its lots of advantages exercising yoga exercise can likewise position dan-
gers especially when presents are done inaccurately or without correct advice. Usual
yoga-related injuries consist of pressures, stress and also overuse injuries, especially in
locations such as the wrists, shoulders as well as reduced back. It is essential for profes-
sionals to obtain appropriate guideline together with assistance and also to pay attention
to their bodies to stay clear of injury.

1.3 Computer Vision in Pose Estimation

The use of computer vision systems for the purpose of pose estimation, an area of ex-
pert system, concentrates on making it possible for makers to analyze along with compre-
hend aesthetic info from the real life. Pose evaluation a subfield of computer system vision,
includes identifying and also tracking the placements of vital keypoints in images/video
clips. By precisely approximating positions from aesthetic information, computer system
vision systems can help in numerous applications, consisting of human-computer commu-
nication, sporting activities evaluation, plus health care.

In the context of yoga exercise posture acknowledgment, computer system vision meth-
ods play an essential function in immediately recognizing as well as evaluating yoga exer-
cise postures from pictures or video clips. These methods make use of deep understanding
formulas such as Convolutional Neural Networks (CNNs) plus Recurrent Neural Networks
(RNNs) to discover intricate patterns as well as partnerships in yoga exercise postures.
In addition, keypoints discovery formulas such as OpenPose and also PoseNet make it
possible for the accurate localization of vital body joints assisting in exact present price
quotes.

By leveraging developments in computer system vision, scientists together with design-
ers objective to produce durable coupled with effective yoga exercise posture acknowledg-
ment systems that can give beneficial responses to experts, improving their yoga exercise
experience and also advertising more secure as well as extra reliable method sessions.



Chapter 2

LITERATURE REVIEW

To have a strong understanding of the numerous methods for approximating yoga
exercise presents a few of the more recent operate in this area are examined. A selection
of strategies have actually been used to approximate yoga exercise pose. Skeletal as well
as non-skeletal strategies are generally used in yoga exercise present acknowledgment as
well as category systems. Skeletal yoga exercise present acknowledgment recognizes joint
placements utilizing designs like OpenPose, PoseNet and so on while non-skeletal category
identifies presents based upon general aesthetic functions utilizing designs like ResNet,
DenseNet and so on. The literary works includes a lot of documents referring to yoga
exercise professional systems plus position category making use of numerous information
mining methods consisting of SVM, Random Forest, Decision Trees along with various
other Deep Learning structures based upon CNN.

2.1 Microsoft Kinect-Based Approaches

Microsoft Kinect is commonly utilized for position discovery in the bulk of yoga exer-
cise present acknowledgment study. Chen et al. [3] recommended a yoga exercise training
system in their research study that researches individual’s poses utilizing the Y-system.
Popular axes, skeleton-based attributes and also contourbased landmarks were all included
in this system. An overall of 300 movies with 5 yoga exercise professionals implementing
12 various placements 5 times each were collected. At first, the body map was taken from
the motion pictures and also the body shape was gotten. For efficiency contrast, Microsoft
Kinect as well as the OpenNI collection were utilized to construct skeletal representation
for yoga exercise placements. The system utilized a deepness sensing unit along with RGB
video camera to collect deepness information for monitoring together with approximating
body pose. This strategy was great however its basic drawback was the expensive price
plus absence of easy to use nature of the Kinect tool.

Edwin et al. [4] have recommended a yoga exercise acknowledgment system that makes
use of Kinect v2 as well as Ada-boost category to identify 6 asanas with an precision
rating of 94.78%. Nevertheless the approach takes even more handling time for even more
challenging designs. They made use of a video camera that is based upon a deepness
sensing unit which is often out of grab for clients.

Shruti et al. [5] used Microsoft Kinect to record video clip information. Kinect con-
sists of a skeletal monitoring device efficient in identifying twenty joints in the body.
They picked 10 certain joint indicate for their estimations making use of the informa-
tion collected from these suggest produce a referral framework for each and every yoga
exercise present. They after that determined the resemblance of vectors identifying the



angles linking any type of 2 joint factors. If the determined angle drifted greater than a
predefined limit worth, the present was identified as wrong.

2.2 CNN and Transfer Learning Approaches

Ajay et al. [6] consisted of 5 yoga exercise positions, specifically Natarajasana, Virb-
hadrasana 1, Virbhadrasana 2, Vrikshasana, Trikonasana, together with Utkatasana in a
dataset that was constructed making use of internet sources as well as payments from sys-
tem programmers. In order to recognize pose blunders, the recommended deep knowing
method included a human joints Localization design right into its deep semantic networks
(CNN) for yoga exercise present recognition. The constraint of this research study was
the information made use of which makes up an extremely couple of groups.

The Yoga-82 dataset was used by Verma et al. [7] to execute keypoint acknowledgment.
The dataset initially consisted of a range of yoga exercise creates that were collected
from the web. The positions were by hand cleaned up and also organized right into a
superclass power structure. For network understanding this ordered annotation provided
abundant information that consisted of present information, spinal column results and
also body placements. 3 ordered layers, having 6, 20 as well as 82 courses at each degree,
were utilized to structure their dataset. DenseNet-201 executed extremely well, achieving
74.91% top-1 category precision.

To determine 5 various yoga exercise placements with marginal information, Ashraf
et al. [8] recommended a deep discovering approach influenced from Xception version.
Their YoNet design purposefully leverages dimensional and also spatialinformation out of
the picture and also utilizes them to assist with category.

Chirumamilla et al. [9] made use of some prominent CNN designs like AlexNet, VGG16
as well as ResNet18 in their research study. The AlexNet design was constructed with
8 layers, as well as the very first 5 layers are semantic network layers adhered to by 2
completely linked layers plus a SoftMax layer. 8 AlexNet layers, 16 VGG layers, as well
as 18 ResNet layers were educated and also examined with 13 courses of yoga exercise
with a dataset of 2129 images. In this method, deep understanding standards other than
AlexNet do even worse than various other versions. This version categorizes the yoga
exercise presents with an precision of 30% in VGG16 60% in ResNet18 and also 83.05%
in AlexNet.

Long et. al. [10] made use of a. dataset collected from 8 volunteers to create a yoga
exercise. training system that used 6 transfer understanding. versions. They separated
the dataset right into train, recognition and also. examination establishes at a proportion
of 3:1:1 in order to educate their design. They. likewise made use of approaches for
information enhancement on the dataset. The most effective version was figured out to
be the TL-MobileNet-DA version as indicated by its 98.43% complete precision.

2.3 RNN and LSTM Approaches

Debabrata et al. [11] recommended a system for tracking the. various yoga exercise
positions. It begins by determining 33 factors of an individual utilizing the MediaPipe
collection catching important works with conserved in JSON layout. Ultimately a collec-
tion of 45 frameworks is produced in time. Fed right into the design. The version which



incorporates CNN coupled with LSTM removes includes via CNN. Evaluates the series
of frameworks making use of LSTM. Ultimately the Softmax layer establishes the chance
of every yoga exercise present for the framework series as well as picks the present with
the possibility. Furthermore each structures outcome is examined over 45 frameworks to
determine along with offer the setting as the outcome to the customer. This system shows
a precision price of 99.53%, on the examination dataset.

A system that might identify. coupled with change yoga exercise placements by con-
trasting the expert. video clip with the referral video utilizing the SURF formula. was
provided by Fazil et al. [12]. Utilizing Mask RCNN the scientists transformed the dataset
right into reefs. A CNN & LSTM network generated ideal precision of 0.9996.

Kothari et al. [13] carried out an extensive examination on the category of yoga exer-
cise poses utilizing deep knowing algorithms as well as human present price quote. They
utilized OpenPose to pre-process the ”” Yoga exercise Vid Collected”” data source in order
to remove pose keypoints. A contrast of deep understanding and also artificial intelligence
methods for approximating yoga exercise presents was executed as component of the re-
search study. In regards to misclassifications the crossbreed CNN-LSTM design subdued
the SVM plus standalone CNN designs, displaying the least mistakes with recognition
accuracy of 0.9987.

Sumeet et al. [14] explores different deep discovering versions for acknowledging yoga
exercise presents in real-time. The research contrasts a crossbreed CNN & LSTM design
plus numerous 3DCNN versions pre-trained on the Sports1M data source. Making use
of a public yoga exercise position data source, the versions were examined for precision,
accuracy, recall together with F1l-score. The most effective version attained high precision
coupled with a structure price of 31 frames/sec on an Nvidia GPU as well as 8 FPS on an
Nvidia Xavier system showing their sensible application capacity for reliable yoga exercise
position acknowledgment.

2.4 Keypoint-Based Approaches

Gradient Boosting (XGBoost) was put on the OpenPose device by Kakulapati et al.
[15] in order to classify. pictures of 5 various positions. They separated the data source.
where 80% were booked to educate the version, while the. staying is for screening dealing
with the X plus Y works with as. important attributes. With a precision of 88%, the
XGBoost. category made the best outcome.

In order to develop an arbitrary woodland category for examining. yoga exercise
asanas, Mustafa et al. [16] utilized transfer human understanding. placement price quote
strategies to determine 136 body-wide. crucial factors. They make use of the preferred
position evaluation. approach AlphaPose in the initial phase and after that an arbitrary
woodland. category in the 2nd. They developed a new data source that emphasizes
various point of views in order to classify yoga exercise. positions. They depended on
precise keypoint acknowledgment and also. present price quote.

Vivek et al. [17], established a deep learning-based Yoga setting evaluation. system
that can identify position while likewise supplying. talk about exactly how to boost it.
It makes use of 12. determined joints pressed right into 13 vectors to review. posture
precision as well as draws out 18 keypoints. According to. their evaluation the MLP
classifier had a remarkable screening. precision of 0.9958. However, inaccurate body
map. segmentations lead to mistakes in shown standards.



Shubham et al. (2022) [18] recommended a CNN-based. method for categorizing yoga
exercise presents in a various research study. They made use of the MediaPipe collection
in their research to fix. essential areas as well as make a skeletal system layout. The.
researchers downloaded and install a data source from Kaggle that was. offered to the
general public and also they acquired the best. precision of 97.09%.

2.5 Hybrid Approaches

Aman et al. [19] offered the threestage Y-PN-MSSD standard for yoga exercise present
acknowledgment. Initially, it utilizes an open-source data source with 7 postures and also
documents the positions of 4 individuals to accumulate information. Throughout training,
it after that links vital body parts to draw out. attributes. This version permits 99.88%
precision in. real-time surveillance of individuals in yoga exercise presents. Nonetheless.
application still encounters problems as a result of troubles. like blockage as well as
unequal lighting.

Vallabhaneni et al. [20] presented a fabricated algae optimizer with a crossbreed deep
learning-based yoga exercise position estimation design (AAOHDL-YPE). The AAOHDL-
YPE version assesses yoga exercise video to approximate presents. It uses OpenPose,
which makes use of Part Confidence Map as well as Part Affinity Field with balanced
matching as well as parsing, to recognize joint areas. The deep idea network (DBN) ver-
sion is after that made an application for yoga exercise position acknowledgment. Lastly
the AAO formula is used in an attempt to improve EfficientNet’s design acknowledg-
ment efficiency. Detailed speculative evaluation reveals that the AAOHDL-YPE strategy
surpasses existing techniques.

Santosh et al. [21] used a crossbreed of CNN & amplifier; LSTM in their research. CNN
was frequently utilized for pattern acknowledgment problems while LSTM was made use
of for time-series information applications. This CNN network is time-distributed, and
was used to draw out the function from 2-dimensional worked with keypoints created
within the coming before phase. That forecasted limit worth was utilized to recognize a
structure in which the individual is not exercising yoga exercise as well as the effect on
surveys of structures is being discovered. This version forecasts the yoga exercise presents
in every video clip with precision at a good 99.04%. for frame-wise amplifier; 99.38%
precision on the survey of 45 structures, and also it achieves 98.92% precision for a team
of twelve varied individuals presenting its capacity to carry out 6 postures successfully.

Si et al. [22] presented Wiga, A sophisticated design that combines CNN and LSTM
is used to extract high level features. By leveraging CSI data a comprehensive model is
created to link signal variations caused by motion to tasks. Beginning with the CSI inputs
Wiga and does signal filtering and recurring components. It then infers the underlying
features with CNN. Captures the dependencies of the resource with LSTM. This version
was reviewed with 17 yogic poses done by 7 experts. Wiga attains 97.7%. & amplifier;
85.6% precise yogic position leads to the skilled, and also. inexperienced yoga exercise
individuals.



2.6 Research Gap

Regardless of the substantial improvements in yoga exercise position estimate along
with category utilizing different computer system vision and also deep understanding
strategies, numerous voids as well as difficulties stay:

1. Limited Diversity of Yoga Poses: Many existing research study has actually
focused on a little collection of famous yoga exercise presents, usually 5 to 7. However
real-world yoga exercise method includes numerous variants of yoga that are yet to be
taken into consideration in the system for yoga pose recognition. For this, datasets of
many diverse poses are required to educate plus examine the systems properly.

2. Similarity in Yoga Poses: Many yoga exercise presents have refined distinctions
in pose as well as body placement, making them tough to identify. Present designs usually
battle with these subtleties causing misclassifications. Improving the capacity of designs
to manage these refined distinctions is crucial for boosting posture acknowledgment pre-
cision.

3. Occlusion and Lighting Conditions: Real-world applications commonly entail
differing lights problems as well as partial occlusions of the expert’s body. Existing designs
which are mainly educated on suitable problems might not do well under these difficult
situations. Research study requires to resolve these ecological variables to make the
versions a lot more durable and also trusted.

4. Real-Time Feedback and Guidance: While some systems supply real-time re-
sponses plus advice, there is still a demand for even more interactive and also straightfor-
ward services that can supply prompt improvements and also changes throughout method.
Boosting the interactivity as well as responsiveness of these systems can considerably boost
the customer experience.

5. Integration with Wearable Devices: Incorporating information from wearable
gadgets such as smartwatches plus physical fitness trackers can offer added understand-
ings right into the specialist’s motions together with enhance posture estimate precision.
Nevertheless, research study in this field is still in its early stage, as well as additional
expedition is required to incorporate these information resources efficiently.

6. Ensemble Learning Approaches: Although ensemble discovering methods have
actually revealed assurance in various other domain names their application in yoga ex-
ercise present acknowledgment continues to be restricted. Checking out set techniques
that incorporate several versions or formulas can possibly boost the precision and also
dependability of present category.

7. Scalability and Accessibility: Many existing services call for specialized equip-
ment such as deepness sensing units or high-performance computer sources which are
not obtainable to the ordinary individual. Establishing scalable along with economical
services that can work on common tools like mobile phones or laptop computers will
certainly make yoga exercise present quote modern technology much more available to a
more comprehensive target market.



Chapter 3

METHODOLOGY

The study utilised a two-step process to deal with the challenge of recognizing yoga
poses in images. Given the job’s intricacy, an extensive and meticulous strategy was
established, integrating the strengths of both deep learning and ensemble based methods.
By exploring these processes, the research intended to create a strong framework which is
able to reliably identify yoga poses in variety of contexts. The following paragraphs dig
into the process, emphasising the evaluation and its rationale.

The dataset was carefully set up to integrate a variety of yoga exercise presents caught
in varied setups, with differing lights, point of views, people, as well as presents, assuring
a sufficient depiction of real-world yoga exercise circumstances.

In the very first phase, deep knowing designs established for picture acknowledgment
were related to the picture information. Designs were thoroughly educated as well as
tweaked to allow accurate posture discovery and also their efficiency was evaluated making
use of several metrics.

In the 2nd phase, keystone recognition approaches particularly YOLOvVS as well as
MediaPipe, were used to discover the crucial spots of the yoga exercise presents. After
that a variety of artificial intelligence along with ensemble-based strategies were educated
on the keystones for categorising yoga exercise presents. A detailed evaluation and also
contrast of the outcomes were done for both the methods.

The intricate nature of yoga exercise present acknowledgment triggered considerable
examination to boost applications in this setup. The end-goal of performing this research
was to develop a very accurate as well as reliable system efficient in precisely determining
yoga exercise stances from images using light-weight methods that permit quick reasoning.

3.1 Tools used

Python 3.10 was used for the experimental part, and the results are reliable. In
addition, various models from machine learning and ensemble learning were trained by
an end-to-end method on the 20 class yoga pose dataset. For hardware and software
requirements, a Tesla T4 GPU, two virtual CPUs, and 32GB of RAM were available on
the Google Colab network.

3.1.1 Python 3.10

Python 3.10 is the language of choice for the experiments in this thesis. Python is
known for its readability, simplicity, and large coollection of well-maintained libraries and
frameworks for scientific computing, machine learning, and data analysis. Python 3.10



has several improvements in performance as well as syntax, which increases the clarity
and maintainability of the code.

3.1.2 Tensorflow

The framework: TensorFlow is a tool or a framework in machine learning released
by Google, used commonly in research and production in machine learning. It is open-
soruce and offers a rich collection of libraries, community resources and tools. These help
researchers develop fast and try to push the features of present systems to beat state-of-
the-art in ML. It is possible to easily build and deploy applications powered by ML, for
developers. We used TensorFlow to build and train the deep learning models for yoga
pose recognition.

3.1.3 Pandas

Pandas. Pandas is an impressive library in Python used in data manipulation and
also for data analysis. It gives numerous features and supports multiple data structures
which are essential to read, clean and manipulate data. We utilized Pandas to handle the
dataset, including loading the data, processing and transforming it into formats we need
for training and evaluation.

3.1.4 Matplotlib

The Matplotlib is a quite a prominent tool used for creating interactive and dynamic
graphics in Python.. It is also open-source library and one of the most frequently used in
Python scientific computing for plotting and visualization of data. We utilized Matplotlib
to plot the distribution of data, show model performance, as well as illustrate our results.
This enabled us to observe how the training data appears and how it impacts model
accuracy with different types of training.

3.1.5 Keras

Keras is a API made for deep learning workloads, written in Python and running
on TensorFlow. It falls under open-source. It has the ability to run with CNTK, or
Theano. It enables focusing on experimentating fast and supports both convolutional
and recurrent networks. Being user-friendly, it allows rapid model prototyping. In the
current work, the Keras module was used to develop and train deep learning models for
yoga pose estimation.

3.1.6 Google Colab

Google Colab is an environment that supports Python coding and is built around
Jupyter Notebooks. It is usually used for machine learning and data science tasks. The
virtual environment provided by Google Colab allows users to write Python and then
execute it right in the browser and share with others. Google Colab is a cloud service
which is free and is known for providing free access to GPU resources. The training of
deep learning models is very time-intensive. To do this, we impacted Google Colab for
the experiments.
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3.2 Dataset Used

We carefully selected a total of 1248 images of 20 yoga postures, each with a range
of 50 to 90 photos, using the dataset we obtained from Kaggle [2] and its distribution is
shown in figure 3.1. We present a consolidated dataset with a variety of yoga poses from
varied backdrops, lighting conditions, and viewpoints. Important meta data is attached
to every image, including the file path, pixel values, and label that corresponds to the
asana index. The yoga poses used here are ’Virabhadrasana i’, 'Vajrasana’, ’Savasana’,
'Balasana’, 'Bakasana’, 'Setu bandha sarvangasana’, ’Salabhasana’, "Vriksasana’, "Paschi-
mottanasana’, "Uttanasana’, "Trikonasana’, Virasana’, "Tadasana’, "Matsyasana’, "Virab-
hadrasana ii’, ’Ardha matsyendrasana’, 'Kapotasana’, ’Adho mukha svanasana’, 'Bhujan-
gasana’ and 'Dhanurasana’ as shown on figure 3.2. The proposed method seeks to include
a greater variety of poses than existing work, including poses with similar alignments,
like 'vajrasana’ and ’virasana’. This varied dataset will aid in better understanding for
evaluation of the models as they may misclassify and get confused.

Distribution of Images across the Hathayoga Dataset
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Figure 3.1: Distribution of images across the dataset
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Figure 3.2: Yoga Poses in the Dataset [2] : (a) Adho Mukha Svanasana, (b) Ardha Matsyendrasana,
(c) Bakasana, (d) Balasana, (e) Bhujangasana, (f) Dhanurasana, (g) Kapotasana, (h) Setu Bandha
Sarvangasana, (i) Tadasana, (j) Uttanasana, (k) Vriksasana, (1) Virabhadrasana ii, (m) Vajrasana, (n)
Virasana, (o) Virabhadrasana i, (p) Trikonasana, (q) Paschimottanasana, (r) Matsyasana, (s) Savasana
and (t) Salabhasana
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3.3 Proposed Approach 1

The process of creating a yoga posture identification system includes gathering a va-
riety of picture datasets, preprocessing information, choosing models that have already
been trained, fine-tuning, assessing performance, optimizing hyperparameters, deploying
the best model as shown in figure 3.3.

Image

Resizing

Normalising

Image

Pre-processing . :
P = Testing image

Model
Evaluation

Figure 3.3: Proposed Approach 1

3.3.1 Data Pre-Processing and Augmentation

To guarantee consistency, images are loaded using OpenCV (cv2) and scaled to a stan-
dard size of 224x224 pixels. Each picture is given a label according to the asana to which
it belongs, and the target variable is created by one-hot encoding these labels. To create
a random sequence for the photos and labels, the dataset is shuffled. Then input data
is normalized using the standard normalization values [-1, 1]. Then we created training
and testing sets from the dataset. Around 80% of the time is usually spent on training
and 20% on testing. Data augmentation is carried out using Keras’ ImageDataGenera-
tor. Techniques for augmentation include rotating, moving, zooming, and flipping both
horizontally and vertically. Data augmentation exposes the model to different picture
modifications, which improves its ability to generalize.
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3.3.2 Model Architecture and Training

Weights from models which are pre-trained on ImageNet and other massive datasets,
were used in transfer learning. As a result, the models were able to use information
gleaned from generic picture attributes. Feature extraction involves extracting hierarchi-
cal features from input photos by means of the convolutional layers of pre-trained models.
In order to decrease spatial dimensions and concentrate on important features, Global
Average Pooling (GAP) layers were added. To build a custom classifier for yoga pose
classification, dense layers with suitable activation functions, dropout, and batch nor-
malization were included. Models were assembled using appropriate evaluation metrics
(accuracy), loss functions (categorical crossentropy), and optimizers (e.g., Adam). Mod-
els were first trained using the yoga pose dataset for a predetermined number of epochs,
early stopping to avoid overfitting. The best performing model was captured.

3.3.2.1 ResNet50

ResNet50, the most popular of the three, is a deep convolutional neural network with
50 layers (figure 3.4). It addresses the problem of vanishing gradient which makes training
of deep networks unfeasible, by using residual learning where a network learns identity
mappings by introducing skip connections that enable easier flow of gradients during
backpropagation. The network architecture contains several convolutional layers, batch
normalization, ReLLU activations, that finally end with fully connected layers. ResNet50
has performed remarkably well on several image classification tasks, and has made it a
highly popular model for extracting features from images.

ResNet50 Model Architecture
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Figure 3.4: ResNet50 Architecture [23]

3.3.2.2 VGG16

VGG16 is an interesting deep learning architecture that has gained an unprecedented
popularity due to its simple yet effective design. Developed by the Visual Geometry
Group. VGG16 is known for its uniform architecture and uses 3x3 convolution filters that
helps the network to have a deep architecture(figure 3.5). These small 3x3 convolution
filters helps keep the architecture small and even sized as every filter reduces the spatial
dimensions by 2 pixels. It is a deep network, easy to understand because it is uniformly
built and uses small 3x3 filters. Even though it is known as being computationally and
memory expensive, it is still state-of-the-art in many image classification benchmarks.
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VGG16 Model Architecture
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Figure 3.5: VGG16 Architecture [24]

3.3.2.3 VGG19

VGG19 builds on VGG16’s architecture, adding three additional layers which are
just convolutional layers (figure 3.6). That makes 19 weight layers in total. VGG19 is
deeper than VGG16, because of which it gains additional learning ability and this allows
capturing of more complex features. It uses the same structure as VGG16 with 3x3 filters.
Though it is more computational heavy and is memory intensive because we have added
more layers, VGG19 generally performs better than VGG16 on some image classification
tasks, because of more depth.
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Figure 3.6: VGG19 Architecture [25]

3.3.2.4 EfficientNetBO

EfficientNetBO0 is part of the entire EfficientNet family, and is the smallest one in terms
of size. It introduced a novel idea of using compound scaling. This technique uniformly
scales the width, depth and resolution of the network with resource constraints which are
fixed in the beginning (figure 3.7). It is able to show state-of-the-art image performance in
classification, while being up to 8x smaller and 6x faster than traditional models, which is
remarkable. Because of this balance between performance and efficiency, EfficientNetB0
is an excellent choice for cases where high-performing and lightweight models are required
such as edge devices and mobiles.
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Figure 3.7: EfficientNetBO Architecture [26]

3.3.2.5 MobileNetV2

MobileNetV2 is a model created for use, in mobile and embedded applications (fig-
ure 3.8). It puts significant emphasis on model efficiency to enable operations on even
resource-constrained devices. The model leverages several techniques such as depth-wise
separable convolutions, linear bottleneck layers and shortcut connections to bring down
the large number of parameters and consequently the computational cost involved in
training the network, resulting in a model that is both lightweight and powerful. Hence,
it is appropriate for edge devices on which real-time processing is needed and reducing
latency is critical, such as mobile applications and IoT devices.
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Figure 3.8: MobileNetV2 Architecture [27]

3.3.2.6 InceptionV3

InceptionV3 is based on the improved version of an Inception architecture called
GoogLeNet (figure 3.9). Some of the optimization features of this model includes fac-
torized convolutions, grid reduction and many that also makes it further accurate and
computationally efficient. By using convolutional filters in the same module at different
scales, it is really effective to deal with complex patterns in images. Even with character-
istics showing high computational efficiency it still maintains its accuracy, InceptionV3 is
the appropriate architecture for image recognition task in different types of environments
including academia and industry.
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Figure 3.9: InceptionV3 Architecture [28]

3.3.2.7 Xception

The name Xception is a short form of ”Extreme Inception”. It may be considered as
an extreme version of the Inception architecture (figure 3.10). This modification extends
the model, simplifies it, and distributes the computational effort in one part of the learn-
ing system to better utilize resource to improved performance. Compared to Inception,
Xception has a lot less number of parameters and achieves better accuracy as a result.
This enables Xception to classify images more correctly and is a much faster model. As a
result, Xception is a incredibly popular and standard choice for image classification, and
all kinds of computer vision tasks.
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Figure 3.10: Xception Architecture [29]



3.3.2.8 DenseNetl21

DenseNet121, which is Densely Connected Networks is a CNN with the kye feature as
the output of every layer feeds to to all forward layers (feed-forward way) (figure 3.11).
This connectivity enhances feature propagation and in turn enhances network perfor-
mance. The dense connectivity leads to more information and gradients flow throughout
the network, which means it can be more accurate and it is less likely that the training
data overfits. DenseNet121 uses less number of parameters to reach good results as it
reuses features from all the previous layers for all its dense layers. This increases the
model efficiency and accuracy.
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Figure 3.11: DenseNet121 Architecture [30]

3.3.2.9 DenseNet201

DenseNet201 is an even deeper variant of the DenseNet architecture, containing 201
layers. The dense connectivity allows it to be more accurate that its short depth coun-
terparts. The architecture is the sam except that it has more layers and thus it can learn
more complex features. Low level features are used and further built upon to extract even
more complex features.

For adding more layers for fine tuning, top layers of the DenseNet201 model were
freezed and the modified model is trained on it for yoga posture categorization whose
code is shown in figure 3.12. The added layers includes the batch normalization, dropout
layers (at 25% and 20% rates), and dense layers with ReLLU activation (1024 and 512 units)
(figure 3.13). Apart from this, the output layer is used to represent twenty different yoga
positions with the softmax activation. In order to capture posture-specific features, few
fine tuning layers are also unfreezed. Categorical cross-entropy loss function was used in
the model compilation using Adam optimizer (Ir: 0.001).

L1 Freete the welants of the pece modet 1o (eSS0 Anchude oS g it peeling )

for layer in pretrained_model.layers:
layer.trainable - False

[ ] inputs - pretrained_model.input
x_layer = tf.keras.layars.Dropout(8.25)(pretrainad_model.output)
x_layer - tf.keras.layers.Dense(1824, activation-'relu’)(x_layer)
x_layer = tf.keras.layers.BatchNormalization()(x_layer)
x_layer - tf.keras.layers.Dense(512, activation='relu’)(x_layer)
x_layer = tf.keras.layers.BatchNormalization()(x_layer)
%_layer - tf.keras.layers.Dropout(@.25)(x_layer)
x_layer = tf.keras.layers.Dense(256, activation='relu’)(x_layer)
x_layer = tf.keras.layers.BatchNormalization()(x_layer)
x_layer = tf.keras.layers.Dropout(®.28)(x_layer)
outputs = tf.keras.layers.Dense(28, activation='softmax')(x_layer)

# Create the final model
model = tf.keras.Model(inputs=inputs, outputs-outputs)

[ ] optimizer - tf.keras.optimizers.Adam{learning_rate-3.0e1)
model. compile(optimizer-optimizer, loss="categorical_crossentropy’,metrics=['acc’])
history - model.fit(datagen.flon(X_train,¥_train,batch_size=32),validation_data=(X_val,Y_val),epochs=50)

Figure 3.12: Code-specimen for DenseNet201 customization
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Figure 3.13: DenseNet201 Architecture

3.3.3 Model Evaluation and Fine-Tuning

We assessed the each model’s performance on a different test set. For quantitative
analysis, we created accuracy, confusion matrices, and classification reports. We also
found out which pose is the most accurately detected for each model. To determine
convergence, overfitting, and generalization abilities, we compared metrics from training
and testing. Next, in order to improve alignment with the dataset, we unfroze and fine-
tuned certain layers. Model architecture and performance play a role in the selection of
the layers. After making adjustments, we recompile the models and keep practicing for
more epochs.

3.3.4 Comparative Study

Taking into account training speeds, convergence patterns, and final metrics, a com-
parative analysis allowed for a more fine-grained and detailed understanding of the per-
formance with respect to each model. This rigorous process resulted in the selection of
the best-performing model, whose weights were saved for later deployment and which had
the highest testing accuracy.
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3.4 Proposed Approach 2

To properly categorize yoga postures, the suggested method includes dataset prepro-
cessing, skeletal keypoint extraction, data augmentation, base models training and then
applying ensemble approaches for improving performance as shown in figure 3.14.
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Figure 3.14: Proposed Approach 2

3.4.1 Dataset Collection and Preprocessing

To guarantee consistency and quality, certain preprocessing measures are implemented
as soon as the dataset is gathered. These include image scaling, normalization, and label
encoding. A split of 80:20 is followed, which means 80% data is for model traiing, and
20% is reserved for testing.

3.4.2 Keypoint Extraction

After preprocessing, two distinct keypoint extraction methods, namely YOLOv8 and
MediaPipe are applied to extract skeletal keypoints from the images [2] as depicted in
Figure 3.15. These landmarks stand in for important anatomical regions, including the
shoulders, wrists, elbows, knees, hips, and ankles. These landmarks’ x, y, and z coordi-
nates are also kept in arrays.

3.4.2.1 MediaPipe

MediaPipe is a framework and it is open-source developed by Google. It provides cross-
platform solutions and well-built pipelines for using ML in real-time use cases. MediaPipe
can design ML models which accept one or more streams like media as input, and generate
structured data. One popular model present in MediaPipe is the pose detection model,
which uses video streams and focuses on identifying and monitoring poses detected. This
has many applications across industries such as healthcare, fitness and sports. The pose
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detection architecture in MediaPipe is designed by a combination of ML with computer
vision.

This model features an accurate pose detection pipeline that is also efficient, which
can operate on mobile devices and the web. The pose estimation process involves 2 stages;
detection and tracking. During detection, a MobileNetv3-based single shot pose detector
is used to find if a person is present in the frame and estimate keypoint locations. Keypoint
localization, for all 33 keypoints (wrists, elbows, shoulders, hips, knees and ankles of each
individual) is performed during tracking stage. A keypoint tracking model refines the
keypoint to provide an estimation. All keypoints are interconnected to form a skeletal
structure which represents the body posture. The model is quite accurate and does real
time execution on devices to track body movements for precise details.

3.4.2.2 YOLOvS8

YOLOvS8 (You Only Look Once version 8) is the most recent iteration of the YOLO
object detection framework. YOLO is known for its speed and accuracy. YOLOvVS in-
troduces many architectural improvements and optimizations over its predecessors and is
designed for detecting objects in images or video streams in real time. It works for human
pose estimation as well.

YOLOvVS uses only 1 neural network that takes as input the entire image, processes it in
one pass, and predicts bounding boxes with class probabilities. To use YOLOvS for human
pose estimation the model can be extended to predict keypoints by outputting additional
feature maps that correspond to the location of the human joints. The architecture
commonly includes a backbone like CSPDarknet, a neck like PANet, and a head for
keypoint detection.

With the introduced human pose estimation, YOLOvS8 performs keypoint detection
by dividing each image in the form of a grid and predict keypoint coordinates inside each
grid cell. The model generates heatmaps for each keypoint which are used to pinpoint
the location of every keypoint in the image. The result is a set of keypoints that form
the human body skeleton.With its real-time high-speed processing, accurate keypoint
detection, and pose estimation.

Figure 3.15: Landmark detection in a yoga image [2]
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3.4.3 Data Augmentation

A variety of methods, including rotation, scaling, flipping, cropping, translating, adding
noise, varying brightness and contrast, color jittering, random erasing, and cutting, are
included in data augmentation. By producing synthetic examples, these techniques are
used to diversity the dataset, improve the model’s generalization, and lower the likelihood
of overfitting. It also has the benefit of permitting the model to perform generalisation
on future unidentified images.

One method that is widely used for this is SMOTE, which is an abbreviation for
‘Synthetic Minority Over-sampling Technique’. By interpolating between the current in-
stances and their closest neighbors, SMOTE creates artificial training records for the
minority class. For each observation, after determining the k-nearest neighbors, we gen-
erate synthetic data points by interpolating between them. First, a stochastic sample is
used to select the minority class. Then, SMOTE oversamples the minority class, and due
to this successfully addresses class imbalance, decreases overfitting, and enhances model
performance.

3.4.4 Model Training

The skeletal data is used to train a variety of machine learning and ensemble algo-
rithms, to identify underlying patterns between the extracted keypoints and yoga position
labels. GridSearchCV is employed to methodically adjust the models’ hyperparameters
to find the optimal values which provide the best results during prediction. It operates by
sifting through a predetermined set of parameters and assessing the effectiveness of each
combination using cross-validation. The models that were utilized are as follows.

3.4.4.1 Linear SVM

Linear Support Vector Machines (SVM) is a straightforward supervised learning mod-
els for various classification and also regression tasks. The premise is to find the best
hyperplane in the feature space which separates different classes (figure 3.16). Here
"best” means margin maximization between the classes, which helps generalize the model
and reduces the problem of overfitting. It is widely successful when dealing with high-
dimensional data that is linearly separable[31]. One of the features of a linear SVM is
that it’s not sensitive to outliers because it only uses the support vectors to determine
the hyperplane that best separates the classes.

Optimal Hyperplane

;
Support vector /

Figure 3.16: Linear SVM Working [32]
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3.4.4.2 Decision Tree

A Decision Tree is a supervised learning algorithm, it is non-parametric and used for
both classification and regression tasks. Decision Trees divide a dataset into subsets, or
branches, and then split these branches into smaller ones using decision nodes. When the
tree splits into sub-branches, it requires us to make a decision based on which path to
take (figure 3.17). Each branch of the tree represents an input feature, or a decision to be
made about that feature, and each leaf node represents a label for a class, or a number
in the case of regression tasks. However, because a decision tree has too many branches
it may overfit when the tree is too deep. Techniques such as pruning, using decision tree
stumps, and dropout can help mitigate this.
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Figure 3.17: Decision Tree Working [33]

3.4.4.3 K-Nearest Neighbors

K-Nearest Neighbors (KNN) is an example-based, non-parametric learning algorithm.
It functions by finding the K training examples nearest to a given query and output
predictions based on the maximum voting of the neighbors (for classification) or the
average (for regression)[34] (figure 3.18). KNN is quite simple and easy to use, but as
the data grows it will become very expensive for computation because we need to do the
computations for distance between all points represented by the query. KNN, on the other
hand, is flexible and can handle misinformation well.
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Figure 3.18: K-Nearest Neighbors Working [35]
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3.4.4.4 Multi-Layer Perceptron

Multilayer perceptron (MLP) is a type of feedforward artificial neural network. MLP
has at least 3 node layers (figure 3.19). Every node except the input layer nodes is a neuron
which also consist of a nonlinear activation function. Backpropogation technique is used
to train MLPs, which helps it to learn and discover complex patterns and relationships
within the data [36]. However, the main downside for MLPs is that training these models
are known for being quite computationally intensive and may require a large number of
tuning for hyperparameters, for instance, number of hidden layers/neurons, learning rate,
and activation functions in order to achieve good results.
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Figure 3.19: Multi-Layer Perceptron Working [37]

3.4.4.5 GaussianNB

Gaussian Naive Bayes (GaussianNB) is a Naive Bayes version that uses Gaussian
(normal) Distribution to model continous random variables. It is a probabilistic classifier
based on Bayes’ theorem and is particularly suited for continuous data. GaussianNB
is simple to implement and computationally efficient, making it a good first choice as a
baseline model for classification tasks (figure 3.20). However, since the Naive Bayes model
does not exploit any of the possible correlation between the features, it is not able to fully
capture all the necessary information to make the best prediction.
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Figure 3.20: GaussianNB Working [38]
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3.4.4.6 Bagging

Bagging or Bootstrap Aggregation is an ensemble learning method which aims at im-
proving accuracy and stability of machine learning algorithms. Here, we train various
versions of a model on varying subsets of the training data and then combine the pre-
dictions of all models (figure 3.21). In addition to tackling overfitting, bagging can also
reduce the variance of models, especially those with high variance like decision trees.
Since the predictions of the models are averaged, bagging can result in more reliable and
generalized results. Bagging is most effective when individual models often overfit, and
the ensemble method helps smooth the randomness or noise. This results in a more stable
prediction, which can be made for a wide range of inputs.
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Figure 3.21: Bagging Working [39]

3.4.4.7 Random Forest

Random Forest Random Forest is arguably one of the most flexible, simple and pow-
erful learning algorithms. It is also an ensemble learning method (figure 3.22). The
functioning progresses as it constructs multiple decision trees while training. For each
tree, the outputs class is the mode(classification) or mean(regression) of individual tree
predictions. This technique brings an increase in classification accuracy with control
over-fitting by averaging many decision trees, trained on different portions of the data.
Random Forests are robust, highly accurate, scalable and can also be applied on data of
higher dimensionality[40]. It can also handle missing values elegantly. Random Forest
outputs an estimate of the importance of features in a classification problem and in some
cases, it can be used for feature selection. Random Forest can handle large datasets which
are very common in practical machine learning applications. Therefore, Random Forest
is a must to have tool in the set of tools.
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Figure 3.22: Random Forest Working [41]

3.4.4.8 XGBoost

XGBoost, short for Extreme Gradient Boosting, is a Gradient Boosting Machines
that is considered state-of-the-art. It creates an ensemble of weak decision trees, each
tree attempts to correct the misclassifications or errors made by its predecessors (figure
3.23). XGBoost is extremely fast, efficient and scalable, both because of its system-level
optimizations and the algorithmic component - the learning algorithm has been augmented
with a number of techniques, such as tree pruning, regularization and handling of missing
values [42]. As a matter of fact, XGBoost often wins or ranks among the top spots in many
machine learning competitions and has been successfully applied across a wide range of

domains - especially in those areas where model performance is crucial.
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Figure 3.23: XGBoost Working [43]
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3.4.4.9 LightGBM

Light GBM, or Light Gradient Boosting Machine, is a framework which makes use of
tree-based learning algorithms (figure 3.24). LightGBM is focused on performance and
can scale effectively to handle large datasets with millions of instances. It uses a novel
technique for handling gradient-based boosting where decision tree learning is represented
as a histogram-based algorithm[44]. This approach reduces memory requirements and
speeds up training, and allows handling of even very large datasets efficiently. It is
a strong competitor to any other gradient boosting framework for speed and memory
utilization.
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Figure 3.24: LightGBM Working [45]

3.4.5 Model Testing & Evaluation

After rigorous training phase, model performance is evaluated using the test set. Var-
ious measures like test accuracy, Fl-score, precision, recall and ROC-AUC score are de-
termined. To gain more insight into the performance of each model in relation to the
landmark detection methods employed, a comparative study is performed. The weights
of the model that outperformed the others in terms of accuracy highest test accuracy are
then saved.
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Chapter 4

RESULTS and DISCUSSION

Important Metrics Used:

In this chapter, we detail several standard metrics used for the performance evaluate
of our models: accuracy, precision, recall, and Fl-score. These help to understand the
effectiveness of the model in predicting the correct classes, especially in cases where the
class distribution might be imbalanced.

1. Accuracy

Accuracy measures the percentage of correct results (both true positives and true
negatives) from the total number of classes. This is also the Top-1 Accuracy. It is

defined as follows:
TP+ TN

TP+TN+ FP+ FN

Accuracy = (4.1)
where:

e T'P = True Positives

e T'N = True Negatives

e ['P = False Positives

e ['N = False Negatives

Top-5 Accuracy:
Top-5 accuracy calculates the percentage of times the true class label is among the top 5
predicted probabilities. It is defined as:

No. of correctly predicted samples in the top 5 predicted labels

Top-5 A =
op ccuracy Total number of sampleS

(4.2)
2. Precision

Precision is a ratio of correct positive predicted classes to total positive predicted

I €Clsion = (4.3)
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3. Recall It is a ratio of correctly predicted positive observations to all observations
in the actual class. It is also known as Sensitivity or True Positive Rate, defined as:

TP
Recall = ’I'_P—{——FZV (44)

4. F1-Score The F1l-score is the weighted average of Precision and Recall. It balances
the two metrics and is particularly useful in imbalanced class distribution cases. The F1-

score is defined as: Procis Recall
recision - Reca
Fi- =2. 4.5
SeOTe Precision + Recall (4.5)

4.1 Approach 1 Result

We carried out a thorough analysis of many deep learning models for yoga position
identification in our study. The table 4.1’s accuracy results demonstrated DenseNet201’s
best performance, with the model attaining the maximum accuracy of 90.4% for top-1
classification out of all the models. Among the best performers, EfficientNetB0 stood out
with a 98.4% accuracy rate for top-5 categorization and also presents information on each
model’s F1 score, precision, and recall.

Table 4.1: Accuracy, Precision, Recall, and F1-Score for different Deep Learning Models

Model Name | Before Fine-Tuning | After Fine-Tuning | Precision | Recall | F1-Score
Testing Accuracy Top-1 Top-5
ResNet50 72.0% 84.4% 96.8% 0.86 0.84 0.84
VGG16 62.4% 80.0% 96.2% 0.82 0.80 0.80
VGG19 57.6% 82.4% 97.6% 0.84 0.83 0.82
EfficientNetBO 74.4% 86.8% 98.4% 0.88 0.87 0.87
MobileNetV2 66.4% 80.0% 95.6% 0.82 0.80 0.79
InceptionV3 54.4% 80.8% 96.0% 0.82 0.82 0.80
Xception 60.4% 81.2% 94.8% 0.82 0.81 0.81
DenseNet121 74.0% 85.2% 97.6% 0.86 0.85 0.85
DenseNet201 79.2% 90.4% 97.2% 0.92 0.90 0.90

The table 4.1 displays the performance metrics for all deep learning models used, be-
fore and after fine-tuning.

Key observations include:

1. Before Fine-Tuning Testing Accuracy: This column shows the accuracy of
each model before any fine-tuning. The values range from 54.4% (InceptionV3) to 79.2%
(DenseNet201).

2. After Fine-Tuning Top-1 Accuracy: This column indicates the accuracy after
fine-tuning when the model’s top prediction is considered. The accuracies improve signif-
icantly post fine-tuning, with values between 80.0% (VGG16, MobileNetV2) and 90.4%
(DenseNet201).

3. After Fine-Tuning Top-5 Accuracy: This shows the accuracy when any of the
model’s top-5 predictions are correct. The accuracies range from 94.8% (Xception) to
98.7% (EfficientNetBO0).
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4. Precision, Recall, and F1-Score: These columns present the precision, recall,
and Fl-score for each model after fine-tuning. Precision ranges from 0.82 (VGG16, Mo-
bileNetV2, Xception) to 0.92 (DenseNet201), recall ranges from 0.80 (VGG16) to 0.87
(EfficientNetBO0), and F1-score ranges from 0.79 (MobileNetV2) to 0.90 (DenseNet201).

As a summary,we can say fine-tuning proves a significant improvement in both top-1
and top-5 accuracies across all models. DenseNet201 shows the highest performance in
all metrics after fine-tuning, with the highest precision (0.92), recall (0.88), and F1-score
(0.90). MobileNetV2 and VGG16 have the lowest Fl-scores (0.79 and 0.80 respectively)
after fine-tuning, indicating comparatively lower performance. Overall, the table 4.1 high-
lights the impact of fine-tuning on model performance, showing substantial improvements
in accuracy and other evaluation metrics.
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Figure 4.1: Confusion Matrix of DenseNet201 model

The confusion matrix in figure 4.1 illustrates the performance of a yoga pose recog-
nition model on a testing dataset, showcasing the true labels on the vertical axis and
the predicted labels on the horizontal axis. The matrix’s diagonal elements, representing
correct predictions, demonstrate that the model has achieved high accuracy across most
classes, with poses like ”virabhadrasana i,” ”vajrasana,” ”savasana,” and "adho mukha
svanasana’ exhibiting perfect prediction accuracy, each with 10, 16, 10, and 15 correct
predictions, respectively. This strong diagonal presence indicates a robust model perfor-
mance, as the majority of predictions are accurate. However, some poses show moderate
accuracy, such as "setu bandha sarvangasana,” ”"matsyasana,” and ”tadasana,” which
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have significant correct predictions but also a few misclassifications. The matrix also re-
veals specific patterns of misclassification, where certain poses are occasionally confused
with similar-looking ones. For instance, ”virabhadrasana i” was misclassified as ”virab-
hadrasana ii” once, and "virasana” and ”paschimottanasana” were each misclassified as
"vajrasana” twice. Table 4.2 shows accuracy of each pose obtained from DenseNet201
model.

These errors also point to the directions on how one can either improve the feature
extraction of the model or simply better differentiate between poses that are visually or
contextually similar. In conclusion, this model performs well and the matrix shows a
strong diagonal line that indicates many of the frames are classified correctly. In future
iterations we could focus on improving this by modifying our training set to include
more examples of poses that tend to be confused (the bottom left), or continuing to
tune our model architecture such that subtle differences between some poses cause less
misclassification (top row).

These errors also point to the directions on how one can either improve the feature
extraction of the model or simply better differentiate between poses that are visually or
contextually similar. In conclusion, this model performs well and the matrix shows a
strong diagonal line that indicates many of the frames are classified correctly. In future
iterations we could focus on improving this by modifying our training set to include
more examples of poses that tend to be confused (the bottom left), or continuing to
tune our model architecture such that subtle differences between some poses cause less
misclassification (top row).

Table 4.2: Posewise Accuracy for DenseNet201 Model

Pose Accuracy
Adho mukha svanasana 100.00%
Ardha matsyendrasana 88.88%
Balasana 91.66%
Bakasana 88.88%
Bhujangasana 88.23%
Dhanurasana 80.00%
Kapotasana 86.67%
Matsyasana, 100.00%
Paschimottanasana T7.77%
Salabhasana 100.0%
Savasana 50.0%
Setu bandha sarvangasana | 76.47%
Tadasana 91.66%
Trikonasana 100.0%
Uttanasana 100.00%
Vajrasana 81.82%
Virabhadrasana i 100.0%
Virabhadrasana ii 100.0%
Virasana 88.88%
Vriksasana 100.00%

The figure 4.2 shows the training and validation accuracy and loss curves of a model
which are trained over 30 epochs. As we can see, the training accuracy curve is smoothly
increasing and closes to 100% after the training process. It tells us that the model is
effectively learning from the training data. A huge jump in validation accuracy is also
observed, which plateaus at about 90% by epoch 30. This suggests that the model is not
only performing well on the training data but also generalizing to unseen data.

The loss curve visualizes the learning progress of the model: we find that training loss
consistently goes down and error is almost near zero at the end of training period. This
highlights the model’s efficiency in reducing errors. Also, the same thing is happening
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with validation loss, stabilizing at a slightly higher value but following a similar decreasing
trend. And these curves show that the model continue to learn from experience and
reducing their errors with respect to time for both training set as well as validation set.
All in all, the model demonstrates good learning ability with high accuracy coupled with
small loss on both datasets, indicating effective training and generalization.
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Figure 4.2: Accuracy and Loss Curves of DenseNet201 model

The ROC curve in figure 4.3 displays the performance of DenseNet201 model, with
most classes showing near-perfect Area Under the Curve (AUC). The majority of classes,
including ”virabhadrasana i,” "savasana,” have an AUC of 1.00, signifying perfect clas-
sification for all images in these categories. Micro-average ROC curve, which combines
performance for all classes comes to a high AUC (0.99), displaying the model’s robustness
and overall effectiveness. There are few classes like "vajrasana” and ”virasana” with lower
AUC scores of 0.98 and 0.94, respectively. But these still can be considered good perfor-
mance. In conclusion, the model demonstrates exceptional ability in classifying different
classes, making it highly reliable.

Receiver Operating Characteristic (ROC) Curve
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Figure 4.3: AUC-ROC Curve of DenseNet201 model
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4.1.1 Output

The figure 4.4 compares the labels predicted by the DenseNet201 model with the actual
labels of test images in the artwork featuring yoga positions. This comparison provides a
visual evaluation of the model’s posture recognition accuracy. It provides a succinct but
useful illustration of how closely the model matches the real world, which helps assess
how well it performs in terms of classifying yoga poses.

True: vriksasana True: virasana True: adho mukha svanasana
Predicted: vriksasana Predicted: vajrasana Predicted: kapotasana
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True: virasana True: uttanasana True: ardha matsyendrasana
Predicted: ardha matsyendrasana Predicted: uttanasana Predicted: ardha matsyendrasana
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Figure 4.4: Actual vs Predicted labels of test yoga images




4.2 Approach 2 Result

For pose estimation, YOLOvS8 detects 32 keypoints, while the MediaPipe framework
detects 33 keypoints. After training on each set of skeletal data, a list of optimal hyperpa-
rameters for each model is provided in table 4.3. These were obtained using Grid Search
technique and the given values yielded the best performance.

Table 4.3: Model Parameters for YOLOv8 and MediaPipe using Grid Search

Model Parameter YOLOvV8 | MediaPipe
Linear SVM penalty L1 L2
loss hinge hinge
multi_class ovr ovr
Decision Tree min_samples_leaf 2 1
max_depth 40 30
criterion entropy entropy
splitter best best
K-Nearest Neighbors P 2 2
n_neighbors 3 3
algorithm auto auto
Multi-Layer Perceptron | activation relu relu
solver adam adam
early_stopping True False
GaussianNB priors None None
var_smoothing le-09 le-09
Random Forest bootstrap False False
max_features sqrt sqrt
criterion gini entropy
oob_score False False
Bagging oob_score False False
n_estimators 164 100
XGBoost max_depth 8 6
learning_rate 0.005 0.001
LightGBM learning_rate 0.005 0.001
boosting_type gbdt rf
num_leaves 31 31

The accuracy of trained models for yoga position categorization utilizing keypoints
found by MediaPipe and YOLOvVS is summarized in the table 4.4. All things considered,
MediaPipe routinely beats YOLOvVS for all the models trained. With YOLOvVS8 keypoints,
the LightGBM obtains the best accuracy (82%) but with MediaPipe landmarks, it shows
remarkably higher accuracy (96.52%), closely followed by Random Forest (95.65%). All
other ensemble methods also showed consistently good accuracy of over 90% using Medi-
aPipe keypoints. Multi-Layer Perceptron also exhibits notable accuracy gains with both
YOLOv8 and MediaPipe keypoints. It is also observed that ensemble learning methods
consistently outperformed the base ML models.

Table 4.4: Comparison of Different Models’ Accuracy (YOLOvS vs. MediaPipe)

Base Models Accuracy (YOLOvVS8) | Accuracy (MediaPipe)
Linear SVM 65.28% 85.65%

Decision Tree 64.94% 81.73%

K-Nearest Neighbors 70.00% 70.00%

Multi-Layer Perceptron | 80.00% 87.39%

GaussianNB 65.45% 88.69%

Random Forest 81.00% 95.65%

Bagging 80.94% 94.78%

XGBoost 79.28% 93.91%

Light GBM 82.00% 96.52%
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Table 4.5: Performance Metrics of Different Algorithms

Algorithm Precision | Recall | F1 score
Linear SVM 0.86 0.85 0.85
Decision Tree 0.82 0.81 0.81
K-Nearest Neighbors 0.70 0.69 0.69
Multi-Layer Perceptron | 0.87 0.87 0.86
GaussianNB 0.90 0.89 0.88
Random Forest 0.96 0.96 0.96
Bagging 0.95 0.95 0.95
XGBoost 0.94 0.94 0.94
LightGBM 0.97 0.96 0.96

The table 4.5 shows performance metrics like precision, recall, Fl-score for models
trained with MediaPipe keypoints. With LightGBM being the best, other ensembles-
Random Forest, XGBoost and Bagging also exhibit remarkable results, with precision,
recall and F1-scores over 0.94. Looking at table 4.4 and table 4.5, overall it was discovered
that Light GBM with MediaPipe keypoints was the best model.
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Figure 4.5: Confusion Matrix using MediaPipe+Light GBM model

The figure 4.5 shows the confusion matrix, wherein a visualization of pose-wise accu-
racy of each yoga pose is shown. The diagonals in the matrix counts the number of correct
predictions. 14 poses, namely ’Adho mukha svanasana’, ’Ardha matsyendrasana’, 'Bhu-
jangasana’, 'Kapotasana’, 'Paschimottanasana’, ’Salabhasana’, ’Savasana’, "Tadasana’,
"Uttanasana’, "Vajrasana’, 'Virabhadrasanai’, "Virabhadrasana ii’, "Virasana’, 'Vriksasana’
show an accuracy of 100%, meaning all test images were classified correctly. The other
elements in the matrix denote incorrect classifications for every exercise. It is because
some poses are too intricate to be photographed from one single shot. Some poses carry
many similarities like how the torso is oriented and the legs are positioned. For instance,
in the 9th row, ‘matsyasana’ has been correctly predicted 7 times and misclassified as
‘bhujangasana’ once. Accuracy of the other yoga poses are: ‘bakasana’ (93.33%), ;setu
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bandha sarvangasana’ (93.33%), ‘matsyasana’ (87.5%), ‘trikonasana’ (87.5%), ‘balasana’
(85.71%) and ‘dhanurasana’ (77.77%). For the exercises where comparatively lower accu-
racy is obtained, more images can be added to the dataset taken from various angles and
direction for overall understanding of the pose by the model.
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Figure 4.6: Accuracy and Loss curves using MediaPipe+Light GBM model

The figure 4.6 shows the accuracy and loss graphs of the MediaPipe+Light GBM model.
The number of epochs, or one whole run across the training set, is shown on the x-axis.
The left graph’s y-axis denotes accuracy whereas the right one’s represents loss. The
accuracy curve starts at around 0.4 and increases to nearly 0.96 over the 25 epochs. This
shows that the predictive algorithm is boosting its rate of accuracy in identifying the
data points. The initial high loss (around 3.0) signifies significant discrepancies across
the predictions to the true data points. The loss steadily decreasing towards 0 over 25
epochs indicates the model is progressively refining its predictions to better match the
actual data.
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Figure 4.7: Learning Curve for Light GBM model

36



The learning curve of the Light GBM model with MediaPipe keypoints is shown in fig-
ure 4.7, where the x-axis is the count of training images and y-axis shows cross-validation
score, which rises quickly from roughly 0.65 to 0.96 as more training samples are added.
Beyond a score of 0.96 improvement flattens and settles around a remarkable score of 0.97,
which signifies a well-trained model. Also, the flattening of the curve indicates that after
around 1200 samples, the model performance stays the same. As more samples are used
for training, the shaded region encompassing the cross-validation score line diminishes,
signifying a drop in uncertainty in the model’s performance.
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Figure 4.8: AUC-ROC curve using MediaPipe+Light GBM model

A graph of Receiver Operating Characteristic (ROC) is also shown for each class in
figure 4.8. AUC, which is the Area Under the Curve, quantifies classifier performance,
with 1.0 indicating perfection classification. Classes like ‘Trikonasana’;, ‘adho mukha
svanasana’, and ‘ardha matsyendrasana’ have AUCs of 1.0. ‘Bakasana’ and ‘setu bandha
sarvangasana’ achieve AUCs of 0.99, indicating high performance. Analysis of ROC curves
and AUC values guides identification of classes necessitating improvement or more training
data.

4.2.1 Output

The true and predicted labels with landmarks indicated for pictures from the testing
dataset showing different yoga positions are shown in figure 4.9. From the six test images,
five of them are correctly classified and one image of ‘Trikonasona’ pose is misclassified
as ‘kapotasana’.

37



hadrasana i

prediction:Trikonasana

prediction:virabhadrasana i
true label:Trikonasana

true label:virabhadrasana i

50

100

150

200

1000 J08 250

1200 00 4 4
~ . etz l o~ _
o 200 400 &00 800 1000 o 50 100 150 200 250

prediction:dhanurasana predution kapotasana predict :’. adho mi‘.Kha Sranaan
true label: Trikonasana true label:adho mukha svanasana

true label:dhanurasana

0 W W 1S N0 20 X W W

Figure 4.9: True vs Predicted labels of some test images of poses

4.3 Web Deployment

Integrate the trained models into an application using Python gradio library (figure

4.10) that can receive input 2D images, process them and output the predicted yoga pose.
Ensure that the input images undergo the same preprocessing steps as during training
and testing. The web-view demo works as shown in figure 4.11.

[]

!pip install fastapix=4.8

def predict_image(img):
img_dd=img.reshape(-1,224,224,3)
prediction=model.predict(img_4ad)[@]
#return {labels[i]: fleoat(prediction[i]) for i in range(5)}
for i1 in range(len(labels)):
if prediction[i] == 1:
return "Predicted Class: "+labels[i]

imageimage = gr.inputs.Image(shape=(224,224))

gr.Interface(fn=predict_image, inputs=image, outputs="text',title="Yoga Pose Detection").launch(debug="True")

Figure 4.10: Code-specimen of gradio for web-demo
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Chapter 5

CONCLUSION AND FUTURE SCOPE

In our comprehensive study, we explored multiple state-of-the-art deep learning ar-
chitectures and techniques for yoga pose classification. Approach 1 involved evaluating
DenseNet201 and DenseNet121, which demonstrated superior performance compared to
other models, while EfficientNet and MobileNet excelled in processing efficiency. This
highlights the inherent trade-offs between accuracy and computational economy, provid-
ing valuable guidance for model selection in practical applications. Our findings establish
a solid baseline and indicate significant directions for future research in yoga pose cate-
gorization.

Approach 2 focused on leveraging YOLOv8 and MediaPipe for keypoint detection,
followed by classification using various base models and ensemble learning techniques on
a diverse custom dataset of yoga poses. The results highlighted that models using Medi-
aPipe keypoints outperformed YOLOvS8 models. This is an important fact to understand
the importance of precise keypoint identification in classification accuracy improvement.
Ensemble learning classifiers comfortably beat base models, with Light GBM’s combina-
tion with MediaPipe keypoints showcasing the best performance. This model was also
rigorously analyzed with multiple metrics as can be seen above, for authenticity, cor-
rectness and verification. Furthermore, this approach shows the ability to accurately
distinguish between similar-looking poses.

In conclusion, our study emphasizes different architectures strengths and importance
of keypoint detection methods in yoga pose classification. By highlighting accuracy and
computational efficiency trade-offs, proving the benefits of keypoint identification and
ensemble learning, we contribute valuable insights. Particularly in this domain, this
provides a robust foundation for future research.
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Future research should be aimed at improving real-time applications of the yoga pos-
ture identification algorithms. This will enable integration into user-friendly platforms,
providing immediate feedback during yoga practice for users to correct their postures.

1. Real-Time Applications and Deployment: Examine real-time applications
with deployment of established algorithm for yoga pose detection. Also look into possible
integratation techniques into user-friendly platforms for immediate feedback.

2. Dataset Expansion and Model Efficacy: Testing the model’s performance and
possible improvements on a larger datasets. This includes more postures and people with
varying expertise.

3. Addressing Real-World Challenges: A real-world problem could be obstacles
such as occlusion and light fluctuations. Overcoming these will improve adaptability and
is key to a better system. We can incorporate user input and preferences too, for cus-
tomization of the yoga training experience, for instance their expertise level.

4. Advanced Deep Learning Architectures: Explore intricate deep learning ar-
chitectures like Graph Neural Networks (GNNs) for pose categorization. Examine more
ensemble learning combinations as deep learning potential alternatives

5. Power Efficient Mobile Applications: Develop power-efficient, computation-
ally lighter mobile applications in order to the application more accessible. We believe
that such a system should reach the masses without restriction on their devices’ compu-
tational power.

6. Incorporation of Biomechanical Knowledge and Health Measurements:
Incorporate biomechanical knowledge and health metrics to design a more holistic system.
Then deliver personalized suggestions on objectives such as desired physical ability and
wellness.

By improving on these areas, the yoga posture classification models can become more
robust, adaptable, accessible and ultimately enhance the overall yoga experience for all
users, regardless of their expertise level.
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IEEE ICWITE 2024 EeXPLARA

16 Feb - 17 Feb 2024 (Asia/Kolkata), Bengaluru.

Order No. - KT302KS-EFBJICJ-240124-151323-634  Attendees : 1 AMOUNT : ¥ 2588.5
Name Registration Type
Debashree Debalaxmi Early Bird Non-IEEE
Registration No. Student (Indian)
2673 Registration Price
INR 2500

Merchant Transaction No : KT302KS-EFBJICJ-240124-151834-V496
Transaction Id : ordesr_NSPDUGIBV6A8nu

Time & Venue

© Friday, Feb 16 2024 09:00 AM to Saturday, Feb 17 2024 06:00 PM (Asia/Kolkata)

@ At vemana Institute of Technology, 3rd Block, No. 1, Mahakavi Vemana Rd, Koramangala 3 Block, Koramangala, Bengaluru, Karnataka,
India, 560034

ORGANIZER

IEEE ICWITE 2024

Note : For any further clarification, you can reach out to IEEE Bangalore Section at ieeeconecct@gmail.com .

Terms and Conditions

Your Order No - KT302KS-EFBJICJ-240124-151323-634

If the event gets cancelled, the event arganizer will be responsible for taking decision about refund. Explara is not responsible for your
cancellation and refund.

Please carry ticket printout for entry to the event.
Please carry valid identity proof to the venue,

Cancellation and Rescheduling of tickets is not allowed.
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Certificate from conference 1: ICWITE 2024

M. ANCyTE

CERTIFICATE

This certificate is presented to

Debashree Debalaxmi

for participating and presenting the paper titled

An Analytical Comparison of Deep Learning Frameworks for 2D Image-Based
Hatha-Yoga Pose Identification

in the 2nd IEEE International Conference for

Women in Innovation, Technology, and Entrepreneurship, (ICWITE 2024) on 16-17 Feb 2024
organized by IEEE Women in Engineering Affinity Group Bangalore Section

at Vemana Institute of Technology, Bangalore.

M oot PO

Prof. Ashwini VR Dr. Vijayalakshmi K Dr. P Deepa Shenoy
Chair 2024 Chair 2023 General Chair
IEEE WIE AG Bangalore Section IEEE WIE AG Bangalore Section IEEE ICWITE 2024
BE—
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1. Introduction

In today's world, the pursuit of holistic well-being has grown in
importance, and yoga serves as a beacon, offering a means to
find balance amidst the chaos, By adhering to correct
postures, techniques, and sequences, yoga practitioners can
maximize health benefits. Various methods 1o leam yoga
attending classes al yoga centers, watching videos,
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Acceptance from conference 2: ICAAIC 2024

3rd International Conference on Applied Artificial Intelligence
PE g
lLﬁ \‘\I&* and Computing (ICAAIC-2024)

5-7, June 2024 | Salem, India

Letter of Acceptance

Author Name: Debashree Debalaxmi, Dinesh Kumar Vishwakarma, Virender Ranga
Affiliation Details: Delhi Technological University, India.
Dear Author:

It is with great pleasure that we extend our warmest congratulations to you on the
acceptance of the paper titled “Analyzing Yoga Pose Recognition: A Comparison of
MediaPipe and YOLO Keypoint Detection with Ensemble Techniques “- PAPER ID:
ICAAIC 673 for presentation at the 3 International Conference on Applied Artificial
Intelligence and Computing, scheduled to be held in R P Sarathy Institute of Technology,
Salem, India from June 5% to June 7, 2024.

Your submission was subjected to a rigorous review process, and the result that your
paper has been selected for inclusion in our conference program. We believe that your
contribution will greatly enrich the discussions and knowledge exchange at our event.

Your participation will undoubtedly contribute to the success of the 8™ International
Conference on Applied Artificial Intelligence and Computing.

Once again, congratulations on your acceptance, and we anticipate your valuable
contribution to our conference.

Dr. Munusami Viswanathan,
Principal,

R P Sarathy Institute of Technology,
Salem, Tamil Nadu, India.

< IEEE
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Debashree Debalaxmi
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R P Sarathy

Ins nology

XPLORE COMPLIANT ISBN
979-8-3503-7519-0

Certificate of Presentation

This is to certify that

Debashree Debalaxmi

has successfully presented the paper entitled

Analyzing Yoga Pose Recognition: A Comparison of MediaPipe and YOLO
Keypoint Detection with Ensemble Techniques

at the
3 International Conference on
Applied Artificial Intelligence and Computing (ICAAIC 2024) organized by
R P Sarathy Institute of Technology, Salem, India
on 5-7, June 2024.

r =3
o2 P o
AR -

Session Chair Organizing Chair Conference Chair
Dr. R. Vasanthi Dt. Munusami Viswanathan
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