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ABSTRACT 
 

Identifying deepfakes is essential to combat misinformation, protect personal and 

national security, and prevent financial fraud and reputational harm. The increasing 

sophistication of deepfake technology heightens these threats, requiring advanced 

detection methods. Convolutional Neural Networks (CNNs) are good models for a 

classification task within deep learning. "The State of Deepfakes" from Deeptrace 

registered over 14,000 deep fake videos, the majority of which are not pornographic, 

marking a high potential to cause political and social disruption; as AI continues to 

advance deep fakes grow far more realistic—and more accessible to make. It is simply 

a working mechanism that is constant on detection and delays involving the 

technological, legal, and educational components. Underlining that the threat is newly 

emerging and changing all the time, the report puts stress on the fact that such future 

risks as fraud and misinformation, among others, arise from such types of malicious 

activities as deepfakes, which call for comprehensive action. 

Alternatively, can the development of the Vision Transformer (ViTs) help inspire 

turning the image processing problem into an approach where an image is regarded as 

a string of patches, in other words, self-attention to global relations? Whereas the 

current architecture is entirely based on Convolutional Neural Networks, it uses a 

sequence of local receptive fields and a building-up process hierarchically. This is 

believed to provide better ViTs with the ability to learn relationships at long ranges 

and information from contexts much more effectively, giving better performances for 

a more enormous scope of image identification. They are more robust, flexible, and 

scalable than CNNs and generally have a much more comprehensive set of visual 

inputs.. 

The new ViT model will apply deepfakes determination. The model's performance 

will be judged on performance metrics: accuracy, precision, recall, and F1-score, 

thereby making it more feasible. Through these metrics, we can determine how good 

the ViT model can be in differentiating an actual image from a deepfake.
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CHAPTER 1 

INTRODUCTION 
 

In the days of generative synthetic media and AI, a chilling and remarkable epiphany 

ensues: the belief taken for granted—that audio and video can be given and received 

in good faith as a representation of reality—no longer holds. Indeed, lots of different 

advanced tools make it fast and easy to produce fake information. Lots of positive and, 

on the other hand, quite probably negative impacts lie in the power of such content 

production. This exposes a crying need to work out this problem in the growth of 

synthetic media and generative AI. Deepfakes are completely false media created by 

replacing the appearance of an existing person, either from an image or video, with 

another person's, making it look genuine. More specifically, these manipulations yield 

plausible changes that are indiscernible from authentic materials due to the use of 

cutting-edge machine learning algorithms, in particular Generative Adversarial 

Networks (GANs). 

1.1 Types of Deepfakes 

Currently Face Manipulation is being done in two ways :  

 

Fig 1.1: Types of Deepfakes 

 

1.1.1 Face Synthesis 

Face synthesis yields new face creations—works of models as complex as GANs. So, 

this way, using the most advanced deep learning algorithms, one can generate pictures 

or videos in which the face looks similar to a natural human face. That draws on and 

creates much in the process a very subtle dance between the generator network of a 

GAN that is responsible for producing synthetic faces and the discriminator network 



2 
 

 
 

that evaluates how authentic fake images look. Such adversarial training helps a GAN 

iteratively refine the created synthetic faces with an exceptional level of fidelity, much 

like humans.  

 

 

Fig 1.2: GAN Architechture[6] 

These synthetic faces can be put to use in a wide array of purposes devised by 

researchers within the deep-fake technology framework. For instance, they can 

underlie the basis of populating the development of entirely fictitious online personas 

to execute everything from fraud to criminal activities. Synthetic faces could also be 

used as representations in manipulated media to create disinformation or threaten 

someone. It is used for the same technology but can be promising for various 

applications to protect individuals, e.g., protecting anonymity in sensitive cases like 

witness protection or privacy-preserving scientific studies[1]. Face synthesis is the 

process of creating new faces that do not even exist but look realistic using generative 

adversarial networks. It is trendy for the same, and currently in use with StyleGAN, 

for exercising control over multiple facial properties, namely pose, identity, freckles, 

hair, among other things. This technology has been applied in the design of synthetic 

personas and the improvement of virtual environments[3]. 
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1.1.2 Face Swapping 

 

Fig 1.3: Types of Deepfakes[5] 

This is called face swapping, a technique in deepfaking where a face in a photo or 

video is exchanged with another person's face. The system for face detection and 

alignment before the blending is photo-realistically capable of incorporating the target 

by the features of the source face using deep learning algorithms. Overlays could be 

simple to quite complex, involving even the correction of lighting, pose, and 

expression. Besides entertainment and art applications, there's also a more practical 

issue: privacy concerns and information dissemination based on its highly convincing 

fakes. 

1.1.3 Face Attribute and Expression Manipulation 

 

 

Fig 1.3: Face Expression Manipulation[7] 

Face attribute and expression modification is the process of modifying particular facial 

traits or expressions in photos or videos by applying sophisticated deep learning 
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techniques. This method produces incredibly lifelike alterations by changing features 

including age, gender, hair colour, and facial expressions. For this, Variational 

Autoencoders (VAEs) and Generative Adversarial Networks (GANs) are frequently 

utilised. 

1.2 Why is Deepfake identification critically important? 

In just a year and a half, the prevalence of deep fake videos has skyrocketed. In June 

2019, IBM detected a mere 3,000 of these manipulated videos. By January 2020, that 

number had skyrocketed to 100,000, and as of March 2020, there are now over one 

million circulating on the internet. Surprisingly, according to research by Deeptrace, 

this trend began in December 2018 with 15,000 deep fake videos, which then soared 

to 558,000 by June 2019, and has now reached a staggering one million in just over a 

year. Unfortunately, the vast majority of these fraudulent videos are created for 

malicious purposes, particularly non-consensual pornography. In fact, a whopping 

96% of the deep fake videos studied by Deeptrace featured women in this exploitative 

and violating manner[2]. 

 

 

Fig 1.4: Popularity of Deepfakes according to Google Trends 

 

 

1.2.1 Case Study of threats of Deepfakes 

1. The destabilizing political impact of Deepfakes 

In late 2018, there was considerable speculation regarding the well-being of 

Gabonese President Ali Bongo, who had been absent from public life for 
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several months. To dispel these rumors, the government released a video 

featuring Bongo delivering a traditional New Year's address. However, the 

president's unusual appearance in the video prompted many on social media, 

including Gabonese politician Bruno Moubamba, to assert that it was a 

deepfake. This fueled suspicions that the government was concealing Bongo's 

poor health or possible demise. About a week after the video's                               

release, amidst escalating unrest, members of Gabon's military initiated an 

attempted coup against the government. In a video announcing the coup, the 

military cited the video's peculiarities as evidence of something amiss with the 

President[2].    

2. Nancy Pelosi: Manipulated voice audio 

A recent high profile shallow fake involved a manipulated video of US Speaker 

of the House and Democrat Congresswoman Nancy Pelosi.11 In the video that 

was shared on May 23rd 2019, Pelosi’s speech had been slowed down, making 

it sound like she was slurring her words. The edited version of the video went 

viral on social media and was retweeted by the official Twitter account of US 

President Trump, receiving over 6.3m views as of July 31st 2019.12 On a 

popular Facebook page, the video received over 2.2m views in the 48 hours 

following its initial upload, with commenters calling Pelosi “drunk” and a 

“babbling mess”[2]. 

 

Fig 1.5: a) Ali Bongo Deepfake, b) Nancy Pelosi: Manipulated voice audio[2] 
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1.3 Convolutional Neural Network & Transforms for Deepfake Detection  

One such image-based task in which CNN architectures have outperformed all others 

up to this date is deepfake detection. The CNN models are the archetypical base 

necessary for next-generation deepfake detectors since it has more salient 

characteristics in extracting the features hierarchically from the data. CNNs have very 

discriminating powers and can detect slight differences between false and true images 

because they spot different styles of patterns and anomalies to varying levels of detail 

through the stacks of convolutional filters. Hierarchical processing of the data enables 

the CNNs to pick up the fine details and context, which belongs to the needs of the 

hour of successful deepfake detection. Despite possessing great image-related features, 

CNN has some weaknesses. The primary task of CNNs is performing work on local 

features; they rely on the convolutional filters and receptive fields, whereas the latter 

sometimes causes the former to overlook global context and long-range dependencies 

provided in the images. In addition, CNNs naturally face problems at high resolutions 

and enormous datasets, which means they require much more processing power. This 

will not only help extract the features of the image but also, as the network grows 

deeper, this will cause a more loss of spatial information. Finally, large volumes of 

labeled data are another limitation for other applications because CNNs usually require 

them to train for high-accuracy performance. 

Vision Transformers (ViTs) address some specific limitations of Convolutional Neural 

Networks (CNNs). They ignore local features more than Convolutional Neural 

Networks do. That said, they come with some self-attention mechanisms to attend and 

develop dependencies globally on an image to take into account all the contexts. This 

makes it easier for ViTs to understand complex patterns and long-range relationships. 

They process images as patches and then transform them into a word sequence in a 

phrase. This way, adaptability to varying resolutions in the image could take place 

without dramatically increasing the computational complexity and keeping spatial 

information accordingly. The ViTs, however, have a lot less inductive bias relative to 

CNNs, making them general for more varied visual data, with fewer heuristics to 

invent on their own. The performance of ViTs relative to other methods looks nice on 
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the datasets with relatively little data labeled yet pre-trained on giant data collections 

and optimized for some target task. This makes ViT generalize successfully for all 

sorts of visual tasks thanks to pretraining, capturing the possibility of large-scale 

learning. Therefore, ViTs follow as an interesting alternative to CNNs, filling some of 

these gaps in a very specific manner for those tasks demanding holistic understanding 

of context that spans the entire image.  
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CHAPTER 2 

LITERATURE REVIEW 

 

The word "deepfake" dates back to 2017 coined by a reddit user and spread on the 

internet after that very quickly. Since then, much research and development has been 

made on developing highly potent models for effective deepfake detection. 

Deepfakes have indeed been created using GANs. In their paper, "Deep Fakes using 

Generative Adversarial Networks (GANs)," Smith et al. went deep into the artificial 

media cooked up by GANs. They used the term to connote that one is making a highly 

realistic but fake image, video, or audio using GANs, which is often indistinguishable 

from natural media. Apparently, in 2017, for the first time, when someone intended to 

produce a highly realistic but fake image, video, or audio that would be 

indistinguishable from the actual media, they used the term on a Reddit user. A sharp 

review of GAN architecture is provided by Smith et al., which involves a generator and 

the neural network in the composition of a noisy discriminator that, in turn, works 

against each other in a one-against-another manner up to the moment when the 

generator yields the ability to create such a content that the discriminator cannot detect. 

The present paper discusses a vast number of applications of deepfakes, from creative 

and funny to the malicious use of disinformation campaigns and invasions of 

privacy[3]. 

 In the influential paper "Attention Is All You Need," by Vaswani et al. introduced a 

novel neural network architecture: the Transformer. In this architecture, self-attention 

mechanisms circumvent recurrence and convolutions entirely. This is an attention-

based model that solves the long-range dependency problem, and it is characterized by 

much better parallelizability and short path length. Between dependencies, it trains at 

the beginning of time for very efficient training and success. In other words, the 

Transformer model operates under the mechanism of self-attention that somehow 

allows it to calculate some kind of representation of every single word in a sentence, 

given all other words in that sentence, this time weighted by its attention score. In this 

way, long-range dependencies can be learned along with more complex dependencies 
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within data with current dependencies that were impossible with any of the earlier-

proposed architectures. Vaswani et al. argues that a model trained on these tasks can 

reach the state-of-the-art performance on neural machine translation, actually 

outperforming all other models on the WMT-2014 English-to-German and English-to-

French datasets. The Transformer also generalizes very well to many other NLP tasks 

because of its scalability and capability to model long-range dependencies. These 

generalizations, together, make the paper a real milestone in neural architectures that 

consequently set the grounds for a great deal of successive work both in natural 

language processing and way beyond. [9]. 

This paper presents to readers "Efficient Estimation of Word Representations in Vector 

Space" by Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. Two classes of 

new model architecture—continuous bag of words and continuous skip-gram—are 

introduced. Huge data sets can use methods for computing word representations in a 

constant space of a neural network. Such models learn to predict context words given 

a specific target word with Skip-gram or predict the target word from its context words 

using CBOW, all by modeling semantical and syntactic regularities in their embedding 

space. Despite the results, the models showed near-equivalent performance to some 

other benchmarks in the field of word similarity estimation, and they tend to be 

computationally effective since high-quality word vectors are obtained in less than one 

day. The contributions transcend the effectiveness of the models also to economize 

computational cost, allowing for the use of larger datasets and more iterations of 

projects by researchers and practitioners. In addition, it evaluates the learned word 

embeddings, thus being in a better position to capture more of the semantics and 

syntactic-based word relationships. Overall, "Efficient Estimation of Word 

Representations in Vector Space" can be a forward step in the field of NLP research, 

and the conjectures it makes over novel solutions that may pump much power into some 

NLP applications are hopeful [16]. 

 The paper "An Image is Worth 16x16 Words: Transformers for Image Recognition 

at Scale" by Dosovitskiy et al. presents a Vision Transformer model for image 

recognition. In the paper, the authors propose a novel model architecture for large-scale 

image recognition, borrowed from the classic applications of transformer architectures 
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in processing natural language right into the domain of image recognition. On the other 

hand, the approach followed so far breaks the images into fixed-size patches that consist 

of 16×16 pixels, and the patches are considered the token sequences, which are like 

words in the text. That will be able to provide the ViT model with an ability to capture 

large-scale dependencies and global contexts within the image when the earlier 

conventional models of CNN used to focus mainly on local features. The main strength 

of all ViT models is that they are pre-trained with huge datasets, but there is the 

generalization ability innately. Thus, one acquires state-of-the-art performances over a 

comprehensive benchmark. It matches, but in most cases, it even outperforms what was 

traditionally provided by ViT, giving new state-of-the-art results on a set of essential 

tasks. This leads to a more efficient and scalable Transformer that can do away with 

most task-special modifications, with the plausibility of high resolution on complex 

visual input tasks. Notably, large-scale pretraining empowers the ViT model 

dramatically to enhance performance on tasks related to image recognition: accuracy 

and robustness. Hence, what it does is it places Transformers, to a great extent, as one 

solid and flexible option for CNNs, opening new possibilities in enhanced computer 

vision and image processing areas. The performance of the ViT model demonstrates 

the breakthrough value of the transformer-based architecture for changing the issue of 

image recognition at a larger scale. In addition, it does place a careful framework for 

the upcoming development of the field of visual data analysis[11].  

 The paper titled "Fused Swish-ReLU Efficient-Net Model for Deepfakes Detection" 

by Ilyas et al. presents a novel approach to detecting deepfake videos. The authors 

propose a fused activation function, combining Swish and ReLU, to enhance the 

efficiency of the Efficient-Net model for deepfake detection. The study was presented 

at the 9th International Conference on Automation, Robotics and Applications 

(ICARA) in 2023. By integrating Swish and ReLU activation functions, the proposed 

model aims to improve the detection accuracy of deepfake videos. The paper provides 

insights into the design and implementation of the fused activation function and 

evaluates its performance using experimental results. This research contributes to the 

ongoing efforts to develop more effective and efficient methods for detecting deepfake 

content, addressing concerns related to misinformation and digital manipulation [12]. 
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 In the paper "EfficientNet: Rethinking Model Scaling for Convolutional Neural 

Networks," Mingxing Tan et al. tackle a dramatically increasing computational cost 

that is associated with scaling out the performance improvement of models by a new 

methodology in scaling convolutional neural networks. The paper further argues that, 

in the going trend, the model should be bigger and more complex, hence a justified 

equilibrium between model complexity and computational efficiency. In this paper, we 

carefully investigate the scaling of network design and present a straightforward but 

highly effective compound scaling method applied to the scaling of depth, width, and 

resolution of our baseline network. Our approach should transfer to other scales of 

models, which is critical for demonstrating better SOTA performance while 

simultaneously being an order of magnitude smaller and faster than large models in 

efficiency. With our resulting EfficientNet, we reach state-of-the-art accuracy on 3 out 

of 5 highly competitive datasets while being an order of magnitude smaller and faster 

on these tasks. In other words, the compound scaling technique adopted by this paper 

completely reformed current neural architecture design practices and should spur the 

next wave of more efficient and scalable architectures. Therefore, "EfficientNet" has 

already become a seminal paper and presents an attractive alternative against the 

prevalent practice in the deep learning community [13]. 

In the paper "Video Face Manipulation Detection Through Ensemble of CNNs," 

these ensembles of Convolutional Neural Networks (CNNs) are once more 

implemented for video facial manipulation detection. When authors try to establish the 

regions of the face that are manipulated in the videos, it places them in very delicate 

conditions since the processes are further complicated by the different changes of 

lighting, various facial expressions, and light occlusion. A key novelty in this work is 

the ensemble strategy: it amalgamates the outputs of several CNNs, each taking a 

different view of the task. The good thing about these nets is that they are very efficient 

in discovering visual cues linked to the manipulated facial areas: irregular textures, 

temporal inconsistencies, and geometric distortion. The ensemble of FCNN can also 

help the hybrid model to efficaciously deal with the detection performance in many 

manipulation techniques over varied video contexts. The experimental characterization 

and evaluation under the proposed approach are realized in a comparative benchmark 
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setting that presents results on its ability to detect different types of facial manipulations 

through the Deep-Face, FaceSwap, and Face2Face manipulations. Notably, the CNN 

ensemble outperforms single models and provides competitive results against state-of-

the-art solutions. Therefore, this paper hands to the community a quite effectively 

armed general framework for detecting video face tampering so that the strength of 

CNN representation regarding cooperative techniques in ensemble learning could be 

exploited in the fight against the rise of manipulated content across online platforms 

and media [14].  

In the paper "FaceForensics++: Learning to Detect Manipulated Facial 

Images," Rössler et al. develop an in-depth framework that has been claimed to be 

accurate in detecting manipulated facial images. This is a critical issue, somewhat like 

the question of whether there is a way to distinguish between genuine facial content 

and manipulated faces, the latter of which is on the rise very quickly through 

technology development in the digital era. They propose a novel deep-learning method 

focusing on analyzing and classifying intricacies in a facial image. The first important 

feature behind their methodology is the diversified dataset: FaceForensics++, which 

encompasses vast manipulative techniques such as FaceSwap, DeepFake, and neural 

texture synthesis. Most importantly, it becomes the backbone for training the proposed 

model, since it is explicitly included that the model will be able to distinguish complex 

features and patterns related to both natural and manipulated facial images. The 

authors further show an effective method of theirs through rigid experiments and 

evaluation in the detection of manipulated facial content over various techniques. 

Inferring the results from our study with the above framework, accuracies, and 

robustness are found to be high compared to the one in hand, being the earlier 

approaches in the specific problem domain of detection of altered facial images. The 

importance of this study is, therefore, in the development not only as an efficient 

detection mechanism but also in the broad application for digital forensics and media 

integrity. This therefore, places the proposed framework in line with the continued 

efforts being made towards arresting the situation of mass misinformation and 

deceptive practices in the digital media. The paper puts an extra emphasis on the need 

for continuous advancements and research in digital forensics following the 
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developing landscape of feats in digital manipulation. New mechanisms in place for 

creating this manipulated content have put forth the need to develop some of the 

complex detection mechanisms to counter these threats. This proposed framework will 

take one giant step in that direction and will be an appreciated resource for the 

community of researchers, practitioners, and policymakers in the fight against digital 

manipulation and disinformation [15].   
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CHAPTER 3 

PROBLEM DEFINITION AND OBJECTIVE 
 

3.1 Problem Statement 

It is just amazing how deepfake technology has been growing, and that has been 

witnessed within the last few years. The spread of deepfakes is dangerous in itself, as 

it means creating very convincing, yet completely unreal, videos or audio recordings 

through action or relay, which may be harmful to persons within the media. There is, 

hence, a need to come up with some strong countermeasures to deal with and reduce 

the risks associated with deepfakes: this might include better and more advanced 

detection tools, tighter regulations, and public awareness about the dangers posted by 

them. Without such a comprehensive approach, there is no hope for us to have the 

possibility of maintaining the integrity and privacy of digital media against this rapidly 

growing threat. The deep-learning algorithms can be used to stop the growth of 

deepfakes. Moreover, with advanced pattern recognition that combines machine 

learning, the pinpointed amount of touch-up manipulations is done with copperplate 

accuracy. The most recent actions in mitigating the threats that deepfakes present in 

ensuring that the information made or modified continues to have the authenticity 

upheld and, more importantly, individuals' safety looked after from malicious forgeries 

are indeed deep learning technologies. Therefore, the constant upgrading and 

implementation of such algorithms is, in turn, a significant issue in combating 

profound fake technology misuse. 

3.2 Objective  

The aim of this research is to develop a comprehensive solution for identifying all 

types of deepfakes. While Convolutional Neural Networks (CNNs) have proven useful 

in this area, this study focuses on employing Vision Transformers due to their ability 

to leverage global context and knowledge. The Vision Transformer approach is 

expected to enhance the accuracy and reliability of deepfake detection by capturing 

more extensive patterns and relationships within the data. By applying this advanced 

method, the research seeks to improve upon existing techniques and provide a more 

robust defense against the growing threat of deepfake technology. 
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CHAPTER 4 

METHODOLOGY 
 

In this chapter, we will look over the dataset used and the methodology employed in 

our research.  

4.1 Dataset Used 

 

Fig 4.1: Examples from OpenForensics dataset [16] 

The dataset used in this work is the OpenForensics benchmark dataset for forgery 

detection. The present work adopted this challenging, large-scale dataset to detect and 

segment a forged face from over two faces in diversified natural scenes. It was 

developed to focus on accelerating and promoting research aimed at preventing 

DeepFake. This contrasts sharply with the more traditional deepfake detection tasks 

focusing on spotting a single face in far more straightforward and less realistic 

contexts. This therefore, sets a more complex platform for the development and high-

level testing of algorithms that can work robustly in the wild and solve consequently 

the problems of today, in which current datasets serve the purpose in repetitive 

backgrounds and under controlled conditions. Hence, OpenForensics would expand 

openly at the research level concerning multifacial forgery detection and segmentation, 

being a source to be able to achieve cutting-edge technology in response to the 

deepening threat of deepfakes[16]. 

 

Fig 4.2: Visual artifacts of forged faces in datasets. From left to right, FaceForensics++ , DFDC , 

DeeperForensics, Celeb-DF , and our OpenForensics. Faces generated in our dataset have the highest resolution 

and best quality[16]. 
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4.1.1 Features of Dataset 

• Total Images: 115,325 images. 

• Total Faces: 334,136 faces, comprising 160,676 real and 173,660 fake faces. 

The OpenForensics dataset is comprehensively distributed into various subsets for 

effective training, validation, and testing of deepfake detection models. The training 

subset comprises 44,122 images containing 151,364 faces, with 85,392 being real and 

65,972 forged. The validation subset includes 7,308 images with a total of 15,352 

faces, out of which 4,786 are real and 10,566 are forged. For test development, there 

are 18,895 images with 49,750 faces, consisting of 21,071 real and 28,670 fake faces. 

Additionally, the test challenge subset contains 45,000 images with 117,670 faces, 

including 49,218 real and 68,452 fake faces. This detailed distribution ensures a robust 

and comprehensive evaluation framework for developing and assessing multi-face 

forgery detection and segmentation methods. 

4.2 Data PreProcessing 

The dataset is loaded from the directory specified by users with images labeled "Real" 

or "Fake." Inside, the technique of Random Over-sampling is applied, which 

duplicates instances of the minority class randomly to balance the dataset such that 

both classes will have equal numbers of samples. Considering the given dataset was 

broken up into training and test sets in the ratio of 60:40, respectively, ensuring a model 

was developed on one part and tested on another part. It, therefore, gives quite great 

explanations of how the model will perform. 

 

Fig 4.3: Random Oversampling 
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Once we are done with oversampling we perform various transformations on the 

images, including resizing, rotating, adjusting sharpness, and normalizing.  

Fig 4.4: Transformation on Dataset 

 

 

Fig 4.5: Resizing & converting image to tensor 

 

These steps prepare the images for the ViT model, ensuring they are correctly 

formatted and scaled for optimal performance. 

4.3 Vision Transformer Architecture 

 

Fig 4.6: Vision Transformer Architecture 

 

The Vision Transformer (ViT) architecture adapts the Transformer model, originally 

designed for natural language processing, to process image data effectively. Here is a 

detailed explanation of its architecture: 
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1. Patch extraction and embedding within patch 

This partitions the input image into fixed-size patches, for instance, 16 by 16 

pixels, and then flattens the patches into a 1D vector. This is equivalent to 

changing each patch to a sequence of pixel values. These are linearly projected 

to high dimensions, hence the patch embeddings back. 

2. Positional Embeddings 

Positional embeddings carry information on where patches lie in an image. 

Learnable vectors encode information on the positions of those patches in the 

overall sequence, such that patches in different places will thus be 

distinguished from each other in the original image. 

3. Classification Token 

This is done by using sequence patch embeddings, after which a unique token 

CLS is prepended at the beginning of the sequence to represent the state of the 

Transformer as a summary of the full-image classification task after the 

Transformer layers. 

4. Transformer Encoder Layers 

The sequence of embeddings, including the [CLS] token, is passed through 

multiple Transformer encoder layers. Each encoder layer consists of: 

• Multi-Head Self-Attention (MHSA): It enables the model to focus on 

the different parts of input sequences in a diversified way, consequently 

completing the capture of dependencies between very far-away 

patches. Self-attention is computed by each head independently over 

the input. This is followed by linear transform operations on the outputs 

of the concatenated heads. 

• Layer normalization :It is done during preprocessing before performing 

the layers using attention and feed-forward networks to maintain 

stability and speed up training. 

• FFN: A feed-forward neural network with two fully connected layers, 

applying subsequent processing for every embedding independently at 

each position. It is most often used as a structure of just two simple 

linear transformations with a ReLU activation in between. 
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• Residual connections: Skip connections around MHSA and FFN to 

keep gradients and enable training deep networks. 

5. Output Layer 

After passing through the Transformer layers, the output corresponding to the 

[CLS] token is used for classification. This output is fed into a feed-forward 

network, often just a single linear layer, to produce the final classification 

logits. 

 

4.4 Proposed Workflow 

 

Fig 4.7: Proposed Architecture 

 

The model workflow for detecting deepfakes utilizing the OpenForensics dataset is 

illustrated in the accompanying diagram. This workflow involves several key steps to 

effectively identify forged faces in images. 

4.4.1 Dataset Acquisition and Pre-processing: 

• OpenForensics Dataset: The first step involves obtaining the dataset from 

OpenForensics for multi-face forgery detection and segmentation. It is a mixed 

dataset with real and forged faces of different backgrounds in diverse natural 

scenes. 
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• Dataset Pre-processing: The dataset was also preprocessed beforehand, before 

the training of the model: image preprocessing included standardization, 

resizing to a joint resolution, and augmentation to add variability. This, in turn, 

will ensure that the data is in a form that will be valuable in training the model. 

4.4.2 Pre-Trained Model Utilization: 

• ImageNet Dataset and ViT Model: Concurrently, Vision Transformer (ViT) 

model that has been  pre-trained on the ImageNet dataset is used. The ImageNet 

dataset is collection of large-scale of labeled images.Once the ViT is Pre-

trained on Image-Net it can extract meaningful features from images. 

• Transfer Learning: The pre-trained ViT model is then fine-tuned using the 

processed OpenForensics dataset. Transfer learning allows the model to 

leverage the knowledge it gained from the ImageNet dataset.This knowledge 

is than used to apply it to the specific task of deepfake detection. Fine-tuning 

process adjusts the model's parameters to improve its ability to distinguish 

between real and deepfake faces based on the new dataset. 

4.4.3 Model Training and Evaluation: 

• Vision Transformer (ViT): The Vision Transformer model takes the 

preprocessed images as input. The model divides each image into smaller 

patches and processes these patches through its transformer encoder to capture 

both local and global features. 

• Classification: After processing the patches, the ViT model classifies the 

images as either real or fake. This classification is based on the features learned 

during the fine-tuning process. 

4.4.4 Output: 

The final output of the model is a classification label indicating whether the face in the 

image is real or fake. The accuracy and robustness of the model in identifying forged 

faces are enhanced through the use of pre-trained models and domain-specific fine-

tuning.  
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CHAPTER 5 

RESULT & DISCUSSION 

 

The ViT model is trained on the Openforensics dataset, and its performance is 

evaluated using a range of metrics, including F1 score, area under the curve (AUC), 

receiver operating characteristic (ROC) curve analysis, accuracy, recall, among others. 

These metrics provide a comprehensive assessment of the model's ability to classify 

images accurately. Additionally, the model undergoes further testing where it is 

presented with images labeled as real or fake, and its ability to predict the likelihood 

of an image being real or fake is examined. This testing involves analyzing the model's 

output probabilities, providing insights into its confidence levels and decision-making 

processes. By assessing the model's performance across multiple parameters and 

conducting real-world testing scenarios, a thorough evaluation of its capabilities in 

image classification and authenticity detection is achieved. 

The model is trained for 4 EPOCHS ,however the performance and effectiveness for 

the model good, mainly because of transfer learning and a new innovative architecture 

of the Vision Transformer (ViT). The used transfer learning is undertaken such that, 

baselined with pre-training on massive datasets of the ImageNet kind, the ViT model 

employs the associated knowledge as the first bootstrapping step over the 

OpenForensics dataset. Help it learn well and generalize to complex patterns and 

features with a lesser number of epochs. Other than this, the intrinsic features of the 

ViT for extracting global context and its dependencies over long-range help in the 

outstanding performance of the model. 

Epoch Training Loss Validation Loss Accuracy 

1 0.060300 0.023107 0.992726 

2 0.049700 0.023382 0.992713 

3 0.060300 0.023107 0.992726 

4 0.049700 0.023382 0.992713 

 

Table 1 : Accuracy in Epochs 
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Below is the classification report for the model 

 

Fig 5.1 : Classification Report 

Vision Transformer, over the Deepfake dataset. It obtained a precision of 0.9920 for 

the class "Real" and 0.9927 for the class "Fake," proving how accurately it determines 

the correct instances of both classes of interest. The recall scores were relatively 

balanced, at 0.9927 for class "Real" and 0.9920 for class "Fake." Hence, "the model 

generalizes well with virtually all real instances of both classes." The sound quality for 

F1 of both classes, at 0.9923, represents a delicate balance between precision and recall 

in the model setup.  It means that the model's performance is high, amounting to 0.9923 

in general measurements, thereby distinguishing between the real and fake states of 

the data. Such macro average and weighted average metrics give 0.9923, indicating 

the fact of relative equality in the performance of the model for all classes despite their 

support levels. Such a result provides a high reliability and robustness of the ViT 

model in solving this task of deepfake detection within these datasets. 

Fig 5.2 : Confusion Matrix 

The confusion matrix shows that the ViT model accurately classifies the majority of 

real and fake instances, with 37802 true positives for real and 37776 for fake, and very 

few misclassifications: 278 real instances as fake and 305 fake instances as real. This 
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indicates high precision and recall, confirming the model's robustness in detecting 

deepfakes. 
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 
 

Since the accuracy of the ViT model is very high and stands at 99.23%, the 

effectiveness of ViT for deepfake detection is highly considered. The model has a very 

high precision, recall, and F1-score concerning both classes, real and fake, 

respectively, which proves its strength and reliability in the detection of deepfakes. 

This is further confirmed by the confusion matrix, with very minimal 

misclassifications. 

For future work, it would be beneficial to undertake several initiatives to further 

enhance the effectiveness and robustness of the ViT model in deepfake detection: 

1. Test the ViT model on larger and more diverse datasets: Evaluating the 

model on a broader range of datasets with varying types of deepfakes will help 

ensure its generalizability. This involves using datasets that include different 

manipulation techniques, varying quality, and diverse content to verify that the 

model performs consistently well across all scenarios. This step is crucial to 

confirm that the model is not overfitting to a specific dataset and can adapt to 

new, unseen data effectively. 

2. Investigate the model's performance in real-time deepfake detection 

scenarios: Implementing the ViT model in real-time applications is critical for 

practical use cases, such as live video streams or social media monitoring. This 

involves optimizing the model for speed and efficiency so it can process data 

quickly without significant delays, ensuring that deepfakes are detected and 

flagged immediately as they appear. 

3. Explore the integration of ViT with other models or techniques: 

Combining the ViT model with other approaches, such as traditional machine 

learning algorithms, convolutional neural networks (CNNs), or anomaly 

detection methods, can enhance its robustness. This hybrid approach can help 

in identifying deepfakes more accurately and can be particularly useful in 
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defending against adversarial attacks designed to deceive the detector by 

introducing subtle manipulations that might bypass a single model. 

4. Conduct a comparative study with other state-of-the-art models: 

Performing a thorough comparison with other leading deepfake detection 

models will help identify the strengths and weaknesses of the ViT model. This 

study can highlight areas where ViT excels and where it needs improvement, 

guiding future development efforts. Benchmarking against a variety of models 

can provide a comprehensive understanding of the current state of deepfake 

detection technologies. 

5. Develop methods to explain the model's decisions: Enhancing the 

transparency of the model's decision-making process is essential for building 

trust and understanding. This involves creating techniques to provide clear, 

interpretable explanations for why the model classified a particular video as 

real or fake. Such methods might include visualizing which parts of the video 

were most influential in the model's decision, or using explainable AI 

frameworks to break down the model's internal workings. Transparency is 

particularly important for gaining user confidence and ensuring that the 

model's predictions can be trusted and verified. 

These initiatives will help ensure that the ViT model remains at the forefront of 

deepfake detection technology, offering reliable, efficient, and explainable 

performance in diverse and practical applications. 
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