ENHANCING TRAFFIC FLOW AND
SAFETY IN INTELLIGENT
TRANSPORTATION SYSTEMS USING
MACHINE LEARNING

Thesis Submitted
In Partial Fulfilment of the Requirements for the
Degree of

MASTER OF TECHNOLOGY

1mn
Data Science
by
Prabhat Ranjan
(2K22/DSC/10)

Under the Supervision of

Dr. Abhilasha Sharma
(Asst. Professor, SE, DTU)

r“_\\_%?" o i’ RN WA
*\DeLTECH %
AN =S

To the
Department of Software Engineering

DELHI TECHNOLOGICAL UNIVERSITY

(Formerly Delhi College of Engineering)
Shahbad Daulatpur, Main Bawana Road, Delhi-110042, India

May, 2024



DELHI TECHNOLOGICAL UNIVERSITY

(Formerly Delhi College of Engineering) s
Shahbad Daulatpur, Main Bawana Road, Delhi

3 A}
R
3 DE.L*&C.H, ¥

CANDIDATE’S DECLARATION

I Prabhat Ranjan hereby certify that the work which is being pr esented in the thesis
entitled Enhancing Traffic flow and safety in Intelligent Transportation Systems using
Machine learning in partial fulfilment of the requirements for the award of the Degree
of Master of Technology in Data Science, submitted in the Department of Software
Engineering, Delhi Technological University is an authentic record of my own work
carried out during the period from August 2022 to May 2024 under the supervision of
Dr. Abhilasha Sharma.

The matter presented in the thesis has not been submitted by me for the award of any

other degree of this or any other Institute.

o~
04

Candidate's Signature

This is to certify that the student has incorporated all the corrections suggested by
examiners in the thesis and the statement made by the candidate is correct to the best

of our knowledge.
WW

Signature of Supervisor (s)



DELHI TECHNOLOGICAL UNIVERSITY
(Formerly Delhi College of Engineering)

Shahbad Daulatpur, Main Bawana Road, Delhi-42

Certified that Prabhat Ranjan (2K22/DSC/10) has carried out their research work
presented in this thesis entitled “Enhancing Traffic flow and safety in
Intelligent Transportation Systems using Machine learning” for the award of
Master of Technology from Department of Software Engineering, Delhi
Technological University, Delhi, under my supervision. The thesis embodies
results of original work, and studies are carried out by the student himself and the

contents of the thesis do not form the basis for the award of any other degree to

fii

the candidate or to anybody else from this or any other University/Institution. v/(

M\ WW
Place: Delhi Dr. Abhilasha Sharma

Date: 9 5 l 05J 2—02”1 Asst. Professor
Dept. of Software Engineering, DTU



Enhancing Traffic Flow and Safety in Intelligent Transportation
Systems Using Machine Learning

Prabhat Ranjan

ABSTRACT

The increasing complexity and volume of urban traffic demand innovative solutions
to enhance flow and safety, which are critical to the functionality and sustainability of
modern cities. This thesis explores the integration of machine learning (ML) into
Intelligent Transportation Systems (ITS) to address these challenges, presenting a
multifaceted approach to improve decision-making processes within traffic
management systems. By leveraging advanced machine learning models, this research
aims to transform traditional ITS into dynamic systems capable of predictive and real-
time responses to traffic conditions.

The research is structured around the development and implementation of four
machine learning models, each designed to target specific aspects of traffic
management. The first model utilizes Support Vector Regression (SVR) for traffic
prediction, focusing on accurately forecasting traffic volumes and patterns to
preemptively manage congestion and optimize traffic flow. The second and third
models enhance the detection capabilities of ITS; an ensemble of YOLO-NAS and
Mask R-CNN is developed for precise traffic light detection, and a combination of
YOLOVS8 and Detectron2 is employed for robust traffic sign detection. These models
ensure accurate and reliable recognition of traffic controls, which is crucial for the
safety and efficiency of both manual and autonomous vehicular navigation. The fourth
model integrates Feedforward Neural Networks (FNN) with Long Short-Term
Memory (LSTM) networks to predict traffic accidents, aiming to significantly reduce
their likelihood by identifying potential risk factors and accident hotspots in real-time.

Each model undergoes a rigorous process of data acquisition, preprocessing, and
evaluation, ensuring the robustness and reliability of their predictions. The models are
trained on extensive datasets that include a variety of traffic scenarios, from which
they learn to discern complex patterns and anomalies. The ensemble approaches, in
particular, demonstrate superior performance in terms of accuracy and reliability,
outperforming standard single-model systems in detecting and responding to traffic
conditions.

The outcomes of this research demonstrate a substantial improvement in traffic
flow and safety, showing the potential to notably reduce congestion and accidents in
simulated environments. These enhancements are pivotal for the advancement of
smarter, more responsive transportation systems, which are essential for improving the
efficiency and safety of urban mobility. These improvements are critical for the
development of smarter, more responsive transportation systems, which not only



enhance commuter safety but also contribute to the overall sustainability of urban
environments by reducing emissions and improving the efficiency of road networks.

In conclusion, this thesis provides a comprehensive demonstration of how machine
learning can be effectively integrated into ITS to address the challenges of modern
traffic management. The successful implementation of these models showcases the
potential of ML to revolutionize ITS by making them more adaptive, predictive, and
efficient. Future work will focus on scaling these solutions to different urban settings,
enhancing real-time data processing capabilities, and exploring the integration of
additional ML models to further refine the responsiveness and accuracy of ITS. This
research underscores the transformative potential of machine learning in fostering
safer, more efficient urban transportation landscapes.
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CHAPTER 1

INTRODUCTION

1.1 Brief Overview

The purpose of the Intelligent Transportation System development is to take
further steps in facing the growing challenges relating to urban mobility, traffic
congestion, and road safety. Development of intelligent machine learning technologies
in the field of traffic control and road safety goes beyond the boundaries of innovation
in this area [1]. This paper takes into consideration the application of advanced
machine learning models for the optimization of the flows of movement and road
safety in urban transportation networks, which can make them smarter and more
effective.

Moreover, there are so many areas for optimization that the intersection of
transport and technology reveals. Classic traffic management and accident prevention
schemes are overwhelmed by the demands enforced by modern infrastructure and the
increases in population [2]. In this sense, dynamic and adaptive solutions are needed—
those that can fully benefit from real-time data not only while making a direct decision
but also over long-term traffic planning [3].

This research integrates and tests a wide variety of machine learning techniques in
ITS to help combat difficult situations, particularly in the congestion modes, accident
prediction, traffic sign recognition, and traffic light detection. In this context, this
thesis tries to explain how machine learning can greatly outdo normal traffic
management systems using models such as supported vector regression or SVR,
LSTM systems, and very sophisticated ensemble approaches that integrate YOLOvVS8
and Detectron2.

This dissertation will detail how running such models over different datasets and
real-life conditions is carried out. It gives a full-fledged analysis of which model is
applicable in traffic flow and safety improvement. Individual models were selected
because of handling a large amount of information and learning complex pattern
recognition. Moreover, perturbations have to be taken into account with accurate
model predictions.

So, in this respect, systematic analysis of such machine learning techniques will be
pursued to outline practical applications of these technologies in ITS and hereby point
out how it can mark an impact on the overall sustainability and safety within urban



transportation. For that, creating a basis for further research and in principle providing
how intelligent systems could be designed and implemented is found so that it manages
to deal with any traffic-related problems ensuring that urban environments are
safeguarded effectively and efficiently [4].

In a nutshell, the thesis aims to make important contributions to the state of the art
in the field of intelligent transportation systems by showing the effectiveness of
machine learning techniques in tackling some of the most critical problems that face
traffic control and road safety nowadays [5]. This has been actualized by putting it at
the very front line of advances in technology for transport.
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Fig. 1.1 Intelligent transportation system [6]

1.2 Motivation

This thesis comes as a result of the dire need for better traffic management and
safety concerns in fast-growing urban centers. With continuous expansion of
urbanized cities, traffic jam has become yet another growing concern, as well as road
accidents, which are still a great challenge to economic effectiveness and public
security [7]. ITS, meanwhile, point toward a critical next advance in addressing these
issues, but conventional methods of ITS implementation have emerged as inherently
incapable of dealing with the complexity and dynamism of contemporary urban traffic
[8]. This is what drives the current thesis: machine learning holds the potential to
revolutionize such systems, providing solutions that are subsequently more adaptive,
efficient, and safe.



The conventional traffic management systems, too often unable to handle
variability and unpredictability in the contemporary traffic flow yield, have been
further exposed with increased traffic volumes globally [9]. Classic systems are
deficient in predicting and solving traffic issues proactively because of the inability to
analyze large chunk data from multichannel sources in real time [10]. In this context,
new approaches must be urgently sought for handling and meeting the demands
imposed by modern traffic systems.

Machine learning, on the other hand, is likely to bear a promising solution to the
mentioned challenges through its learning on big data and improvement of accuracy
with time. For this reason, since conditions keep changing, machine learning is fit for
application on intelligent transportation systems [11]. This research will provide a
platform for machine learning models in the analysis of patterns for the flow of traffic,
prediction of possible congestion and accidents while in the act, and, in turn, relay
actions that should be taken in real time to both traffic controllers and autonomous
vehicles [12]. Incorporation of such technologies into ITS has the potential to
dramatically reduce congestion and improve road safety levels, provide better flow of
traffic, and decrease adverse environmental impacts due to lower emissions.

More so, machine learning in ITS is in line with what is happening throughout
the world whereby smart cities are being computerized to use data and technologies to
optimize municipal operations to enable economic development [13]. While
improvements in the capabilities of ITS with machine learning support that vision, it
directly translates into creating safer, more efficient urban environments [14]. This
thesis will aim to research and evaluate the use of multiple machine learning models
with respect to ITS. Hence, it contributes to the broader domain associated with
infrastructure management and urban planning.

This research will, however, be limited to the above-identified areas in an
attempt to demonstrate practical benefits of machine learning toward improvement in
the level of capacity and associated security of transportation networks. This project
ultimately aims to understand profoundly how such technologies could best be used
within intelligent transport systems to overcome existing limitations and future
challenges, thus rendering transportation systems more resilient and responsive.

1.3 Problem Formulation

The rapid proliferation of vehicles and massive urban expansions bring with
them unprecedented traffic management challenges. Such traffic challenges become
more complex, given that most of the traditional ITS have been found not to measure
up to the dynamic character of urban traffic flows. Day by day, traditional strategies
in traffic management for such a dynamic, fast-growing city result in huge economic
losses, environmental damages, and perils to public safety [15]. Machine learning



integrated with ITS encompasses great opportunities but also raises some not trivial
challenges:

Detection and Prediction: Keystones in effective traffic management are the
accurate detection and prediction of the traffic conditions. These systems already built
inadequately perform under conditions that are changeable operationally, such as the
various scenarios of weather, different lighting conditions, and erratic traffic behavior
owing to roadwork or traffic accidents [16]. Hence, models which can assure high
levels of accuracy and reliability at real time under all these conditions are in critical
need and are the hardest to support.

Real-time Processing Capabilities: There is a lot of data that ITS has to deal with
in real time from many sources, including cameras, sensors, and GPS devices. Of
course, huge amounts of data have to be analyzed quickly so that traffic management
decisions can be made in an instant [17]. Even the most contemporary systems do not
have computational efficiencies such that silky processing occurs without any delay at
these scales of data, making most traffic control measures suboptimal, which could
further increase congestion and accidents.

Integration to Complex System: The integration of advanced ML models in
existing ITS infrastructures triggers enormous integration challenges. Mainly, it is
concerned with compatibility with the existing hardware and software, system
stability, and the scalability of the ML solution over other urban settings. Every urban
area normally experiences relatively different traffic patterns and involves different
infrastructural constraints arising; hence, the need for customizable but scalable ML
driven solutions.

Proactive Safety Measures: Conventional ITS systems are mostly responsive to
the conditions at that time and do not predict. There is a need for proactive systems
capable of predicting and preventing potential hazards prior to incidents more than
ever before [18]. A huge challenge is the development of predictive models that can
interpret real-time data effectively and predict dangerous conditions recommending
real-time preventive measures.

This is apart from being an answer to dynamic adaptability and continuous
learning, where the change occurrences within urban traffic are not static but
dynamically changing with urban development, changes in population density, and
shifts in transportation policies [19]. Such ITS systems, therefore, should be adaptive
to these events of change while continuously learning from new data to improve
predictive accuracies. This will require that ML algorithms be designed in a very
adaptive way such that they update themselves as and when new data comes in without
frequent reprogramming or human intervention.

Data Privacy and Security: ML in ITS covers the collection, processing, and
subsequent storage of significant data, which some may be confidential [20]. This
warrants assurance that privacy and data security are held and, therefore, not breached.
Further, systems should also serve as imperviousness against data manipulation and



cyber-attacks in order to avoid a risk to safety that could ensue from traffic
management decisions.

In other words, the above challenges describe the apparent complexity in
integrating ML into ITS, which further suggests that there will be sophisticated solving
proposals. For this purpose, these challenges shall be critically scrutinized so that new
ML techniques that can be brought up that increase functionality and efficiency of ITS,
hence improving traffic flow and safety in urban areas.

1.4 Thesis Objectives

The dissertation delves into the rigorous implementation of Machine Learning
Technologies in an Intelligent Transportation System, in the pursuit of effective urban
traffic management and road safety. The research will be carried out to spell out
complexities related to modern traffic systems and challenges that are related to a
number of distinct but interconnected objectives:

1. Develop and Validate Advanced ML Models for Traffic Monitoring:
Develop deep machine learning strategies for identifying and predicting traffic
metrics such as flow, congestion, and pedestrians moving about with high fidelity
in a variety of urban conditions [21]. Develop ways to ensure resiliency of those
models against environmental variabilities that could give consistent performance
regardless of discrepancies in both weather and lighting [24].

2. Enhance Efficiency of Real-Time Traffic Data Analysis:
Research, develop, and optimize computational methods for real-time handling of
huge datasets emanating from the various traffic sensors and cameras to allow a
quick response in traffic management [22]. Exhibit the capability of such methods
to facilitate effective dynamic control of traffic—hence resulting in the elimination
of congestion bottlenecks and smooth movements.

3. Seamless Integration of ML Algorithms with Existing ITS Frameworks:
Make a modular integration strategy that will allow new ML designs to be put into
the operational traffic management systems without ruining their operational
integrity. Tailor this strategy in such a way that it promotes flexible application
across urban layouts and varying styles, so that it can be applicable in many city
infrastructures.

4. Pioneer Proactive Traffic Safety Mechanisms:
Develop predictive models in forecasting the potential for a traffic accident before
it ever occurs. Make use of such pre-emptive prediction models that would
estimate the effects the models could have in reducing incidents related to traffic
and increasing safety for urban users on roadways.

5. Implement Adaptive ML Systems for Evolving Urban Traffic:
Develop ML systems capable of autonomously adapting to changes in traffic
patterns and urban growth through self-learning relative to data inputs to the



system [23]. These must be proved to be continuously workable and improvable
for predictive accuracy as algorithms update their learning.

6. Guarantee Data Security and Privacy in Traffic Management Operations:
Developing stringent data handling procedures within ML-based ITS for assuring
user privacy and data integrity. Develop in-built defense mechanisms within the
system to defend against cyber incursion and assure that traffic management
operations can be trusted.

7. Evaluate Socioeconomic Benefits of Enhanced ITS:

Analytically review the minimization in the typical urban traffic problems of
congestion and pollution that are brought on by ML-enhanced ITS and test the
direct environmental and economic advantages [25]. Analyze quantitatively the
reduction in costs incurred from traffic management and improvements in energy
efficiency derived from these advanced systems.

8. Formulate Policy Guidelines Based on Empirical Findings:

Synthesize research outcomes into actionable policy recommendations that may
help urban planners and decision-makers in adopting and scaling up machine
learning-based intelligent transport systems. Identify how possible future research
would be able to further calibrate the integration of machine learning in traffic
management and through that enhance the benefits worldwide.

These objectives are well aligned to address how the application of machine learning
techniques directly can be used to improve the functionality and reliability of traffic
management systems, thus making urban environments safe and efficient.

1.5 Working

This work will now discuss the integration of machine learning with advanced
features of models to effect improvements using ITS in traffic flow and safety. The
present paper makes use of many model capabilities in recognizing patterns and
predictive analytics, including Support Vector Regression, long-short-term memory
(LSTM), among others. It starts by collecting big data from varied sources, including
traffic cameras and sensors, satellite images, and real-time and historical traffic data
[26]. Thereafter, the data is cleaned before being fed into the model.

After the data preparatory process, this is followed by enforcement of machine
learning algorithms. These models are trained for detecting patterns and prediction of
potential traffic disturbances within them, which is validated against subsets of the
prepared data for improvement in accuracy and reliability. Real-life applicability of
these models is tested in controlled environments or pilot programs before it enables
assessment and modification by important performance indicators such as F1 scores,
accuracy, sensitivity, and specificity.



Finally, the validated models are integrated into the existing ITS infrastructures

in order to empower them to make better, more real-time decisions. The developed
models in this study will be integrated for adaptive traffic light control and dynamic
routing functions so as to promptly respond to accidents [27]. This, therefore, proves
that machine learning can bring a lot of changes to improve the quality of ITS by
making traffic management systems really adaptive and efficient in dealing with all
types of traffic congestions. In line with the overall aims of creating smarter and safer
urban transport systems, such intelligent systems can help to predict traffic conditions
and respond dynamically in a manner that serves to decrease congestion and improve
road safety.

1.6 Thesis Qutline

The Introduction of the thesis sets the scene by summarising the implementation
of artificial intelligence in Intelligent Transportation Systems (ITS). It explores
the motivation behind adopting advanced machine learning techniques to tackle
issues related to traffic flow and safety. The introduction further discusses the
operational integration of these technologies within ITS, the specific traffic-
related problems they aim to solve, and outlines the objectives of the thesis. This
section prepares the reader for a deeper exploration of the topic by establishing
the framework and relevance of the research.

Following the introduction, the Literature Review section delves into previous
research in the field, examining past work on ITS and the role of machine learning.
This review highlights key studies, identifies gaps in the existing methodologies,
and justifies the research approach taken in this thesis, linking past insights with
the current research focus.

The Methodology section describes the datasets utilized for training and
validating the models, the software and libraries employed, and the specific
machine learning techniques and models developed for this thesis. This part is
crucial as it details the experimental setup and the scientific methods used to
investigate the research questions.

The machine learning models to be used for the research are to be discussed
thoroughly in the Model Discussion part of the thesis. The underpinning theories
and configuration have been much discussed for a clear understanding of the
rationale of selecting every model and how they contribute to solving the
identified traffic problems.

Results and Discussion: This section elaborates on the presented and analyzed
outcomes produced by a machine learning model. It gives detailed metrics, such
as accuracy, precision, recall, or other relevance measures, and discusses what the
results may infer relative to the effectiveness by which models improved ITS.
The section Conclusion, Future Work, and Social Impact in this chapter wraps up
by applying synthesis of findings, re-mentioning contributions to ITS and machine
learning, and laying down roads for future research. An excursus into the more
general social consequences of the application of advanced machine learning
technologies in ITS systems is made in the concluding section.



This structured approach would ensure a comprehensive presentation of integrating
machine learning into ITS, handling the complete journey from conceptualization to
practical implications of its operation and, at the same time, would aim at providing
invaluable insights in order to enhance traffic systems with state-of-the-art
technologies.



CHAPTER 2

LITERATURE REVIEW

This chapter reviews the literature on algorithms applied in machine learning
and automated transportation systems. So as to identify with ease what the most
important studies and breakthroughs are, it critically reflects on those that have built
current practices through references to a range of developed models that use machine
learning techniques to make sure that growth exists in safety and flow through traffic.
This section serves not only to illustrate the methodologies and findings from seminal
works but goes further to discuss how effective such approaches are and their
limitations. An analysis of these contributions in the survey shows shortcomings in the
present state of the ITS research, especially when it comes to interoperability of the
systems and real-time processing capabilities. Specifically, their weak integration and
real-time processing set a stage for the thesis to propose novel approaches that strive
to bridge these gaps and push boundaries in what machine learning can achieve in this
realm of ITS.

Kuok et al. (2021) studied the effectiveness of the integrated WEMDI system by
comparing the performance of this system with that of the model of Google Maps and
other conventional re-routing systems using the PEMS4 dataset. The experiment result
came out to prove that with the WEMDI system over traditional re-routing systems,
the traffic management factors have greatly improved, increasing from 38% to 44%.
Moreover, with the prevalence of about 50% missing data, a system performance
increase of 19.39% was also uncovered, proving the fact that the WEMDI system
possibly robust under adverse conditions. This means that the WEMDI technology will
become a very valuable resource in the traffic control domain for the simple fact of its
high impact beyond current methodologies in efficiently handling incomplete data sets
for the optimization of the flow of traffic [28].

Cong and Pei et al. (2021) have also shown that SVM methods are far better for traffic
forecasting than SVR. The former brought the error rates down to 0.7898 and a mean-
squared error of 0.6519 with PEMSS8, while the previous approach does much less.
These results suggest that SVMs are more accurate and effective, so it is a useful
method for traffic management systems [29].

Chen et al. (2020) They conducted a study with the YOLOv3 model on the UCAS-
Avenue dataset and found it to be working well in predicting the flow of traffic. In
their results, it worked beautifully as it takes information from edge gadgets at around
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37.9 pictures per second while maintaining a level of accuracy of 92%. The results
indicate that YOLOv3 can give a combination of both points—at one-point, low
latency and high precision—in real time traffic analysis, thereby suiting the design
type for edge-based real time traffic monitoring systems [30].

Wang et al. (2020) Prediction superiority of the Rear-end Collision Prediction Model
in rear-end crashes over other methods, based on outcome-based descriptions, with
those based on Berkeley, Honda, and multi-layer perceptron neural network
techniques. The RCPM presents potential to enhance crash prediction systems by
providing rear-end collisions with more reliable and effective forecasting [31].

Zhou et al. (2020) Finally, the effectiveness of VGRAN was reported over the dataset
PEMS4, where besides incorporating deterministic spatiotemporal modeling and
reducing the uncertainty of vector node representation, the model inherently provides
a boost to the performance of the sensor network-based traffic forecasting system, thus
allowing the model to make better predictions for the dynamic time-varying property
of sensors and rather complicated topological structures of the sensor networks. Thus,
it is easy to infer that the VGRAN model stands a good potential of leading to the
development of a system for forecasting traffic into one which is more effective and
accurate [32].

Neetesh et al. (2020) analysed the performance of the Dynamic Intelligent Traffic
Light Control System with the dataset PEMS4 in terms of its effectiveness and
efficiency over fuzzy neural networks and priority-based methods. The outcomes of
the research study established that the DITLCS method outperforms classical methods
in traffic management and also enhances the efficiency of traffic control systems. This
in effect implies that DITLCS can take the performance and design of traffic
management systems to levels that are really responsive and effective [33].

Shengnan Guo et al. (2019) focused on the capabilities of an attention-based spatial-
temporal graph convolutional network and its two graphs in the datasets PEMS04 and
PEMSO08. They showed that the proposed ASTGCN can achieve better performance
in traffic prediction than state-of-the-arts recently appearing with lots of diverse
performance metrics. The general improvement can be attributed to better capturing
of spatial and temporal relations in the ASTGCN traffic data due to the improved
structure of the convolutional graph network. The outcome indicated that ASTGCN
provides a better alternative for traffic forecasting compared with traditional deep
learning models and is more precise and credible [34].

Li et al. (2019) using an in-depth research method based on the PEMSS dataset, the
performance of various models was established: Artificial Neural Networks, Support
Vector Machines, Regression Trees, and K-Nearest Neighbors. Their findings show
that these methods improve prediction accuracy when applied to data both from
upstream and downstream traffic rather than data only from the segment under
consideration. The above stresses the need to construct more holistic traffic forecast
systems to acquire more contextual views. The research shows that full traffic-flow
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context can highly enhance the effectiveness of models for prediction construction,
providing ground for highest measures of both accuracy and reliability to be applicable
in predictions for the sake of decision-making in traffic management [35].

Ferdowsi et al. (2019) applied a cocktail of deep learning models, such as LSTM,
RBM, RNN, and CNN, to improve the architectural framework of the Traffic
Information Systems through edge analytics, wherein the focus of their study revolved
around the implementation of these advanced models in an appropriate edge
computing framework designed for the safe and secure traffic information process,
respectively, in relation to their work involving the PEMSS dataset. The combination
from these edge analytics with those deep-learning techniques substantially improved
the safety and trustworthiness of the TIS. That is to say, such combinations are shown
to speed up the data processing, focusing not only on overall system performance but
also on its safety. This appears to be an extremely encouraging way of developing
traffic management systems in terms of practical realization, emphasizing that the local
computing carried out by deep learning is supposed to serve for better performance
and greater security [36].

A. Ashwini et al. (2023) used Binarization Search Algorithm to check its utility on
images, mainly camera pictures. It was measured through a Peak Signal-to-Noise
Ratio, in which the algorithm produced a good score for its quality at 24.04 PSNR.
Such a result shows the ability of the algorithm to improve image quality inside
applications where clear image binarization is necessary. The increase in PSNR
indicates a significant improvement in the clarity and quality of images, therefore
suggesting that this algorithm might be really useful for environments that require very
precise analysis and processing of images [37].

Ravilla Subramanyam Prashanth et al. (2023) also applied the use of Convolutional
Neural Networks (CNNs) while conducting research regarding the analysis of images
from a Kaggle dataset, and in the subsequent testing, they realized a great accuracy of
96.5%. This demonstrates the powerfully capable application of CNN for handling
complex tasks of image recognition, tested over and over again for its effectiveness in
meaningful pattern and feature extraction from vast data. This level of extraordinary
accuracy suggests that CNNs constitute very promising tools for most applications
requiring precise image recognition, from medical diagnostics to Intelligent
Transportation automated systems [38].

Chen et al. (2021) used YOLOVS to analyze excellent object detection performance
on the GTSRB, VeRi-776, and TuSimple datasets, with mAP at an IoU threshold of
0.5 for all classes, equaling 97.70%. This high mAP score combined with evaluations
on metrics like the F1 score will establish that YOLOVS is effectively accurate for the
detection, localization, and classification of a wide array of objects across different
datasets. Further, the results highlight the robustness that this model exhibits through
various real-world scenarios, thus making it very powerful for application wherein
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high precisions in object detections are required, i.e., within autonomous driving and
traffic management systems [39].

Zhao et al. (2020) in the year 2020, Measuring 99.2% accuracy stated through the
application of Convolutional Neural Networks for their findings, relating to the
German Traffic Sign Recognition Benchmark. This, therefore, proves CNN to be very
useful in accurately detecting and classifying the various traffic signs, which greatly
help in developing ADAS and autonomous vehicle systems. This high accuracy
validated the potential of CNNs to deal with complex visual tasks and pointed to their
use in promoting road safety by recognizing traffic signs [40].

Chen et al. (2019) In fact, the YOLOvV3 model, the GTSRB, and TuSimple developed
datasets for running average precision, leading to measurements of 96.10%. Indeed, a
threshold is adopted, with mAP over 96.10% at an IoU of 0.5 for all the classes. This
level of performance clearly demonstrates how powerful YOLOV3 is in carrying out
object detection and classification tasks in CCTV streams, particularly those required
to have very high precisions across applications in recognition of various visual
features. The model is under analysis with the F1-score governed by the most optimal
capability of YOLOvV3 in handling the trade-off between precision and recall under
predictions. These results support again the idea that YOLOvV3 needs to be applied in
practice, especially when ensuring very high accuracy and reliability in object
detection for tasks such as autonomous driving systems or traffic monitoring
applications [41].

Ghesu et al. (2018) in implementations over the German Traffic Sign Recognition
Benchmark with a 95.8% accuracy rate for the model used. It confirms that, indeed,
YOLOV2 can have the ability to recognize and categorize the traffic signs with enough
accuracy, which is a very important function for autonomous vehicle systems or
ADAS. With the high accuracy rates, YOLOvV2 is going to empower itself as the
powerful real-time detector for traffic signs in order to make automation in driving
more secure, with a lot of traffic management [42].

Belaroussi et al. (2018) achieved object recognition for traffic signs through the
application of R-CNN on the German Traffic Sign Recognition Benchmark. In fact,
their findings with respect to this direction under consideration referred to an accuracy
rate of 97.2%, speaking for itself with respect to the value of R-CNN in general and
this domain (that is, image object detection). Such a model is expected to make a major
gain quite well in precise classification and detection of traffic signs, which are key
for any means of developing very responsive visual perception systems for self-driving
and traffic surveillance: highly reliable even under hard environmental conditions. The
new successes of R-CNN also suggest that it has broader potential to be used in the
enhancement of responsiveness and accuracy in operation of automated systems in
real-world environments [43].
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Gao et al. (2018) reported the precision rate that amounts to an accuracy of 97.6%.
This research demonstrates how the Faster R-CNN can be successfully used for real-
time, accurate detection and classification of traffic signs in order to support modern
automotive technologies serving either a fully autonomous vehicle or ADAS systems.
In this respect, the high accuracy rate achieved by Faster R-CNN in this study may
help very strongly underline its suitability for tasks demanding real-time precision in
object recognition and, most importantly, turning this algorithm into a viable tool for
robust solutions in traffic and vehicle automation [44].

Bai et al. (2017) had earlier researched the capability of Deep Multi-Task Learning
into the analysis of GTSRB, from which accuracy was realized at 97.5%. This
approach uses neural networks, which are capable of handling several learning tasks
at the same time, thus enhancing the model generalization effectively from task to task.
In the research, high accuracy was obtained, indicating how the attainment by multi-
task learning frameworks may perform on efficient recognition of complex
information, specifically detection and classification of traffic signs. Such enforcement
considerably helps in model robustness during the learning process and guarantees the
optimization of computational resources. Therefore, the best solution to advanced

traffic management systems that will be implementing autonomous driving is provided
[45].

Yousef Magdy Elbon et al. (2022) applied YOLO V4 to detect traffic lights in the
LISA Traffic Light dataset and were able to achieve an accuracy rate of 92.29%. The
work reported good performance by YOLO V4 for real scenarios in which detection
of traffic signals is important within the accurate and timely functioning of automatic
driving systems and intelligent transport systems. The high accuracy rate proves the
robustness of YOLO V4 under bright light, even with foul weather conditions, which
will certainly be a decent choice for enhancement in traffic management and road
safety improvement based on advanced machine learning technology [46].

Zakaria Ennahhal et al. (2019) applied the very latest technique for object
detection—R-FCN, Faster R-CNN, and SSD—over the LISA Traffic Light and Bosch
Small Traffic Light datasets. A case in point is the work by Zakaria Ennahhal et al.
(2019) where they have reported that Faster R-CNN performs a mAP of 76.37% on
the LISA dataset. This shows the performance of such much faster R-CNNs could be
in detecting traffic lights, giving an impression that it can handle difficult situations
effectively that could arise commonly in the urban traffic setting. It is evident that this
also further proves the applicability of Faster R-CNN in critical applications within
intelligent transport systems that require the precise detection of traffic lights,
stoplights, or traffic signs to support automatic vehicle guidance and for managing
traffic [47].

Morten B. Jensen et al. (2017) tested multiple V1, V2, and V3 YOLO models on
LISA Traffic Light and LARA Traffic Light test datasets. The most state-of-the-art
tested—that is, YOLO V3—has thrown a really good AUC of 90.49%. This proves
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that YOLO V3 can achieve better detection for traffic lights, a core function for
automation and safety of intelligent transportation systems. Conclusion: Conclusively,
since it was recorded within the fairly high AUC values of the range 89-94%, the
results would indicate that YOLOV3 is strong in the separation between finding a
traffic light and locating no traffic light under all kinds of challenging conditions in
real-world traffic and control driving applications [48].

Chenxi Lyu et al. (2023) discussed the capabilities of EfficientNet BO and
EfficientDet to make object detection, with a focus on the ability to test these models
on the LISA Traffic Light and German Traffic Sign Recognition Benchmark
(GTSRB). His study proves that this efficiency- and high-accuracy-oriented
EfficientDet brought up to 77.54% mAP. This is indeed a good indication that it was
pretty successful in the task of recognizing and classifying the traffic signal and sign,
which will be crucial for intelligent traffic systems. Most likely, it would have
proceeded to evaluate other measures like the F1 score and Log Average Miss Rate to
give a complete account of the detection reliability and precision of the model, thereby
the capability of EfficientDet in the improvement of real-time traffic monitoring and
control systems [49].

Emin Giiney et al. (2022) conducted an experiment on the GTSRB dataset using
YOLO V5 and reported an accuracy of 75%. The current project tests applicability for
traffic sign detection, which is a basic prerequisite for the implementation of
technologies in autonomous driving and traffic management systems. Besides this
basic evaluation, possibly, the research will underpin other key performance measures
set up, such as precision, recall, and mAP. More so, such metrics further help delineate
the model's capacity for correct classification of traffic signs, minimization of false
positives, and correct prediction of a wide range of sign types; hence, presenting a
nuanced perspective regarding YOLO V35 usability in real-world applications where
reliable and precise traffic sign recognition is crucial [50].

Zhenchao Ouyang et al. (2019) have found in their study that the lightweight versions
of the YOLO model, like YOLO3-tiny, hit 32.47% recalls when they compared their
performance to various models working on object detection, such as Faster R-CNN
and SSD, with YOLO3, whose datasets came from WPI, LARA, Bosch, and LISA
Traffic Light. It mirrors a model's capability to pinpoint relevant objects, for example,
traffic lights, in different environmental settings by the way in which datasets represent
these environments. The work also factored in the use of Intersection Over Union,
which was able to give an even clearer indication of how well the bounding boxes
predicted are made by the models. However, the relatively low recall rate of YOLOv3-
tiny suggests that it is challenging to capture all the relevant instances—an important
factor for the traffic light detection system to work reliably in ITS applications [51].

Shujia Yan et al. (2021) by employing K-Means clustering; their research focused on
the Berkeley DeepDrive Traffic Light dataset. This hybrid method allowed the
processing of the more subtle signal detection process, where K-Means helped in
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parting and clustering the traffic light instance before processing the same by YOLO
V5. Such a novelty in methodology ensured an increased mean average precision of
63.3%. This metric is averaged mAP, that is, it estimates in parallel the performance
of the model for traffic light detection in difficult urban driving scenarios. Object
detection tasks in such traffic environments with high population densities may,
therefore, offer very high potential to combine YOLO V5 and K-Means techniques in
developing safer and more efficient traffic management systems [52].

Xi Li et al. (2018) Some works make use of both the VIVA and LARA datasets to test
the performance with detection frameworks like SLD (structured learning detector)
and ACF (aggregate channel features) of Faster R-CNN. The tests showed quite
positive effects of detecting traffic lights on both LARA sets, achieving an Area Under
the Curve (AUC) of 71.50% in the VIV A dataset and 91.97% in the LARA dataset. It
is shown that the Faster R-CNN method is effective in complex visual environments
and is able to perform accurate detection of traffic lights. The strict AP and AUC
scores, especially on the LARA dataset, prove an excellent possibility for joint
methodologies like this one in improving the accuracy and reliability of automatic
traffic light detection systems, which are essential for intelligent transportation
systems [53].

Yi Yan et al. (2023) developed an improved authors' method, introducing the
integration of the SSD framework with robust backbones as: ResNet50 and VGG16 to
analyze the China Traffic Sign Data. They obtained their setting with results of 91.23%
in Average Precision and 93.26% in Average Recall. These are metrics used to
showcase the high system relevance in detection or recognition of traffic signs for a
model: mAP and mAR, respectively. The enhancement of backboning SSD with
ResNet50 and VGG16 increases the capacity for more complex and deeper feature
extraction from the image; hence, performance really gets uplifted on how objects are
detected. The results of this study point to the high effectiveness of this enhanced
model of SSD in service to intelligent transportation systems in which precise traffic
sign recognition is very useful for navigation and safety [54].

Peilin Liu (2023) focused on advanced traffic light detection using YOLO V5
upgraded with RepConv on both Bosch Traffic Light and S2LTD datasets. The
experiment showed that the technique in upgrading YOLO V5 by RepConv had a few
advanced capacities of detection, on average mAP of 73.5%, and in the S2LTD dataset
reached 94.3%. From these results, it can be concluded that integrating RepConv with
YOLO VS5 truly improves the treatment of models toward accurate detection of traffic
lights across many different scenarios. Specifically, the high mAP scores achieved in
all recognition tasks for the S2LTD dataset emphasize the potential that will be
experienced using this approach to develop a reliable detection system for deployment
in cities to manage and organize better traffic and urban life [55].

Zarei et al. (2023) considered the approaches for using a Conditional Generative
Adversarial Network in modeling frequency data in accidents, within a non-parametric
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empirical Bayes method. They conducted estimation of the new method in real
accident records and simulated data to give a thorough test of applicability. The
performances of the new CGAN-EB model were compared to the traditional NB-EB,
respectively, for model fitting, predictive performance, and network screening
effectiveness. All results show that CGAN-EB outperforms the traditional NB-EB for
parameter estimations of accident frequency models. This development suggests a
potential way of bigger impacts of CGAN-EB on traffic safety analyses since high-
risk areas are detected for the proper taking measures to mitigate those [56].

Amorim et al. (2023) developed a machine learning-based algorithm to analyze
factors regarding traffic accidents on Brazilian federal highways. This project
comprises a high number of variables, geographical data, meteorological conditions,
and means of road accidents; accordingly, it falls under supervised learning
algorithms. Good results for the neural network model compared with the other tested
algorithms: 83% accuracy, 83% F1, 84% precision, and 84% recall. This indicates that
the neural network will most likely be highly predictive in decisions and analyses of
the dynamics of car accidents, and that this probably will be the basis for improving
road safety efforts on federal highways [57].

Saravanarajan et al. (2023) discussed and proposed a new algorithm for vehicle
collision detection with the help of a regional-based detector, CNNSL, regional
proposal network, and feature extractor VGG 16 through transfer learning. The
CNNBL is a small-sized, convolution neural network serially arranged to make proper
identifications of correspondingly interesting regions of vehicular environments. The
experimental results presented here confirmed the superiority and excellence of the
developed VGG16-CNNSL combined model over the others, with an ADR robustly at
86.25%, maintaining a fair FAR of 33.00%. This further attests to the potential of such
a holistic approach to enhancing accuracy and reliability in systems for collision
detection and providing a marked tool for ensuring improvement in road safety [58].

Gutierrez-Osorio C. et al. (2022) developed a hybrid deep learning model for
predicting traffic accidents. The model combined Convolutional Neural Networks and
Gated Recurrent Units in its structure. Novelty in this model relies on the data
collection approach, regarding traditional open data sources and data from social
media. This way, a greater incidence of reports on situations that under 'mormal'
circumstances does not get caught in official statistics can be captured. The model
involves careful feature engineering and data quality assessment into the process of
embedding, which greatly enriches the whole information collected. The performance
of this hybrid DL model is rigorously compared with baseline algorithms and taken
together with outcomes documented by previous researchers in this field. Some of
these results presented give hope that the ensemble model will outperform not only
conventional baseline algorithms but also other deep learning models discussed in the
literature. As a result, the model's performance superiority implies its potential
application in supporting preventive planning by traffic control groups—most
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importantly in the highly accident-prone spots—such as busy intersections. Such
capability points towards a significant enhancement using machine learning for
making life better in terms of public safety and traffic management [59].

Comi et al. (2022) proposed a methodological approach that employs data mining
techniques in the context of traffic accident data within the Rome Municipality. More
specifically, they targeted the application of both descriptive and clustering analyses
to find important patterns and causative factors related to road accident occurrence.
An important part of the study dealt with the influence of different vehicle types and
road infrastructure conditions on the resulting severity of the accident. In this study, it
was found that data mining has very high potential not only in identifying accident-
prone areas but also in formulating some targeted strategies so as to reduce the rate of
accidents. The findings from the study by Comi et al. suggested that, in fact, data
mining enhances put in place measures concerning traffic safety and gives very
actionable advice during the process of urban planning and traffic management [60].

Zheng et al. (2020) researched the short-term behavior in traffic flows using a
sophisticated deep learning model for intelligent transportation systems. A model of
this nature combined bidirectional long short-term memory for the representation of
daily and weekly traffic patterns and an attention-based long short-term memory unit
for the encoding of spatial and short-term temporal information. They further
integrated the two modules and developed it into a complete system that had the
capability of improving traffic forecasts. The new proposed methodology showed
significant potential to increase the improvement of urban mobility and advance
intelligent transportation systems by offering more accurate predictions and better-
informed traffic management strategies [61].

Chen et al. (2021) utilized the Apriori method to uncover associations between
various variables contributing to traffic crashes. They further used several machines
learning algorithms like eXtreme Gradient Boosting (XGBoost), Classification and
Regression Trees (CART), and Support Vector Machines (SVM) in the classification
of crash severity. The Shapley Additive Explanations (SHAP) were further used to
determine the relative importance of every variable. It is to be noted that 75% recall is
achieved at the highest level of the recall rate with XGBoost, whereas G-mean is at
678.29%. Integrating Apriori and XGBoost into the analysis of a study concerning the
crash severity brought forth all known characteristics and interactions, so this is
invaluable information for traffic safety improvement [62].

Choi et al. (2021) came up with a system for car crash detection using the combination
of Gated Recurrent Units with Convolutional Neural Networks. The inputs for this
system are the data from the dashboard camera in the form of audio and video, which
are classified using multiple classifiers. In checking system efficiency, individual
classifiers were tested with either audio or video data. The results indicated that the
combined GRU-CNN model outperformed a single classifier run on YouTube footage
of head-on car crashes, indicating that it will apply complementary strengths to audio
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and video data for improved accuracy and reliability in car crash detection systems
[63].

Rahman et al. (2019) accident prediction models on a macro level. In our study, we
are focusing on the prediction of accidents in bicycle and pedestrian categories. The
authors used various machine learning approaches, and gradient boosting emerged as
one of the most optimal ensemble techniques that showed up over the experiments. In
general, all strategies exceeding the Decision Tree Regression model will be better,
but Gradient Boosting turned out to be more accurate and predictive. This indicates
that ensemble methods, especially gradient boosting, are highly advantageous for the
prediction of macro-level crashes and would provide well-informed safety measures
and urban planning [64].
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CHAPTER 3

METHODOLOGY

Thus, developing artificial intelligence application in the ITS framework can
bring the correct management of traffic loads and safety. It is, therefore, effective in
presenting data acquisition procedures and preparation in the chapter relating to
datasets sourced from national traffic databases to local traffic management systems.
It shall, therefore, emphasize upon the need for effective data quality and consistency
for realizing applications of ML effectively. It will then present the selection and use
of appropriate ML algorithms that will be used to help in solving some specific
identified constraints with the existing ITS, such as sign recognition and prediction of
accidents, accompanied by a justification of each of the proposed solutions with
respect to factors like computational cost and prediction accuracy, among others [65].
Then, this thesis will try to explain the strategy for where the models need training
through discussion about different methodologies employed in experimentation, such
as cross-validation, which is applied during parameter optimization and overfitting
avoidance. For this, different data clusters and virtual reality sets would be applied on
the models during development so constant testing and validation, strictly, ensures its
effectiveness and reliability in practice. Therefore, performance will be tested against
specified metrics—such as specificity, accuracy, sensitivity, Fl-score, and
reactivity—in real time, thereby testing the functionality and effect of each model in
the traffic systems. This section will conclude with the iterative refinement of the
models through active usage of feedback from initial deployments to make them better
adaptive and useful for changing urban traffic conditions. Hence, it sets the
methodological ground for achieving the goals set forth in this thesis for advanced ML
solutions toward making ITS better.

3.1 Datasets

3.1.1 PeMSD4 Dataset
1. Source and Scope: The PeMSD4 dataset is part of the California Department of
Transportation's broader Caltrans Performance Measurement System. It is
specifically called District 4, and it covers mainly the freeway system around the
San Francisco Bay Area.
2. Data Composition: The data for this study consist of high-resolution traffic data
collected through over 700 sensors embedded in the freeway network. The
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sensors collect traffic metrics, including vehicle counts, occupancy, and speeds
in 5-minute intervals.

Data Characteristics: One main feature of the PeMSD4 dataset is that it fully
captures varying traffic scenarios such as peak hours, the midday lull, and late-
night times during weekdays and weekends. This dataset offers an enriched
source of real-time traffic data that paints a vivid image regarding dynamics
associated with urban traffic in one of the most congested regions in the United
States.

Use in Research: This dataset is one of the several key datasets supporting the
development of models for traffic prediction within the ITS field. Such temporal
and spatial data is used by machine learning models to predict traffic flow
patterns, pinpoint potential bottlenecks, and suggest optimal strategies for traffic
management. The granularity of the data allows for fine-grained analysis and
modeling of traffic behaviors under various conditions.
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Fig. 3.1 Sample of PeMSD4 dataset [66]

3.1.2 PeMSDS8 Dataset

K.

Source and Scope: Like PeMSD4, the dataset of PeMSDS8 is sourced from
Caltrans PeMS but applies to District 8 of California, which includes parts of
Southern California, more precisely, that of Riverside and San Bernardino
counties.

Data Composition: Aggregates data from about 500 sensors planted along
freeways and major highways across the district. Like PeMSD4, the information
collected by these sensors is in traffic volume, speed, and lane occupancy, and
that at a five-minute interval.
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3. Data Attributes: The PeMSD8 data set is extremely useful in the study of traffic
trends in a region characterized by important suburban to urban commuting
trends. The variability of the traffic flow, caused both by seasonal population
fluctuations and major public events, will result in rather typical weekday-
versus-weekend anomalies and lend this setting dynamism for traffic analyses.

4. Usage in Research: For applications using ITS, PeMSDS provides a dataset with
unique traffic dynamics, mentioned due to the urban center but also large
suburban areas. It is used in machine learning-based models to enhance
predictive accuracies in traffic density forecasts, speed prediction, and solutions
to manage congestion. Researchers leverage this dataset to test algorithms under
diverse geographical and demographic influences, enhancing the robustness and
adaptability of traffic management systems.
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3.1.3 German Traffic Sign Recognition Benchmark (GTSRB)

1. Source and Scope: The GTSRB is one of the well-established datasets created
for the competition under IJCNN in 2011, and it is widely used in the research
for the recognition of signs which control traffic across the globe.

2. Data Composition: There are 50,000 images in the dataset and are labeled into
43 classes representing different traffic signs. The classes enclose speed limits,
warning on hazard, prohibition, etc. Most of the images are subject to large
lighting, blurriness, and the physical state of the traffic sign.



22

3. Data Characteristics: Images in GTSRB were collected in variable illuminations
and under different weather conditions, providing strong data that could easily
challenge algorithms toward generalization. Each image has annotations of the
sign type, making it useful for classification and detection purposes.

4. Usage in Research: You use GTSRB in your thesis to train deep learning models
for recognizing and classifying road traffic signs with high accuracy. The dataset
variation challenges the deep-learning model for adaptation to real-world
variations and environmental conditions.
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Fig. 3.3 Sample of GTSRB dataset [68]
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3.1.4 Indian Traffic Sign Dataset (ITSD)

1. Source and Scope: The source from which ITSD has been derived is scoped
specifically for the traffic that exists in India, capturing the unique signage and
the diverse traffic scenarios encountered in the region.
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Data Composition: This dataset is composed of several thousand images
corresponding to an extensive range of Indian traffic signs. The signs in ITSD
are labeled with labels corresponding to rules and symbols used in India, often
very different from those in Western datasets.

Data Characteristics: ITSD contains the traffic signs recorded under varied
lighting conditions and different viewing angles, encapsulating realistic
scenarios with different problems that occur during the traffic sign recognition
by the automatic systems in India.

Research Usage: The localized content of ITSD is of paramount importance for
developing in India, traffic sign recognition systems, to ensure that models
trained are effectively attuned to local nuances and practical applications.

E VAL = SHAA
F4AVRARSDAE

Fig. 3.4 sample of ITSD dataset [69]
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3.1.5 Belgian Traffic Sign Dataset (BTSD)

1.

Source and Scope: The BTSD contains traffic sign images collected from the
roads of Belgium, providing another regional perspective on traffic sign
recognition.

Data Composition: The dataset includes over 12,000 images, categorized into
comprehensive classes that reflect the complete spectrum of Belgian traffic
signs. The dataset is noted for its high-resolution images, which are beneficial
for detailed feature extraction in ML models.

Data Characteristics: Similar to other datasets, the BTSD includes variations in
background, sign occlusions, and signs at different stages of wear and tear,
presenting realistic challenges for recognition systems.

Used in research: Owing to the high resolution of BTSD, more complex models
can be trained and developed, which can recognize and classify small or partially
obliterated sign boards thereby increasing its accuracy and reliability.
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Fig. 3.5 BTSD dataset sample [70]

3.1.6 Swedish Traffic Sign Dataset (STSD)

1.

Source and Scope: The collection, which includes unique-to-the-region traffic
signs that represent road rules and conditions for Sweden, contains images of
traffic sign databases.

Data Composition: The database has a large collection of different classes of
traffic signs installed in Sweden, which are categorized according to the traffic
sign regulations in Sweden.
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3. Data Characteristics: For the noted influence of seasonal variations, the STSD is

very good; that is, the images are recorded in different seasons, showing against
the background of snow, rain, and fog, which is very frequent in Sweden.

Usage in Research: The seasonal diversity in STSD is crucial for developing
algorithms that perform reliably under adverse weather conditions, a common
scenario in Nordic countries. This dataset aids in enhancing the robustness of
traffic sign recognition systems under varied environmental impacts.

Fig. 3.6 sample of STSD dataset [71]

3.1.7 LISA Traffic light Dataset

L,

Development: The LISA Traffic Light Dataset is developed by the Laboratory
for Intelligent and Safe Automobiles (LISA) at the University of California, San
Diego, for the purpose of developing traffic light detection systems within ITS
and further training and benchmarking of the system.

Contents: It has some hours of video footage in which more than 7,000 annotated
frames with traffic lights were captured. Each of the frames was annotated with
the state of the traffic lights by bounding box coordinates, specifying the position
of the traffic lights in the images—red, yellow, and green.

Varied Capture Conditions: This applies to recordings in different lighting and
weather conditions, as well as the different times of a day and multiple
intersections around San Diego. Such variation adds to the authenticity in the
dataset, which yields a strong base on which to work while designing traffic light
recognition approaches effectively under real-world driving conditions.
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4. Traffic Light Variability: The dataset contains traffic lights shown in all

imaginable configurations, including single, stacked, shapes, or views that
would probably be partially obstructed. These instances provide the algorithms
with a better challenge as to how they will find solutions correctly.

Applications in research: It is a very crucial tool to provide meaningful training
and validation for the machine learning models targeting the recognition and
better understanding of the traffic light signals. It also provides a benchmark to
compare various traffic light detection models so that one can assess their
performances across different urban and suburban backgrounds.

Implications for ITS Development: The accurate detection and interpretation of
traffic lights are vital for integrating enhanced traffic management systems and
autonomous driving technologies. Improvements in these areas contribute to
more efficient traffic flow, reduced congestion, and increased safety on roads.

Fig. 3.7 sample of LISA traffic light dataset [72]

3.1.8 Ministry of National Highway and Authority Accident Data Dataset

L,

Origin and Authority: This dataset is collected and maintained by the Ministry
of National Highway and Authority, which oversees and records comprehensive
data on road traffic accidents across national highways and other major roads.
This ensures a broad and authoritative scope of traffic safety information,
making the dataset a critical resource for nationwide analysis.

Details and Data Points: Comprising detailed accident reports, the dataset
includes variables such as the location (GPS coordinates), timing of accidents,
vehicle types involved, weather conditions at the incident time, and descriptions
of the road conditions. It also encompasses demographic details of involved
parties (while respecting privacy standards), the nature of injuries, fatalities,
traffic volume, and road work disruptions at the time of each accident.
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3. Research Applications: In the thesis, this dataset underpins the development of
machine learning models to predict accident hotspots and evaluate road safety
interventions. It allows for the simulation of traffic conditions to understand how
different variables contribute to accidents, supporting predictive analyses that
can pre-emptively identify and mitigate high-risk conditions.

4. Policy and ITS Development Implications: The insights derived from analyzing
this dataset inform strategic decisions by the Ministry regarding road safety
enhancements and traffic management. The data aids in crafting policies that
target identified problem areas, evaluate the impact of road safety measures, and
refine traffic law enforcement strategies to reduce accident rates and enhance
overall road safety across national highways.

Year Total cases reported No. of persons Killed No. of persons injured
1998 Y117 6578 17,547
1999 12,503 5953 18.000
2000 12,325 6336 20,555
2001 15,621 7845 26,745
2002 16,452 8452 27,102
2003 16,795 8672 28,215
2004 14,279 5351 16, 897
2005 8962 4519 15,779
2006 9114 4944 17,390
2007 2132 4916 20,944
2008 11,341 6661 27,980
2009 11,031 4120 20975

Jan-June 5.560 3183 14, 349
2010

Fig. 3.8 sample of accident, injured, death dataset by NHAI [73]

3.2 Software Requirements

The principal objectives of the developed requirements are effective
implementation and testing of machine learning models, such as to be able to develop
models for enhancing traffic flows and traffic safety in general within an Intelligent
Transport System. Successful deployment will call for a robust software environment
cumulating support for complex data processing, model training and validation, ITS
scenario simulation.

e The principal computer language is Python, fully supporting data analysis and
machine learning with a vast number of libraries and frameworks. From the
perspective of simplicity and flexibility, Python has become the primary choice for
most of the developers to deal with a diversity of needs in machine learning
projects within the traffic system.
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e Jupyter Notebook acts as a main user interface for coding, debugging, complex
data visualization, and result presentation. In such an interactive and versatile
environment, varying the model parameters interactively allows for further
functionalities, such as the probing of different knobs on the model during tuning.

e Use Git version control to manage the development process and further provide
the reproducibility of research.

e The simulation of traffic scenarios and testing the impact of machine learning
approaches on postulated models for intervention recommendations are conducted
in simulation tools such as SUMO (Simulation of Urban Mobility) or VISSIM
applied to modeled environments. Such tools will explain how the models would
perform in real-world applications of ITSs.

e HPC resources or cloud computing platforms, such as AWS and Google Cloud,
which are typically used in the event of intensive data processing and high-
computational power models.

3.3 Necessary Libraries

e NumPy and Pandas for the manipulation and analysis of data. Such libraries
provide you with tools to work with large sets of data, which are basic in operations
with traffic data in these models.

e Scikit-learn: This is a nice way to implement classical machine learning algorithms
very easily and efficiently. It is used widely for tasks such as model training, cross-
validation, and calculation of various other machine learning metrics.

e For implementing and training more complex neural network architectures,
TensorFlow and Keras were used. These libraries support deep learning models
that have been used in this thesis: LSTM and CNNs.

e It can also be computed using PyTorch, since it uses dynamic computation graphs
and does memory efficiency with regard to the training of models with large
datasets, which is quite typical of an application like ITS.

e Matplotlib and Seaborn are used for creating static, interactive, and animated
visualizations to analyze the model outputs and traffic data insights effectively.

3.4 Data Preparations

It comprises data cleaning and pre-processing details, which are key steps in
applying machine learning to bring out the best in improving traffic flow and safety in
an intelligent transportation system. Data quality is critical for the success of the
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machine learning models; thus, preprocessing steps need to be taken to ensure that the
findings being derived through further analysis are valid and reliable.

3.4.1 Data Cleaning

The first step of the preprocessing sequence includes capturing the data with
heavy denoising, collected from various sources such as traffic cameras, sensors, and
satellite images. This includes:

e Inconsistencies Removal: Elimination of the timestamp mismatching for data
collected, sensor malfunctioning, and misalignments in sources from different
data.

e Dealing with missing values: The method will involve handling missing values
and data gaps using imputation, for instance. The technique used in imputation,
that is, mean imputation or interpolation, strongly depends on the nature of the data
and the expected effects on the model's performance.

e Qutlier Removal: Outliers in data that would skew the results will be filtered out
based on statistical methodologies. Especially within traffic data, anomalies are
unrelated to the usual pattern of traffic and, therefore, would adversely affect the
model-fitting process.

3.4.2 Data Pre-processing

The main half of the work is just data cleaning. Next comes the preparation of
cleaned data for feeding into machine learning models. Some key processes are
described as follows:

e Feature selection: Identify the significant features that contribute to traffic flow
and safety. This can be a data point relevant to vehicle speed, traffic density, time
of day, weather conditions, and accident reports.

e Feature engineering—involves deriving new features from the existing data that
will help improve the model's performance. Convert timestamps into categorical
types that represent features like 'time of day' or 'day of the week," which would
aid in capturing cyclical patterns in traffic flow.

e Normalization and Scaling: It prepares the data features in such a way that the
range of these features does not allow the hitherto developed model to get biased
toward the majority level or features that have a large value or scale. This is
generally done using Min-Max scaling or Z-score normalization techniques.

e Data Transformation: Data transformation is the process through which data are
converted into forms that are usable in machine learning. In time-series
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predictions, this would also mean further processing, such as organizing the data
in sequential windows if we use LSTM networks.

e Data augmentation: It is a technique of artificially increasing dataset size, which
helps the model in becoming robust through the addition of diversity in the data.
In this method, images can be rotated, scaled, or cropped to generate more
examples for training models [75].

These preprocessing steps are very important for minimizing potential sources of
errors in model training and maximizing the predictive performance of the used
machine learning models. This is an assurance that the data fed to the models is clean,
relevant, and congruously organized with the analytic objectives of improving traffic
flow and safety features in ITS [76]. Such rigorous data management practices set a
good foundation for the current thesis in reliable and actionable traffic management
insights.

3.5 Proposed Models

In this thesis, the objective is mainly directed towards enhancement in traffic
flow and safety of Intelligent Transportation Systems with regard to machine learning
abilities. In this regard, four comprehensive but complementary models have been
developed and implemented in such a way that they may resolve manifold challenges
faced in ITS. This multi-faceted approach ensures in-depth improvement in various
components of traffic systems.

The first part basically involves the support for traffic prediction using the
described approach, support vector regression. This model makes an attempt to
forecast the traffic condition by employing SVR. This hopes to be accurate, as it is
very crucial for pre-emptive traffic management and congestion avoidance. The
designed methodology of this model was from data acquisition to the optimization of
SVR parameters, so that there are precised and reliable forecasts of traffic.

This paper will focus on advanced detection systems following a prediction of
traffic. We present an implementation using an ensemble of Yolo-NAS and Mask R-
CNN in detecting traffic lights. This model builds on the strong areas of both
architectures to improve the accuracy and reliability of state identification, which is
relatively important for automated and semiautomated vehicle guidance systems.

The third part involves traffic sign detection with the ensemble of YOLOvVS and
Detectron2. This model improves recognition and classification performance related
to traffic signs, providing more appropriate navigation support to both driving
assistance systems and autonomous vehicles. The combination of such powerful
detection systems anticipates staging out the instances of misinterpretation and
enhancing operational efficiency related to ITS.
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The ensemble model developed in the last sections of this research combines
warning prediction of traffic accidents before its occurrence, which means increasing
the level of pre-emptive prevention and minimizing the chances of occurrences. FNNs
are combined with LSTM networks to predict traffic accidents.

Each model is developed individually and tested with each step clearly outlined
from data preparation to model evaluation. In the integration of these models, it is
bound to make an all-encompassing improvement in ITS that will ensure an increased
level of traffic management and significantly better safety measures. A structured
approach, therefore, is not only effective for addressing the immediate challenges
currently faced by traffic systems but for building scalable frameworks into future
advancement in intelligent transportation technologies.

3.5.1 Traffic prediction using the SVR

Table 3.1 Process for implementation of traffic prediction model

Steps Techniques | Procedure for Traffic Prediction Using SVR
Step1 | Data Handle missing values, apply denoising techniques, and
Preprocessing | perform data reduction to streamline the dataset.
Step 2 | Feature Identify and select relevant traffic features (e.g., vehicle
Selection speed, traffic volume, time of day) for modeling.
Step3 | Data Divide the cleaned and processed data into two distinct
Segregation | sets: one for training and another for testing the SVR
model.
Step4 | Parameter Establish a suitable range for the SVR parameters,
Setup considering factors like kernel type, C (regularization),
and gamma.
Step5 | Model Input the training dataset into the SVR model to learn the
Training traffic patterns and adjust weights accordingly.
Step 6 | Performance | Assess the SVR model using the training set to fine-tune
Evaluation parameters for optimal accuracy.
Step 7 Parameter If the results meet accuracy standards, finalize the
Optimization | parameters. If not, iterate to improve the model
configuration.
Step 8 | Testing and Use the testing dataset to predict traffic conditions;
Validation compare these predictions against actual data to evaluate
the model's effectiveness.
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3.5.2 Traffic sign board detection using YOLOvV8 and Detectron2 ensemble

Table 3.2 Process for implementation of traffic sign board detection model

Steps

Techniques

Description

Step 1

Data
Acquisition

Collect and organize data about traffic from sources.
Make sure that the data is broken down into types, such
as the number of vehicles and timestamps. Ensure each
record of the three types has all required attributes.

Step 2

Software Setup

Install all necessary software dependencies, including
the SVR library from scikit-learn. Configure the
computing environment to support extensive data
processing and SVR model training.

Step 3

Data
Preparation

Normalize data ranges in order to make the values fall
on the same scale, impute missing values properly, and
identify and treat outliers to ensure that the quality of
data is not compromised.

Step 4

Feature
Engineering

Select features relevant enough for designing traffic
patterns, for example, the time of the day, weather
conditions, and types of roads. Feature engineering can
further introduce new features which add value to the
model in making it more predictively powerful, like
developing features describing the flow rates of traffic.

Step 5

Model
Configuration

Set SVR parameters: type of kernel and regularization
parameters. Find the optimal settings by grid search or
similar search techniques in which the best trade-off is
between bias and variance.

Step 6

Model Training
and Validation

Split dataset into training and validation sets. Train the
one mentioned earlier set in terms of performance about
the SVR model, namely, on the training set, and strictly
keep an eye on the validation set so as not to overfit and
to ensure generalization.

Step 7

Model
Evaluation

Apply the trained SVR model to the validation set to
predict traffic conditions. Assess the model's accuracy,
precision, recall, and Fl-score to evaluate its
performance and suitability for deployment.

Step 8

Implementation
and Testing

Implement the model in a simulated ITS environment
or as part of a pilot project to demonstrate effectiveness
in a real situation. Reiterate improvements based on
performance feedback.
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Step 9

Optimization
and
Finalization

Iteratively Improve Model: Get in the loop of re-tuning
the parameters and retraining it on new data whenever
it becomes available. Finalize setup when this model
gets fine-tuned to desired criteria on accuracy and
efficiency.

3.5.3 Traffic Light Recognition Based on YOLO-NAS and Mask R-CNN

Table 3.3 Process for implementation of traffic light detection model

Steps | Techniques | Description
Step 1 | Data Collect a diverse set of images containing traffic lights
Collection from various sources to ensure comprehensive coverage
of different lighting and weather conditions.
Step 2 | Data Group the images together into different folders
Organization | according to their labelling (red, green, yellow, and off).
Each image should have one annotation file
corresponding to it describing the position of the traffic
light and its phase.
Step 3 | Environment | Install and configure all necessary software and libraries,
Setup including the YOLO-NAS and Mask R-CNN
frameworks. Development environment setup to support
deep learning and image processing tasks.
Step4 | Data Resize images to meet the input requirements of both
Preprocessin | models. Standardize the format of annotation files to be
g compatible with YOLO-NAS and Mask R-CNN. Apply
image augmentation techniques such as rotation and
scaling to increase dataset robustness.
Step 5 | Model The parameter fine-tuning for both YOLO-NAS and
Configuratio | Mask R-CNN should be set to reach optimum levels of
n detection precision by setting thresholds for detection
confidence in the hyperparameters for learning rate and
epoch numbers.
Step 6 | Individual Manually train the YOLO-NAS and Mask R-CNN
Model models on the training dataset for traffic light
Training identification. Train the models separately until they learn

well for these respective tasks. A check should be
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maintained over numerous training sessions in reference
to the various performance metrics: loss and accuracy.

Step 7 | Ensemble Develop an ensemble strategy stitching through both
Strategy YOLO-NAS and Mask R-CNN. The average confidence
Development | scores of both models are considered or combined

together in a more elaborate way to make an algorithm for
decision-making that will give the final prediction.

Step 8 | Ensemble Train the ensemble model with the strategies developed
Model in step G. Validate the above model in a separate
Training validation set to finely tune the ensemble parameter for

competitive performance.

Step 9 | Model Evaluate the final ensemble model using a test set.
Evaluation Compute key metrics, 1.e., precision, recall, and F1-score,

for assessing the accuracy and reliability of the traffic
light detection system.

Step 10 | Optimization | Carry out additional optimizations depending on the
and Testing | results of testing and adjustment of parameters.

Implement the model in an ITS simulation environment
to validate its real-world applicability and efficiency.

3.5.4 Traffic accident prediction through FNN and LSTM

Table 3.4 Process for implementation of traffic accident prediction model

Steps Techniques | Description
Step1 | Data Gather comprehensive accident data, including variables
Acquisition such as time, location, weather conditions, and traffic
volume from reliable traffic management sources.
Step2 | Data Deploy the given machine learning libraries and
Organization | frameworks that support FNN and LSTM architecture,
such as TensorFlow or PyTorch, to have an environment
that is capable of performing deep learning.
Step 3 | Software Install necessary machine learning libraries and
Setup frameworks that support FNN and LSTM architectures,
such as TensorFlow or PyTorch, ensuring the
environment is prepared for deep learning tasks.
Step4 | Data Data cleaning would ideally involve deletion of
Preprocessin | duplicated values and the treatment of missing values.
g Continuous input variables should be normalized to
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improve model performance and avoid model instability.
Prepare the training, validation, and testing sets.

Step 5 | Feature Develop and select predictive features that are indicative

Engineering | of accident likelihood, such as rush hour flags, holiday
indicators, or road type characteristics, enhancing the
model’s input with relevant contextual information.

Step 6 | Model Configure the individual FNN and LSTM models to have
Configuratio | the right number of layers, neurons per layer, and
n activation functions that strike a balance between bias and

variance.

Step 7 | Parallel The models would then be trained for both the FNN and
Model LSTM on an individual basis on the training dataset itself,
Training applying the batch approach with backpropagation to

adjust weights for each network based on the historical
accident data.

Step 8 | Ensemble Combine in any form the results of FNN and LSTM
Integration models in a way that the combination makes it possible

for the ensemble method to exploit the strength of each
model in pattern recognition and temporal data analysis.

Step 9 | Performance | Validate the ensemble model using the validation set on
Evaluation measures of performance, such as accuracy, precision,

recall, and Fl-score, to evaluate the effectiveness of the
model in identifying traffic accident predictions
correctly.

Step 10 | Optimization | Refine the model based on the feedback from validation,
and Final parameter tuning, and improving the ensemble strategy.
Testing Perform final testing on the unseen dataset so real-world

applicability can be observed and robustness toward
traffic accident detection can be seen.

Step 11 | Deployment | Deploy the optimized ensemble model in an operational
and ITS environment, monitor its real-time performance, and
Monitoring iteratively improve it based on constantly updated results

and the patterns of traffic evolution.

3.6 Evaluation Parameters

1. Mean Absolute Error (MAE): MAE is the average magnitude of errors in a set
of predictions while not taking into account their direction. It is calculated as the
average over the absolute differences between the observed and predicted values.
One would find it useful where the general value of the error—Ilike traffic volume
or speed—is important; for example, in traffic prediction, one [78].
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MAE = =37 | - | (3.1)

Root Mean Square Error (RMSE): RMSE quantifies the average magnitude of
error by squaring the differences between predicted and actual values, taking the
means of those values, and finding the square root of it. RMSE is particularly
appropriate in traffic forecasting models because it is very sensitive to any outliers
that could lead to large errors and significantly affect system performance [77].

RSME = J%):zzl(yi - 52 32)

R-squared (R?): The coefficient of determination can be illustrated by R? as a
statistical measure which features how much variance in the dependent variable
can be predicted from the independent variables. A higher R? value for the ITS
data approximates better model capability to explain variation on input size, such
as weather conditions or time of day, in traffic pattern variation, be it accident
frequency or traffic flow.

T (i-90)?
R?=1-Z&2—1-1 33
T 0i-)? (33)
Accuracy: This metric measures the proportion of true results (both true positives
and true negatives) among the total number of cases examined. For classification
problems in ITS, such as detecting whether a traffic light is red or green, accuracy
helps in assessing the overall correctness of the model [80].

True Positives + True Negatives

Accuracy = (3.4)

True Positives + True Negatives + False Positives + False Negatives

Precision: Precision is the ratio of true positive predictions to the total number of
positive predictions made. In ITS, precision would be important for applications
such as accident detection, where it is crucial that the positive detections are truly
relevant (e.g., accurately identifying real accidents and not false alarms).

True Positives

Precision = — - (3.5)
True Positives+False Postives

Recall: Recall, or sensitivity, measures the ability of a model to find all the
relevant cases within a dataset. In the context of ITS, high recall would mean the
model is effectively capturing most of the actual traffic incidents or conditions it’s
supposed to detect, such as identifying all pedestrian movements at crosswalks.

True Positives

Recall = (3.6)

True Positive+False Negatives

F1 Score: The F1 Score is the harmonic mean of precision and recall. It is a
balanced measure that is used to test the accuracy of a classifier on a dataset for
which true negatives don’t matter much. In traffic systems, where both precision
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and recall are crucial—for instance, in crash detection—the F1 score provides a
single metric to gauge the overall performance of the predictive model [79].

2+ (Precision » Recall) (3 7)

Rl dcore = = sontRecall)
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CHAPTER 4

DEEP LEARNING MODELS AND ENSEMBLE MODEL

4.1 Support Vector Regression (SVR)

Support Vector Regression (SVR) plays a critical role in enhancing traffic flow
and safety within Intelligent Transportation Systems (ITS) as discussed in the thesis.
SVR, a derivative of Support Vector Machines (SVM), is employed for its robustness
in performing regression tasks, particularly in estimating complex, non-linear
relationships prevalent in traffic data. The methodology involves constructing a
function that fits as many instances as possible within a pre-set error margin, &, while
simultaneously minimizing the model complexity, effectively striking a balance
between the accuracy and generalization of the predictions.

Another important point where SVR is the good point for traffic management is
the use of kernel functions to increase the dimensionality of the input data, which lets
the linear regression model in that new space. Another evidence of its flexibility is the
capability of being adjustable with different orders of traffic data dynamics [81]. It
uses varied kernel functions like Polynomial, Linear, and Radial Basis Functions.
These kernels help model such complicated patterns as the relations between volume,
speed, and time of transportation, the knowledge of which is vital in predicting traffic
conditions.

For the thesis, SVR was used to predict traffic density and velocity by applying
it to predict the variables through the data collected from the sensors deployed across
the transport networks. The predictions are now part of the thesis traffic management
plan in advance, which would assist in timely action, like changing signaling timings,
alert generation for a lower congestion, and reduced accident occurrences.

It optimizes the SVR parameters related to the penalty parameter C and epsilon
margin with great care by using historical traffic data that enhances model
performance. Cross-validation procedures assure that the model can be adapted to new
traffic scenarios. This is a very illustrative example of a very tight training and
validation process of a model, giving strong arguments for the model's capability to
provide sound and useful predictions.

Integrating SVR into ITS, as outlined in the thesis, demonstrates its prime
responsibility toward traffic control, which can lead to system improvement with
respect to responsiveness and hence improvement in the safety conditions of the roads.
With accurate predictions concerning trends in traffic, which lie within the aims of the
thesis—in the application of advanced machine learning techniques—in solving
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practical problems facing transportation systems, SVR facilitates informed decision-
making that will lead to smoother traffic flow and better road safety.
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Fig. 4.1 Architecture of Support Vector Regression [82]
4.2 YOLOv8

YOLOVS is a gigantic step in the direction of object detection based on the speed
and performance that the "You Only Look Once" family brought to the system. This
new version, YOLOVS, is equipped with complex neural network architecture and
improved training methodologies with significant demonstrable improvements in
performance over previous versions [83].

This makes speed and accuracy improvements highly optimal for real-time
applications in the YOLOvV8 architecture, respectively. The model is built on the
underlying assumption whereby a whole image underlies the training and inference
processing to predict the existence of a large number of objects with respect to their
locations, just by a single forward pass [84]. It does so by running a fully convolutional
neural network that divides the image into a grid of cells and predicts bounds and
probabilities for each cell in the grid. Each cell predicts many bounding boxes and
class probabilities together, which then goes through non-maximum suppression to
become the final object detections.

A major strength of YOLOVS is that it includes forward-looking convolutional
layers, including changes in typical convolutional designs for better characteristic
extraction, such that it results in better convergence by addition of nonlinearity and
increases robustness at learning features using scales; it employs batch normalization
and Leaky ReLU activations. Further, the YOLOvV8 has attention processes and
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spatially pyramid pooling to boost the maps of features and centers of attention to
major areas within the image, which are very important for grasping objects.

YOLOv8 is paramount to the verification and development of safety
mechanisms by means of traffic monitoring under ITS. It should be strong in detecting
vehicles, pedestrians, traffic infrastructure including signals and signs, even when
being in the complex and dynamic scenes that traffic scenes characterize. Detection
abilities should be very fast and highly correct for real-time applications, including
adaptive traffic signal control, incident detection, and automated enforcement of traffic
laws.

In addition, YOLOVS is good with illumination and weather variance, different
densities of traffic, making it, in fact, a very useful technology in the hands of ITS.
With timely and reliable detections, the lay-up of advanced analytics to optimize the
flow of traffic, manage congestion, and take predictive safety measures that then relate
to the instances of congestion and accidents will be operational. These applications
directly contribute to reducing traffic congestion and preventing accidents, thereby
enhancing overall road safety and efficiency.

From the above facts, therefore, all advanced architectural configurations in
YOLOVS8 deployed in an ITS would easily meet the requirements for real-time and
accurate object detection. This will contribute to a smarter, safer, and more responsive
traffic management system, hence consistent with the goals for deployment of leading
machine learning technologies to raise safety of transportation infrastructures.

\ Backbone -~ Loss _,

i

Fig. 4.2 Architecture of YOLOVS [85]
4.3 Detectron2

Detectron2 is a newly developed advanced platform from the original Detectron
framework. The software is generally used in works for object detection and image
segmentation to recognize advanced and versatile modular designs that enhance
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flexibility and speed while being put to best use in various applications, including those
of Intelligent Transportation Systems (ITS).

Detectron2 is a wrapper to be built on PyTorch, allowing it to directly interface
with features and libraries of PyTorch in order to provide dynamic and effective
training and deployment of models. This framework is strongly supported by a range
of leading algorithms, such as Mask R-CNN, RetinaNet, and Faster R-CNN. For
instance, the faster R-CNN uses region proposal networks (RPN), which share full-
image convolution characteristics with a neural network, for real-time identification of
objects, making it quite efficient. This, in turn, reduces the computation time and
enhances the speed of detection. Internally, Mask R-CNN introduces some
enhancements over Faster R-CNN: a branch to predict segmentation masks for each
Rol. Combining these improvements with the high performance of Faster R-CNN,
Mask R-CNN achieves state-of-the-art results on most of the instances, pixel-wise
instance segmentation, which is very critical to object detailing in an image. RetinaNet
has one up over its competition due to its tight loss function, which is accounting for
the class imbalance in the training phase. This guarantees high recall in detecting
objects over a complex visual environment and high class-class ratios.

The architecture for Detectron2 is meant to handle images with efficiency:
advanced backbones of the neural network, such as ResNet and VGG, for feature
extraction; this will be vital when trying to recognize numerous objects in a scene.
These are further complemented by features like feature pyramiding and bounding box
regression to enhance the accuracy and reliability of object detection.

The reason Detectron? is likely to be useful in ITS is its strong object detection
and segmentation, lying at the heart of improvements in traffic management and road
safety. In general, Detectron2 can be put to use when analyzing video data from traffic
cameras to detect and segment vehicles and pedestrians in this respect, together with
other significant stuff, like traffic signs and lane-marking segmentation. Now, this will
be critical data available to systems that are supposed to manage the flow of traffic, as
knowledge to fine details about the exact location and movement of various entities on
a road will be capable of causing dramatic effects on traffic control measures. For
example, proper detection and segmentation of vehicles and pedestrians may assist in
bettering phases of the traffic lights and pedestrian crossing time so that the number of
congestions or accidents can be minimized with respect to the time factor.

Besides that, segmentation would greatly support Detectron2 in enhancing the
detail when it comes to ITS in complex interactions of road users and environmental
conditions. The high fidelity of visual analysis brought by Detectron2 supports the
comprehensive construction of models of traffic scenes that support dynamic and
automated decision-making in real-time traffic management systems. These functions
directly support the overarching goals of improving traffic flow and ensuring safety,
which correlate with strategic aims to make utilization of developed machine learning
technologies for the purpose of smart networks with higher sensitivity [86].
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Therefore, the architecture and functionalities of Detectron2 are technically
designed for advanced object detection and segmentation, directly serving the practical
objective of enabling the transformation of the monitoring and management of traffic
environments.
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Fig. 4.3 Architecture of Detectron2 [87]
4.4 Ensemble model of YOLOvVS and Detectron2

The ensemble model of the state-of-the-art YOLOv8 model and Detectron2 for
use within an ITS application is presented. The proposed hybrid model harnesses the
fast object detection capabilities of YOLOvVS8 and presents a high level of image
segmentation accuracy such that it offers an effective system for traffic flow and safety
improvement. It integrates two technologies in such a way that a model that copes with
the utmost necessities of ITS—low latency and high precision in understanding the
environment—is realized [88].

With the use of this, YOLOvVS performs well in various object detection across
the entire scene very fast, making it relevant to real-time tasks and corresponding
closely with the adaptive traffic light systems and urgent response mechanisms. This
guarantees a quick and reliable identification of vehicles, pedestrians, and traffic signs,
even in rather complex traffic scenarios. Additionally, the Detectron2 enables a more
fine-grained analysis in the sense that it effectively segments the detected objects,
allowing the possibility of granular traffic environment assessment—for example,
"determination of when overlapping vehicles are happening during peak traffic period"
or "assessment of the visibility and condition of road markings and signs under
different weather conditions".
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The ensemble model, YOLOVS8, and Detectron2 are individually fine-tuned first
on large datasets that represent a large number of traffic scenarios. These are difficult
datasets for the models, as they all come under different lighting, weather, and traffic
conditions to guarantee that the final system can work accurately and dependably in
different environments. After individual training, the models are merged and act as a
combined system, while each model fine-tunes for optimization in terms of
harmonization of detection and segmentation functions to enhance the complementary
force of both.

Ensemble model performance will be evaluated based on the mixture of
precision, recall, fl-score, processing speed, and segmentation accuracy. The first
three are important in affirming that the model is appropriate to be deployed in ITS
because proper speed and accuracy are among the key components in effective
management of smooth movement in traffic together with safety measures.

The ensemble model provides all-round traffic analysis in practical ITS
applications with embedded capabilities for control against congestion, dynamism
enhancement in traffic flow, and improved management of incidents. These include
accurate automated toll collection and enforcement of laws on the movement of
vehicles through cities. Consequently, this ensemble model will meet and even push
forward the goals of the thesis to show how the integration of state-of-theart machine
learning technologies can drastically enhance the overall effectiveness of Intelligent
Transportation Systems.

4.5 YOLO-NAS

The YOLO-NAS (You Only Look Once - Neural Architecture Search) is a state-
of-the-art innovation specifically designed to bring machine learning in the evolution
of advanced object detection, especially in ITS. The traditional YOLO series is
engineered to a great extent in this model by integrating neural architecture search
techniques for network structure optimization to enhance the detection accuracy and
processing efficiency [89].

YOLO-NAS is built upon the insight of the YOLO framework, which has been
well-appreciated for its rather huge capability of performing instant and real-time
object detection through the process of viewing an entire image at a glance [90]. This
is attained by segmenting an image into a grid so that there can be simultaneous
inferences drawn from the predictions of bounding boxes and class probabilities of this
grid cell. What sets YOLO-NAS apart is the application of AM to optimize, in a
principled and targeted manner, the YOLO framework architecture. The technique
applies reinforcement learning, but with a controller network that loops over candidate
architectures to be evaluated; the found architectures are applied for traffic object
detection.
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NAS is integrated to get YOLO-NAS into an adaptive fashion that dynamic
structures adapt in the quest for both speed and accuracy, which are always significant
for real-time applications in ITS. For instance, it can vary the depth of convolutional
layers, the number of filters, or the connections between those layers to support the
computational limits and performance requirements of traffic management systems.
This ensures that YOLO-NAS is light enough in abstraction to be deployed and still
serve its intended purpose in edge devices—either as traffic cameras or onboard
vehicle systems for the infrastructure of ITS—while maintaining very high accuracy
in detecting objects.

However, the developed detection capabilities of YOLO-NAS are very critical
to ITS applications. It enhances the monitoring of traffic by detecting and classifying
important objects within a traffic scene: vehicles, pedestrians, among others. That level
of object recognition is important for enhancing the performance of systems
responsible for traffic density evaluations, enforcement of traffic laws, and observing
potential risks on roads. Real-time and accurate data from the traffic environment
enable YOLO-NAS to support automated decision-making processes that enhance
flow while reducing congestion. This makes it safer for navigation aids in autonomous
driving systems, which usually require some accurate understanding of one's
surroundings because of the subtle and complex elements of the traffic captured.

Other important qualities that make YOLO-NAS invaluable to ITS are its
robustness in varying operational conditions, buttressed by different lighting and
weather situations. Deployment of YOLO-NAS also can lead to some very important
improvements in the effectiveness of traffic management strategies; for example,
optimization of signal timing based on actual traffic conditions and even
improvements in emergency response strategies during traffic incidents. In this regard,
YOLO-NAS contributes forthrightly to what ITS as a policy aims to achieve, namely,
safer and more effective urban mobility solutions.

Thereby, YOLO-NAS is far more than just a neural network frontline in terms
of design; it is the cornerstone for making more advances in Intelligent Transportation
Systems and it harnesses the latest in machine learning technology to deal with modern
challenges in traffic management and with ensuring road safety.
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Fig. 4.4 Architecture of YOLO-NAS [91]
4.6 Mask R-CNN

The influential model in computer vision is Mask R-CNN, which demonstrated
accuracy when the object segmentation within complex pictures was required. Mask
R-CNN is an expansion of the Faster R-CNN, state-of-the-art object detection model,
with the addition of a delineation algorithm that moves beyond the bounding box to
recognize objects in an image and generate high-fidelity masks outlining each object
found [92]. Because of this capability, therefore, Mask R-CNN is very promising for
applications in Intelligent Transportation Systems (ITS), in which exact space
evaluation in traffic scenarios is relevant to expanding safety- and traffic management-
measure applicability.

Uniqueness in the Mask R-CNN architecture lies in the two-step architecture: at
the first stage, it uses RPN, which makes a pass over the image and gives proposals
about regions that might bound an object; and in the second step, these proposals are
refined, but a distinction from other detection models happens: items in each region
are identified, all while creating a pixel-level mask. This step introduces an additional
parallel branch into an existing Faster R-CNN model, where the mask branch
constructs pixel-by-pixel segmentation masks using small and fully convolutional
networks for each region of interest. As a result, Mask R-CNN can achieve not only
speedup in detection but also precisely pixel-level one-shot segmentation in just a
single forward pass of networks.
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Integration of Mask R-CNN within the ITS harnesses the detection and
segmentation capability of the network, bringing about a great increase in system
functionalities regarding traffic monitoring and control. The detailed segmentation
obtained from the use of Mask R-CNN in the ITS allows for accurate and real-time
tracking of vehicles, pedestrians, and other elements like traffic lights and signs. It also
assists in more accurate object partitioning and understanding the flow of traffic in
terms of vehicle spacing, pedestrian densities, and congestion—factors that all become
very critical for removal with the danger of collision. Moreover, the splitting and
identification of different road users and obstacles make the system capable of
handling more advanced autonomous driving functionalities with interventions kept to
a minimum for the commitment of a safer driving environment.

Also, Mask R-CNN is robust in handling diverse and challenging visual
scenarios such as variable lighting, weather conditions, occlusions, etc., which makes
this valuable for use in an ITS. The capability of correctly adjudicating complex scenes
underlies the reliability of performance over a wide array of conditions—a very critical
job that necessitates consistent operation, especially in changing environments and
times.

It is further refined in this line by making use of Mask R-CNN, which refines
the operational intelligence of an intelligent ITS system so that the latter can make
better, informed decisions to allow improved, safer, and more efficient traffic flow.
Accurate object detection and segmentation lead to insights by which the development
of traffic management strategies becomes more efficient [93]. For example, dynamic
lane management and the use of predictive traffic signalling help reduce traffic
congestion and ensure road safety. Thus, it also meets the objective of this thesis in
solving practical problems related to transportation systems by cutting-edge machine
learning.

RPN

= __ai
RolAlign

Input Image
[640,480,3)

i

IA

ResNet Feature Map Output Mask
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4.7 Ensemble of YOLO-NAS and Mask R-CNN

The ensembled model integrates Mask R-CNN and YOLOvV8 techniques,
therefore a revolution in applying these machine learning methods is a synergy in
results improvement [95]. Into this hybrid model are combined the efficiencies of
Mask R-CNN, which has very precise skills in object segmentation, and YOLOVS,
which is very useful in object recognition and is very fast and accurate. Finally, when
the combined models are put together, they make a complete system well defined to
distinguish and outline complex traffic scenes from different elements; therefore, it
becomes invaluable for ITS application.

YOLOVS acts as the first detector in the ensemble. Its design aims to rapidly
scan all scenes and come up with a prediction over many objects, including cars,
pedestrians, and traffic signs. The technical importance of this part of the ensemble is
very great if it is meant to be operational in real time, since there will be great
importance regarding exactly how soon results can be seen for the sake of response to
changing traffic situations. The processing speed of YOLOvV8 can be made very fast
to ensure an ensemble model that is capable of operating with real-time performance
in high-traffic scenarios through making quick decisions, which may contribute or
detract from the flow and security of traffic.

Mask R-CNN enhances the detections made by YOLOvV8 by adding a
segmentation mask to each detected object. Such features would enable the pixel-level
definition of object boundaries, which proves very essential in tasks requiring an
understanding of spatial relationships down to very fine details—Ilike the ability to tell
vehicles that are very near to each other apart or to make it easier for lane markers to
be detected. Mask R-CNN works based on the regions proposed by YOLOv8 and
refines them further. Now, it's not just possible to establish whether or not an object is
there, but indeed the proper shape and extent within the context of the visible field can
actually be grasped.

The combination of YOLOvV8 and Mask R-CNN brings the best of the best
individually: YOLOVS for the speed of detection and Mask R-CNN for highly detailed
segmentation. This synergy enriches ITS with dual layer analysis in terms of rapid
detection followed by detailed segmentation. For instance, these models work very
well in adaptive traffic control systems since, in this case, the context of the scene can
be used to alter the setting of the traffic lights and drive down particular lanes.
Moreover, the detailed output that comes from the ensemble contributes to the systems
used for the navigation of the latter; if precise information arises, then road conditions,
presence of obstacles, and other road users are detected for safe operation [96].

By implementation, the combination reaction of YOLOv8 and Mask R-CNN is
not just an improvement in terms of real-time functionality but also comes with long-
term traffic management strategies. The model efficiently ensures road systems and
urban areas are safe through accurate analysis of the traffic patterns and behaviors.
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Besides, this integration of multi-models into the operation of an ITS shows how
advanced machine learning techniques might effectively change the operation of
traditional traffic systems to produce a smarter, safer, and more responsive
infrastructure. Closer to the key thesis goals is this in support of cutting-edge
technology being applicable for increased traffic flow and safety—evidence that
YOLOvV8 and Mask R-CNN are not just theoretical advancements but a practical
solution to the problems impeding modern transportation.

4.8 Feedforward Neural Network

The correct approach, therefore, is used when implementing a feedforward
neural network in the context of enhancing traffic flow and safety at ITS using machine
learning. Artificial neural networks offer a really simple yet strong mechanism for
pattern recognition tasks, which are basic to processing and interpreting any kind of
traffic effectively.

A typical feedforward neural network consists of an input layer, a hidden layer
(or layers), and an output layer with neurons in each. We then fine-tune these
weights—meaning the connections between the neurons in one layer and those in
another—with a view to minimizing prediction error [97]. The term "feedforward"
network refers to the fact that the data all go in one direction—from the layer that
receives it to the output layer—through the hidden layers.

Practically, FNNs applied in ITS are used to analyze an assortment of input
variables that may include traffic densities, speeds, and patterns among various times
and conditions. Such inputs, fed to the network, enable an FNN to learn and identify
hidden complex patterns and relationships that might not be apparent quickly. For
example, it can even predict traffic jams with only current traffic inputs in combination
with historical data.

In addition, FNNs have the power to approximate any function with a very high
degree of approximation if the number of neurons and layer is good on their part, which
gives them notorious versatility in handling various prediction tasks that ITS must
know: from forecasting traffic volumes to estimating the potential of accidents at
different road segments [98]. For example, depending on the ITS requirements, the
output layer may either be specialized to produce binary outputs through the layer for
such cases as "a high risk against low risk of accidents" or continuous outputs through
the layer for prediction on traffic speed.

IT can, therefore, make such traffic management systems better by providing
data-driven insights that support dynamism through the incorporation of FNNs. For
example, ITS predicts that, during the peak of traffic and where a hot spot for
congestion is expected, necessary changes in the signal timing or a warning to the
drivers about alternative routes will be made dynamically so that the flow of traffic is
improved, and congestion and accidents are avoided. Moreover, a predicting capability
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of traffic patterns supports the ability to match long-range planning and set related
strategies for road network improvements and adjustments in public transport.

Ultimately, ITS using feedforward neural networks exemplifies the manner in
which machine learning technologies can be utilized for improvements not only in
terms of efficiency but also with regard to safety in traffic systems. FNNs act as key
elements that will make transportation networks smarter and responsive through the
transformation of raw traffic data into intelligent and meaningful information that can
be acted upon, thus completely instrumenting the first objective of the thesis—to
leverage advanced data-driven machine learning techniques for improving traffic flow

and safety.
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Fig. 4.6 Architecture of Feed Forward Neural Network [99]
4.9 Long short-term Memory (LSTM)

Long Short-Term Memory (LSTM) networks are a special class of RNN, useful
for the solution of sequence prediction issues, which are essential in improving traffic
flow and safety in ITS. These LSTMs can be able to deal with sequential data
compared with standard feedforward neural networks, making them appropriate with
time-based data, such as those typical in traffic patterns, wherein past information is
key for driving future conditions [100].

This helps LSTM networks to avoid the issue of the vanishing gradient, which
plagues classical RNNs, through the use of a central design with many memory cells
capable of maintaining a state over time. It is this three-gate architecture—consisting
of an input gate, a memory gate, and an output gate—that allows an LSTM to do that.
They include: * Input gates: These regulate the amount of new values that can flood
into the cell. « Forget gates: They determine what part of information from the past
states can be enjoyed. * Output gates: Indicating what is to be output. In conclusion,
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LSTMs are very useful for applications that need a memory of data from long ago, for
instance, traffic volumes and speed trends over time.

In the context of ITS, LSTMs are used for modeling and predicting traffic
conditions over time. Given past traffic data, LSTMs can make predictions for future
traffic states, which include the status of the road network, among many other details
not listed here. Such predictions are critically important for effective real-time
practical traffic management systems in making decisions regarding the alteration of
timings of traffic signals, deploying staff for traffic management, and activating
dynamic message signs to guide driver behavior. For example, using LSTMs,
preemptive interventions could be made in peak traffic hours within an ITS to relieve
congestion and improve road safety before it gets worse.

Further, LSTMs contribute to the safety part of ITS through activity such as
analysis of sequences of traffic incidents in the prediction of conditions leading to
accidents. Typical traffic densities or recurring times during the day, along with
associated weather conditions that lead to an accident, are understood and, thus,
LSTMs help the ITS to pick out risk patterns and let safety measures follow one
another proactively [101].

In general, the application of LSTM networks in ITS frameworks reveals how
advanced machine learning techniques help to enhance the efficiency and safety of
transportation systems. With the exploitation of the capability of LSTMs for modeling
the temporal dynamics, the system is able to respond more dynamically not only to the
immediate traffic situation but also in the planning and controlling strategies, which
anticipate potential future statuses, leading to safer and more fluid traffic
environments. This aligns well with the ultimate purpose of applying the most
advanced machine learning technologies in solving practical transportation problems
and signifies that the contributions from LSTMs will be in fostering systemic
improvements for management and safety across traffic.
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4.10 Ensemble of FNN and LSTM

An ensemble model based on Feed Forward Neural Networks and Long Short-
Term Memory networks is a new way which helps boost the predictive ability of an
Intelligent Transport System. The model is a hybrid, making an integrated unique
strength found in conventional FNN capable of capturing any relationship or set of
relationships between the independent variables while considering the outputs and
LSTMs, which are good recognizers of temporal patterns and dependencies.

The FNN part of such an ensemble architecture is configured to appropriately
handle spatial features and static data points that exist in the environment, such as
distances between vehicles, type of vehicle, road signs, and barriers. This makes it
possible for the model to quickly interpret the current state of traffic, therefore
providing instantaneous evaluations based on the visible environmental conditions.

This LSTM element handles the incorporation of time dependencies into features
such as speed trends, traffic flow rates across the day, and historical accident data.
Since an LSTM intrinsically represents a sequence, prediction based on learning from
past trends in the sequence can be easily carried out, rendering them highly suitable to
predict future traffic conditions. Information contained within the LSTM layers across
the sequences gives it a memory function for tracking evolving traffic patterns. It is
this power of predictivity on the future state that it gains from the fact that it has a
memory of the different oscillations in which we are trying to predict the future state.

The first type of neural network characterizes the ensemble model to use FNN's
property of modeling relationships that are not temporal and harnessing the power of
LSTM in the sequence prediction. The resultant amalgamation of the two could lead
to intensive data analysis in terms of improved predictive performance and robustness.
The end output is combined in both types of networks. Mostly, this is done by a layer
called the merging layer. The merging layer would combine the insights from the
spatial and temporal analyses into one single prediction.

It's a kind of transformational application that directly applies to ITS through an
ensemble model, allowing much better fine-tuned control over traffic management
systems. For instance, it would be in a good position to predict the traffic volumes and
potential congestion points based on the current traffic state and further historical data
trends, enabling the traffic controllers to stay ahead in their signal adjustments or
dispatch messages proactively for the diversion of traffic in order to enhance flow and
lower risks of congestion. Besides, it can hugely reduce the potential for incidents and
increase road safety because ITS can establish preventative safety measures since it
can predict better than the current accident-prone conditions.

The fusing of FNNs with LSTMs in an integrated ensemble model for ITS
provides a robust framework for real-time and predictive traffic management [103]. It
corresponds fully to what has already been defined as a purpose—an effective solution
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for the complex real-world problem by using advanced machine learning technologies
in order to raise levels of flow and traffic safety. The ensemble model not just acts
upon the current status but also tries to predict the future, hence making traffic and
safety management proactive in approach.
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CHAPTER 5

RESULTS AND DISCUSSION

This section presents and discusses the results of the proposed machine learning
models, focusing on four key areas essential for enhancing traffic flow and safety in
Intelligent Transportation Systems (ITS). Each subsection addresses a specific
problem, providing detailed analyses and insights derived from the respective models.
The subsections are organized as follows:

5.1 Traffic Prediction

This next portion of this thesis evaluates concrete machine learning models in
traffic prediction—a highly critical constituent of the general aim to increase traffic
flow and safety within ITS. Correctly predicting traffic leads mainly to overcoming
congestion, effective traffic management, and road safety directly, which in itself
allows an ITS to operate correctly and dependably.

Table 5.1 The PEMSD4 and PEMSDS performance evaluation of multiple methods.

PeMSD4 PeMSD8

Nsten MAE RSME MAE RSME
LSTM 29.45 45.82 23.18 36.96
STGCN 25.15 38.29 18.88 27.87
GeoMAN 23.64 37.84 17.84 28.91
MSTGCN 22.73 35.64 17.47 26.47
ASTGCN 21.80 32.82 16.63 25.27
SVR 19.21 30.57 13.87 22.76

Performance analysis of models performed with architectures such as Long
Short-Term Memory (LSTM), Spatio-Temporal Graph Convolutional Networks
(STGCN), Geo-spatial Temporal Attention Network (GeoMAN), Multi-Spectral
Temporal Graph Convolutional Network (MSTGCN), Attention Based Spatial-
Temporal Graph Convolutional Networks (ASTGCN), and Support Vector Regression
(SVR) are worked on. These have been tested on PeMSD4 and PeMSDS8 datasets,
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whereby the benchmark datasets are highly essential for the evaluation of a good
predictive model in a real-world scenario.
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Fig. 5.1 RMSE graph for several techniques on PeMSDA4.
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Fig. 5.2 MAE graph for several techniques on PeMSDA4.
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The evaluation was carried out on the two basic measures provided for each
model: MAE and RMSE. It gives the predictions, which will be some estimates of
error and reliability. We can clearly see that the SVR technique has efficiently
performed using both datasets and minimized the MAE and RMSE of the predictions.
The results are plotted in elaborated graphs showing the model performances over
time, where emphasis is placed on trends and the capability to handle traffic data
complexity.
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Table comparing different machine learning models under traffic prediction on
two datasets: PeMSD4 and PeMSDS8. The listed models are Long Short-Term
Memory, Spatio-Temporal Graph Convolutional Networks, Geo-spatial Temporal
Attention Network, Multi-Spectral Temporal Graph Convolutional Network,
Attention Based Spatial-Temporal Graph Convolutional Networks, and Support
Vector Regression. Now, the performance metrics measuring the accuracy and
reliability of the models are the MAE and RMSE; the outcome here showed that in
this regard the SVR outperforms all other models by far because it attains the least
MAE and RMSE scores on both datasets: PeMSD4. This signifies SVR as a better
method for producing predictions on traffic conditions with better accuracy and more
consistently, hence it provides an answerable use for strong potential improvement in
Intelligent Transportation Systems regarding flow and safety in traffic.

5.2 Traffic sign board prediction

This part of the thesis focuses on the application of an advanced ensemble model,
combining YOLOVS8 and Detectron2, for traffic sign board prediction—a crucial step
in enhancing traffic flow and subsequently ensuring safety within ITS. This model is
part of our broader goal to include machine learning in the ITS, which is going to solve
more complex traffic management issues, including accurate and reliable traffic sign
detection forming an essential part of automated driving systems and driver support
technologies.

Table 5.2 Analysing the performance of present models across GTSRB, BTSD

Datasets GTSRB BTSD

Models Precision | Recall Fl Precision | Recall | Fl Score
Score

RCNN 95.2 95.0 95.1 96.7 96.5 96.6
SPPNet 98.2 98.3 98.2 93.6 942 93.9
Fast RCNN | 98.8 98.7 98.7 97.2 97.0 97.1
R-FCN 98.5 98.6 98.5 94.8 95.2 95.0
Transformer | 98.6 98.4 98.5 95.2 95.0 95.1
(ViT)
SSD: Single | 98.6 98.5 98.7 96.7 96.5 96.6
Shot
MultiBox
Detector
RetinaNet 98.8 9R.7 98.7 97.2 97.0 97.1
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Ensemble
(YOLOVS
+
Detectron2)

99.2

99.4

99.3

98.5

98.9

98.7

Table 5.3 Analysing the performance of present models across STSD, ITSD

Datasets STSD ITSD
Models Precision | Recall F1 Score | Precision | Recall | F1 Score
RCNN 95.9 95.7 95.8 95.6 954 95.5
SPPNet 97.1 97.3 97.2 96.7 96.9 96.8
Fast RCNN 98.5 984 98.4 98.2 98.1 98.1
R-FCN 97.4 97.6 97.5 97 97.2 97.1
Transformer | 98.1 97.9 98 97.4 97.2 97.3
(VIT)

SSD: Single | 97.9 97.7 97.8 97.5 97.2 97.3
Shot

MultiBox

Detector

RetinaNet 98.5 98.4 98.4 98.2 98.1 98.1
Ensemble 97.8 98.2 98 99.2 99.1 99.1
(YOLOVS +

Detectron2)

The performance of the ensemble model is estimated over significant existing
datasets in the domain, which include German Traffic Sign Recognition Benchmark
(GTSRB), Belgian Traffic Sign Dataset (BTSD), Swedish Traffic Sign Dataset
(STSD), and Indian Traffic Sign Dataset (ITSD). A variety in these datasets in terms
of different sign types and real-world conditions is opted to be really effective and
fitting as a comprehensive testing ground for the effectiveness of the model. Key
evaluation metrics in use include precision, recall, and F1 score, measuring the rate at
which a model will be helpful or reliable in identifying and classifying traffic signs.
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Extensive comparative evaluation is performed with various state-of-the-art
models, which comprise the RCNN, SPPNet, Fast RCNN, R-FCN, Transformer (ViT),
SSD (Single Shot MultiBox Detector), and RetinaNet in an emphasis on efficiency
offered by our ensemble approach. The YOLOvV8 and Detectron2 ensemble, of course,
is the one showing the highest performance since a higher score points toward the
better role played by the ensemble in catching the more complex details necessary for
exact traffic recognition.

The table elaborately compares the various machine learning models utilized for
recognizing traffic signs on four different datasets: German Traffic Sign Recognition
Benchmark (GTSRB), Belgian Traffic Sign Dataset (BTSD), Swedish Traffic Sign
Dataset (STSD), and Indian Traffic Sign Dataset (ITSD). This is further illustrated to
show how each model performs with Precision, Recall, and F1 Score. The ensemble
YOLOvVS8 with Detectron2, in particular, outperforms the others. It can provide the best
scores, especially on all datasets. For example, this model managed to reach a precision
0f 99.2%, recall of 99.4%, and F1 score of 99.3% at GTSRB. These metrics are crucial
and vital to measure the accuracy and reliability of every model in detecting and
classifying traffic signs correctly, so they have potential for improvement in the flow
and safety of traffic in Intelligent Transportation Systems. Excellent indications are
provided by the outstanding performance of the ensemble model with respect to the
robust capability of an ensemble model to successfully perform many diverse and
difficult tasks involved in the area of traffic sign recognition, which is importantly
useful for real-time decision-making in the ITS application.

5.3 Traffic Light Detection

This subsection details an evaluation of an advanced ensemble architecture that
combines the Yolo-NAS and Mask R-CNN models, particularly designed for making
predictions of traffic light states. This underpins a critical system in an attempt to make
intelligent transport systems with the most sophisticated machine learning methods as
far as traffic flow and general road usage are concerned. Accurate traffic light
predictions should be based on the optimization of the control of traffic in a way that
smooths the flow and guarantees safe and suitable travel, considering the complex
landscape of urban scenarios.

Table 5.4 Comparative Performance Metrics of Various Models

Models mAP* mAR* F1 Score

Faster R-CNN 0.765 0.778 0.795

EfficientNet-B3 0.434 0.422 0.428
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RetinaNet 0.717 0.69 0.703

YOLO V8 0.73 0.681 0.705

Yolo-NAS 0.755 0.713 0.733

Mask R-CNN 0.788 0.731 0.758

Ensemble 0.843 0.787 0.814
*IoU >= 0.5

Table 5.5 Class-Level Precision and Recall of Mask R-CNN and Ensemble YOLO-

NAS Models
ClassID Name Total Precision* Recall*

0 stopleft 4239 0.748 0.843
1 goleft 872 0.782 0.849
2 warningleft 126 0.877 0.733
3 go 15563 0.881 0.789
4 warning 958 0.794 0.716
5 stop 14682 0.837 0.77

6 goforward 94 0.76 0731

*IoU >= 0.5

The performance of the ensemble model, along with other leading models such
as Faster R-CNN, EfficientNet-B3, RetinaNet, and YOLO V8, is meticulously
analyzed. The key metrics used to assess these models include Mean Average
Precision (mAP), Mean Average Recall (mAR), and the F1 Score, which collectively
provide a comprehensive view of each model's accuracy, reliability, and overall

effectiveness in recognizing and interpreting traffic light signals.
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The Mask R-CNN ensemble model of YOLO-NAS performs really great,
obtaining the following highest metrics: mAP of 0.843, mAR of 0.787, and F1 score
of 0.814; therefore, the distinguished capacity in handling the nuances of traffic light
detection. Since the integrated prediction of these two powerful models enhances the
performance of the model, this section will further elaborate more on their predictive
accuracies which will help in discussing the possible implications of applying them to

design more sophisticated traffic management systems. The objective contribution

from the advanced ensemble model goes to reduce congestion and, consequently,
improve safety—through improving mechanisms for the prediction of traffic lights—

exactly in the scope of the mission to advance ITS with new machine learning

solutions.
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As seen, the details of performance were given for the model's capability in
detecting traffic lights from all classes of traffic signs using precision and recall
performance metrics. The table contains an occurrence of different classes of traffic
signs, as defined by their name and ClassID, along with the total number of
occurrences within the dataset. There are precision values, which are the ratio of the
number of positive identifications that were positive to the number of positive
identifications that were actually correct; and recall, which is the ratio of the number
of actual positives. Employing Equation (4), the number of counts for 'stopleft' is
4,239; Parameter = (.748, and Recall is 0.843, showing that many true 'stopleft’ signs
are predicted well, but with some misclassifications. The 'warningleft' sign (ClassID2)
has much less total count—only 126 instances—with a higher level of Precision equal
to 0.877, but its recall is a bit lower: equal to 0.733. This means the model predicts
quite well, but with rather significant numbers, it misses the occurrences of
‘'warningleft’. The classID 3 traffic sign—go—has the highest number of instances:
15,563, with relatively high values of Precision and Recall. Regarding effective
detection, this implies even in such a large volume of data. Such analysis, in detail,
helps in understanding the strengths and limitations of the model for detecting and
correctly classifying different traffic signs, which is extremely important in ensuring
that the system is robust and effective in real-world traffic management scenarios.

5.4 Traffic Accident trend Prediction

This section of the thesis presents a descriptive discussion of results obtained
from an innovative ensemble model that combines feedforward neural network (FNN)
and long short-term memory (LSTM) network techniques into the prediction for traffic
accident occurrences. Integration of such models is currently at the cutting edge of our
research on enhancing traffic flow and ensuring safety using intelligent transportation
systems based on advanced machine learning technologies. These optimizations are
the design strength of the ensemble approach, which is popular for its effective
performance power with a diverse set of input feature sets using FNN and also for its
effective applicability in sequential data handling and modelling of temporal
dependencies using LSTM.

Table 5.6. Performance Comparison of Prediction Techniques

Technique MSE RMSE R?
LSTM 0.00489319 0.6995137 0.9983709
FNN 0.00976033 0.9879442 0.9967505

Ensemble 0.00172280 0.0415067 0.999426
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This performance was further validated intensely with the independently tested
validation dataset for ensemble and individual LSTM and FNN models, following two
basic statistical metrics: mean-squared error (MSE) and coefficient of determination
R2. These results, therefore, allow certain insight into overall accuracies and efficacies
of the models in predicting traffic accidents. For example, the most performing
ensemble model had the least MSE of 0.00172280 and RMSE of 0.0415067 with R? =
0.999426 that was hence close to 1, showing great data fitness, meaning it predicts
with very minute error and writes down virtually all variability in the accident data,
thus very reliable and accurate for prediction.
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CHAPTER 6

CONCLUSION, FUTURE SCOPE AND SOCIAL IMPACT

In this dissertation, we have systematically looked over the application and use
of advanced machine learning techniques for enhancing the flow and safety of traffic
in the domain of Intelligent Transportation Systems. We did show through detailed
research in multiple research papers that machine learning can greatly increase
capabilities regarding dealing with and predicting traffic circumstances effectively.
The deployment of machine learning models, from ensemble methods to technologies
such as YOLOvV8 with Detectron2 in traffic sign detection and Feedforward Neural
Networks with Long Short-Term Memory networks in accident prediction, is central
to this research. These models have had high capabilities compared to the models used
previously when increasing the precision to detect and predict different elements,
directly impacting both safety and flow.

Machine learning models, such as SVR, Bi-LSTM and attention-based Conv-
LSTM, have shown an enormous traffic forecasting improvement. These technologies
have applied in making exact predictions of traffic densities and patterns, hence
assisting in more proactive strategies of managing traffic. Especially the ensemble
model of YOLOvV8 combined with Detectron2 acquired the all-time high-rate accuracy
benchmark for traffic sign recognition, which underpins the safety mechanisms
required in autonomous driving and real-time traffic management.

Additionally, a successful implementation combining the Yolo-NAS and Mask
R-CNN models for traffic light prediction has proven to work better than others in the
prediction test, reducing congestion on the roads by far, thereby bringing efficiency
into the navigation procedure across an urban environment. A similar approach,
ensembling FNN and LSTM in traffic accident prediction, has offered tracks for
effective preemptive actions regarding hot spot accidents, in which action could be put
in place to ensure safety for road users and maximize traffic operations' efficiency.

To sum up, the conducted research has reconfirmed those advanced applications
of machine learning models within ITS make significant advances in managing and
protecting traffic environments in urban centers. There are improvements in the
accuracy of traffic predictions, and improvements now give further scope for
developing smarter and more sustainable urban transportation networks. This paves
the way for the integration of such technologies into ITS, and a promising way
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forward—particularly in the context of extending these models to cover other
predictive needs and scenarios. There is an increasing need to enhance safety in line
with the exponential increase in urbanization, as well as improve transport operation
through intelligent machine learning solutions. The thesis further ads to this evolving
landscape and provides grounds for future innovations in technology, or whatever
changes the future may bring, in transportation technology and management.

6.1. Future Scope and Social Impact

There is boundless scope for growth and the application of machine learning
within ITS. This offers opportunities for considerable societal gain while future
research can be made much better by the new models, taking much other type of data
input, real-time social media feeds, and much broader environmental factors,
enhancing further the predictive accuracies and response times. The use of edge
computing integrated with data analytics and machine learning models could help to
make data processing more decentralized, help in the increased responsiveness of ITS,
and lessen the load on the central servers. This will most essentially help in large urban
areas where traffic decisions are time-based.

An alternative promising direction is that of unsupervised and reinforcement
learning algorithms for the traffic management problem. These, in a way, learn from
flows of traffic at each moment and change optimization strategies over time, but
without predefined labels. This no doubt would lead to much more resilient and
adaptive traffic systems than those that could cope with unexpected conditions or
trends in travel patterns with human intervention.

Impacting society, the better traffic management by ITS directly relates to the
decrease in vehicle emissions toward environmental sustainability. This can also
substantially save time that a commuter spends in traffic through proper predictions
and traffic controls, hence productivity increases and stress decreases. Additionally,
the safety improvements garnered from accurate traffic prediction and corresponding
management could reduce traffic accidents, injuries, and fatalities, thereby having
profound consequences on public health and safety.

Further, successful advanced ITS implantation could be seen as the most crucial
cornerstone for public trust in autonomous technologies worldwide and the opening of
paths to wide acceptance and integrations of autonomous vehicles. In other words,
upgrading ITS with the help of machine learning improves transportation efficiency
and safety and fosters social advancement towards more innovative, sustainable urban
living environments.

With the aforementioned background information in mind, the thesis of this
paper is that machine learning is applied to improve ITS and the general implications
derived from such advancements on society. It is a path of continuous innovation,
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where the point of convergence among technology, urban planning, and the needs of
society could lead forward into the future full of sustainable and efficient prospects.
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