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ABSTRACT 

 

We are probably living in the clearest era of human history. An era in which computing 

has moved from large-scale mainframes to PCs and the cloud. But that's not what 

happened, it's something we can think of over the years to come. Trip Distance 

Prediction is important in the development of mobility-on-demand and travel 

information systems. Accurate estimates of travel distance support the decision-making 

process for riders and drivers using such systems. In this project, the static trip distance 

of a taxi trip trajectory is predicted by applying some regression model to a highly 

conditioned set of trips. We are using the NYC Taxi data set which is available on 

Kaggle in which, so many rich features are present like Locations, duration Distance 

etc. Also, we are going to use classification on the datasets and predict the Trip type. It 

is important to compare the results for all the different Algorithms so that we can 

analyse the best algorithm. 
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1.1 Machine Learning 

It is the most interesting technology

learn with no need of complex

system  the ability to get more

we might imagine. 

 

 

1.2 Types of Machine Learning

1.2.1 Based on the nature of the learning

Supervised Learning

the "teacher" is presented to the computer. The 

important and basic rules for comparing input data and output data

process goes on as 

in the training data. Here are some real

Classification of Image

in the future, hoping that the 

Market Forecast / Regression: 

and get new data from your system
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CHAPTER 1 

INTRODUCTION 

 

he most interesting technology. It is a area of learning which allows system t

learn with no need of complex programming. As the name implies, this gives

get more learning. ML is probably used in more places today than 

 

Fig.4: AI and Machine Learning 

Types of Machine Learning 

1.2.1 Based on the nature of the learning 

earning: The example of the input and required output given by 

the "teacher" is presented to the computer. The objective is to understand the 

important and basic rules for comparing input data and output data

 the model reaches to the desired level of performance score

g data. Here are some real-time examples: 

of Image: Train with images / labels. It then gives a new image 

in the future, hoping that the system will recognize the new object. 

t / Regression: Train your system with previous market data 

and get new data from your system to predict new prices in the future.

Artificial 
Intelligence

Machine 
Learning

Deep 
Learning

It is a area of learning which allows system to 

As the name implies, this gives us the 

is probably used in more places today than 

output given by 

objective is to understand the 

important and basic rules for comparing input data and output data. The training 

he desired level of performance score 

Train with images / labels. It then gives a new image 

 

Train your system with previous market data 

to predict new prices in the future. 



Unsupervised Learning: 

its own algorithm for fin

to cluster the population of different groups

be a objective in its own 

Clustering: It is use to i

groups. In research and sc

High-dimensional visualization: 

high-dimensionality

Generative model

probability distribution of the input data. This is very 

classifier more robust.

 

Of course, supervised learning data is labeled, but unsupervised learning data is 

unlabeled. 

 

Semi-supervised learning:

labled data, so this type of learning is known as

problem. Those issue

learning. For example, 

etc.) and some photos 

Reinforcement learning:

environments that need to perform specific goals (such as driving a car or 

playing games with opponents). 
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earning: Algorithms of learning is unlabeled, leaving behind 

its own algorithm for finding structures in the input. This type of learning

to cluster the population of different groups or area. This method of learning can 

in its own right. 

t is use to instructs the system to divide same type of data into 

n research and science, we use this method mostly. 

dimensional visualization: We use our system to visualize 

ity. 

Generative model: More data can be generated when the model gets the 

probability distribution of the input data. This is very helpful in making the 

classifier more robust. 

 

Fig.2: Supervised & Unsupervised Learning 

Of course, supervised learning data is labeled, but unsupervised learning data is 

supervised learning: When a problem contain a very big data and 

labled data, so this type of learning is known as semi-supervised 

problem. Those issue lie between both the supervised learning and unsupervised 

learning. For example, Suppose we have a photo gallery (dogs, cats, people, 

tos are labeled and most images are unlabeled. 

Reinforcement learning: Computer programs interact with dynamic 

environments that need to perform specific goals (such as driving a car or 

playing games with opponents).  

learning is unlabeled, leaving behind 

put. This type of learning is used 

or area. This method of learning can 

ivide same type of data into 

to visualize data having 

: More data can be generated when the model gets the 

helpful in making the 

 

Of course, supervised learning data is labeled, but unsupervised learning data is 

When a problem contain a very big data and less of 

supervised learning 

and unsupervised 

(dogs, cats, people, 

Computer programs interact with dynamic 

environments that need to perform specific goals (such as driving a car or 
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1.2.2 Based on the "output" required for machine learning systems 

Classification: In this Method, we have the input and we divide or categorise 

that input into two or more classes, and then a model will be create by 

the learner which assigns hidden input to the classes which is known as 

multi-label classification. This is generally handled in a supervision way.  

filtering the spam is a best example of it, where input will be the email 

sent by user and the classes will be spam or not spam. 

Regression: This method also comes under supervised learning problem, Here 

we see that output is continuous unlike in Classification where output is discrete. 

For example, use historical data to predict stock prices. 

 

 
Fig.3: Classification & Regression 

 

1.3 Some Machine Learning Terminologies 

Model: A model or we say hypothesis is a specific representation. When we 

apply Machine Learning Algorithms, then the model learns from it and gives the 

required Outputs. 

Features: Features are the individual measurable properties of the data. A series 

of numerical features can be easily explained by feature vectors. The feature 

vector is provided as input to the model. For example, you can predict fruits 

from characteristics such as color, smell, and taste. 

Target: The values which we predicted by the model is known as  target 

variable or label. For example, Suppose we need to find the name of fruits which 



is given in Features Section, so Fruit will be the labe

value.  

Training: This is a process of mapping where we have already the input data, 

features and target (label), and required outputs. So in this we use all the data 

and create a model which maps the new data to its trained classes.

Forecast: When the model is ready, you can enter a set of inputs that provide 

predictive output (labels).

1.4 Objectives of the Project

In this project, the following objectives need to be achieved:

1. Generating a custom dataset for training and validating the ML model.

2. Training and validating the performance of ML models.

3. Comparing the performance of different ML models available. 
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is given in Features Section, so Fruit will be the label which gives the fruit 

This is a process of mapping where we have already the input data, 

ures and target (label), and required outputs. So in this we use all the data 

and create a model which maps the new data to its trained classes. 

When the model is ready, you can enter a set of inputs that provide 

predictive output (labels). 

Fig.4: Training & Prediction 

Objectives of the Project 

In this project, the following objectives need to be achieved: 

Generating a custom dataset for training and validating the ML model.

Training and validating the performance of ML models. 

formance of different ML models available.  

l which gives the fruit 

This is a process of mapping where we have already the input data, 

ures and target (label), and required outputs. So in this we use all the data 

 

When the model is ready, you can enter a set of inputs that provide 

 

Generating a custom dataset for training and validating the ML model. 
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CHAPTER 2 

THEORITICAL CONCEPT 

 

This section presents the basic theoretical concepts needed to understand the main 

processes and tasks of the experiments studied in this project. This section details the 

concepts of machine learning, transfer learning, and the available pre-trained models. It 

also gives rise to the idea of using different types of layers that are used in different pre-

trained models. The concepts presented in this section will help you understand the 

proposed Trip Distance Prediction. 

 

2.1 Trip Distance Prediction 

This is the process to predict the distance of a vehicle going to covered. We use 

Supervise Learning here because we need to first see the past records related to the 

vehicle  so that we can calculate and estimate the distance which will be going to 

covered by the vehicle under the circumstances. 

 

2.2 Why Trip Distance Prediction 

This Project help us for so many fields: 

 Keep proper maintenance of the vehicle. 

 Easy to estimate the fuel quantity. 

 Very Helpful for Taxi /Cab company. 

  Automobiles sector can maintain the service records. 

 

2.3 Datasets  

Datasets are more important  for any supervise learning because it help us to understand 

the features related to vehicle. Datasets can be available publically related to the field. 

After getting the proper datasets we can manipulate it according to the requirements. 

 2.3.1 Multicollinearity (Using VIF)   

We use Variance inflation factor (VIF), when we need to calculate the value of 

multicollinearity . This is use generally for Regression model. So the VIF is 

define as the ratio of the variance of the whole model to the variance of the 

model containing only its one independent variable Mathematically. 
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2.4  Algorithms 

In this Project, Classification & Regression algorithms are used so we will discuss the 

algorithm having high performance in its field. 

 

 Linear Regression: As we know that the objective of ML is to calculate the 

relationship between the input and the output data, so we use input 

variable(x) to get the output variable(y) with the help of Linear Regression. 

In linear regression, the equation of relationship is expressed as y = a + bx. 

Hence, the purpose of this regression is to calculate the coefficients value a 

and b. Where 

    a : intercept  

   b : slope of a line. 

 

 
Fig.5: Linear Regression 

Figure 5, here we can see the graph representation for x and y against the 

data. Here the objective is to draw the line nearest to most of points. So we 

can understand that if the distance is reduces means the error percentage is 

also reduce. 

 

 Logistic Regression: As we know in Linear Regression, we predict the 

numerical results like marks of student in subjects, but in logistic regression 

we predict the discrete values like whether the student is pass or fail. 
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We use binary classification as a term in this method . That is, for datasets 

with y = 0 or 1, 1 indicates the default class. For example, there are only two 

possibilities for predicting whether an event will occur. Does it occur 

(indicated by 1) or does not occur (0)? Therefore, if you want to predict 

whether a patient is ill, use the value 1 in the dataset to label the sick patient. 

Here in this type of classification technique, we use probability for each of 

the class unlike any of regression techniques where we generate output 

directly. This is why, the range of output will be 0 to 1. For example, if you 

are trying to predict if a patient is ill, you already know that the sick patient 

will be displayed as 1, now if the method has a patient value is 0.91, the 

patient may be ill. 

Logarithmically, by converting input value(x)  using  logistic function which 

is [h(x)= 1 / (1 + e-x)], we generate the output value(y). Then we convert this 

probability into a binary method under classification. 

 
Fig.6: Logistic Regression 

By using this method, main objective is to train the data and find the 

coefficients and minimize the errors. We will have actual and predicted 

value so according to the result we can find the results and minimize the 

error. 

 

 Naïve Bayes: We use a theorem in this method, which is known as Bayes 

Theorem as we need to calculate the probability  here which will tell us that 

given event is going to happen if another one has already happened. So we 

find the probability that hypothesis (h) is true, we use the theorem as 

follows, given prior knowledge (d). 
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We use the term "naive" here as the variables are independent of each other. 

 

 KNN: KNN stands for K-Nearest Neighbour. As we know that first we 

divide whole data into two set (ie. Test datasets and train datasets). But in 

KNN we use whole data set as a train data set. Means we do not use test data 

set separately. 

When we need to find result using new dataset, This method of classification 

examines the data and get the k sections related to the data where k is define 

by the user like how many section user want. And then it gets the k number 

of results from all section so it take the average of the results for regression 

method and also take the most frequent class for classification method. We 

calculate similarities between instances using Euclidean distance and 

Hamming distance. 

 Decision Tree: In this machine learning method, we use the classification 

and regression based on tree where non-leaf nodes in classification tree are 

the root node and the non-leaf nodes in regression tree are the internal  node. 

Non-leaf node is also known as non-terminal nodes as terminal node is 

known as leaf node where leaf node represents the output value(y) and non-

leaf node is represented as single input value(x). Here we do prediction by 

traversing the tree to reach to the leaf node using non-leaf node as there are 

certain conditions to select the non-leaf node. And hence we reach to the 

result node. 

In Figure 7 below, we see that if a person is going to buy a sports car or 

minivan. This prediction is taking place using Decision Tree method where, 

it classifies based on the age and the marriage status. This figure shows that 

if a person's age is 30 years and that person is not married, then what will be 

the result. So this Decision Tree is showing that the person will buy a sports 

car as shown below: 
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Fig.7: Part of Decision Tree 

 

 AdaBoost : In simple word we use term AdaBoost for Adaptive Boosting. 

This is a ensemble techniques which comes under Classification method. 

The difference between Bagging and Boosting is that as each model built 

independently that is why Bagging is parallel ensemble and Boosting is 

sequential ensemble. Because each model build based on the previously 

build model. 

Bagging is like a voting process where classifier votes for the final result as 

the bagging is parallel ensemble. But in Boosting its kind of a Weighted 

Voting where based on majority, classifiers give vote to get the final result. 

  

 

Fig.8: AdaBoost for Decision Tree 



2.5 Metrics for performance (Regression)

As regression comes under the supervise learning , we are going to map the actual value 

and the predicted value and the relationship shows that how good we bui

The metrics for performance

 

1. MAE  

MAE measures the average magnitude of a series of prediction errors, regardless 

of the direction of the prediction. Measures the precision of continuous 

variables. The equations are listed in the library reference. 

get the average score

2. MSE  

Mean squared error (MSE) 

which shows that the regression line is close to the data set or not

means the error is less.

the data points and that distance is nothing but the errors. So we calculate the 

square of errors. We 

more weight to the big difference. This is called the root 

because it averages a series of errors. The lower the MSE, the better the 

prediction. 

3. RMSE  

RMSE is nothing but a square root of the MSE hence RMSE is stands for Root 

Mean Square Error. It is also use to find the average value of the er

generally used when the error is large enough that is why we calculate square 

root. 
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.5 Metrics for performance (Regression) 

As regression comes under the supervise learning , we are going to map the actual value 

and the predicted value and the relationship shows that how good we built our model

performance used to evaluate the regression model are as follows

 

MAE measures the average magnitude of a series of prediction errors, regardless 

of the direction of the prediction. Measures the precision of continuous 

variables. The equations are listed in the library reference. In simple words, we 

get the average score of all the error scores per records. 

 

Mean squared error (MSE) helps us to visualize the results by drawing a curve 

which shows that the regression line is close to the data set or not

means the error is less. So we calculate the distance from the regression line to 

the data points and that distance is nothing but the errors. So we calculate the 

square of errors. We need a square to get rid of the negative sign. It also gives 

more weight to the big difference. This is called the root mean square error 

because it averages a series of errors. The lower the MSE, the better the 

 

nothing but a square root of the MSE hence RMSE is stands for Root 

Mean Square Error. It is also use to find the average value of the er

generally used when the error is large enough that is why we calculate square 

As regression comes under the supervise learning , we are going to map the actual value 

lt our model. 

as follows: 

MAE measures the average magnitude of a series of prediction errors, regardless 

of the direction of the prediction. Measures the precision of continuous 

In simple words, we 

helps us to visualize the results by drawing a curve 

which shows that the regression line is close to the data set or not. if it is close 

tance from the regression line to 

the data points and that distance is nothing but the errors. So we calculate the 

need a square to get rid of the negative sign. It also gives 

mean square error 

because it averages a series of errors. The lower the MSE, the better the 

nothing but a square root of the MSE hence RMSE is stands for Root 

Mean Square Error. It is also use to find the average value of the errors. It is 

generally used when the error is large enough that is why we calculate square 



4. R-Squared 

We use R-square to find the performance of the model. Which means that is 

shows that how the input variable is helping the model to predict the fina

output. In other words, 

output / predictor variables.

calculated by following steps:

1. Find residual sum of squares (SSres) of the regression model
2. Find the error sum of squares (SStot) of the mean model
3. Divide SSres by SStot
4. Subtracting it from 1.

A coefficient of determination of 0.85

85% good with the help of input variable(x). Means

determination will give better 

is resolved by an adjusted coefficient of determination

 

2.6 Metrics for performance

The following metrics are used for analyzing the performance 

calculated using confusion matrix (as shown in Fig. 9

1. Accuracy 

Accuracy is the ratio of correct outcomes to the total outcomes of the 

experiment. Accuracy is calculated using the 

Accuracy represents the correctness of predictions made bythe model.
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square to find the performance of the model. Which means that is 

shows that how the input variable is helping the model to predict the fina

output. In other words, It explains how input variables explain fluctuations in 

output / predictor variables. The coefficient of determination 

following steps: 

residual sum of squares (SSres) of the regression model. 
the error sum of squares (SStot) of the mean model. 

SStot. 
from 1. 

ficient of determination of 0.85 indicates that the model is performing 

85% good with the help of input variable(x). Means higher the coef

will give better  model. However, this metric has limitations and 

adjusted coefficient of determination. 

Metrics for performance (Classification) 

The following metrics are used for analyzing the performance of the models that are 

usion matrix (as shown in Fig. 9) generated on the dataset:

 
Fig.9: Confusion Matrix 

Accuracy is the ratio of correct outcomes to the total outcomes of the 

experiment. Accuracy is calculated using the following formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
்௉ା

்௉ାிேାி௉ା்ே
                               

Accuracy represents the correctness of predictions made bythe model.

square to find the performance of the model. Which means that is 

shows that how the input variable is helping the model to predict the final 

It explains how input variables explain fluctuations in 

 (R-square) is 

the model is performing 

higher the coefficient of 

However, this metric has limitations and 

of the models that are 

) generated on the dataset: 

Accuracy is the ratio of correct outcomes to the total outcomes of the 

                 

Accuracy represents the correctness of predictions made bythe model. 



2. AUC (Area Under ROC Curve)

AUC represents the worthiness of model predictions (Fig. 

how superior a model is capable to discern between positive and negative 

occurrences. 

1.0 value in AUC means model prediction is 100% accurate and 0.5 means 

model prediction is worthless fo

3. Precision 

Precision is the ratio of 

outcomes for a class. Precision is calculated using the following formula:

Precision signifies ho

4. Recall 

Recall is also known as

classified records to the total number of real positive instances

calculated using the follo

Recall signifies the positive predictions that are classified incorrectly.

The following figure (Fig. 11

calculations: 

21 

AUC (Area Under ROC Curve) 

AUC represents the worthiness of model predictions (Fig. 10). It is the degree of 

how superior a model is capable to discern between positive and negative 

Fig.105: AUC and ROC 

1.0 value in AUC means model prediction is 100% accurate and 0.5 means 

model prediction is worthless for unknown instances prediction. 

Precision is the ratio of true positive classified records to the total positive 

outcomes for a class. Precision is calculated using the following formula:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
்௉

்௉ାி௉
   

Precision signifies how many positive outcomes are actually correct for a class.

Recall is also known as sensitivity which is defined as the ratio of true

classified records to the total number of real positive instances. The recall is 

calculated using the following formula: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
்௉

்௉ାி
   

Recall signifies the positive predictions that are classified incorrectly.

The following figure (Fig. 11) represents the confusion matrix along with the metrics 

t is the degree of 

how superior a model is capable to discern between positive and negative 

 

1.0 value in AUC means model prediction is 100% accurate and 0.5 means 

to the total positive 

outcomes for a class. Precision is calculated using the following formula: 

w many positive outcomes are actually correct for a class. 

as the ratio of true positive 

. The recall is 

   

Recall signifies the positive predictions that are classified incorrectly. 

) represents the confusion matrix along with the metrics 



Fig.
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Fig.11: Confusion Matrix and different Metrics 

  



PROPOSED MODEL FOR DISTANCE PREDICTION

 

In this Chapter, all the working is given for preparing the model. Here we can 
understand about the data which can be useful for make a query
suitable features required to build the model for getting good outcomes.

3.1 Datasets: 
In this Project, we are going to look at the NYC Taxi Data which is available publically 
on kaggle. 

 
The Data table is given below:

Features/Columns

Ipep_pickup_datetime 

Lpep_dropoff_datetime

Pickup_longitude 

Pickup_latitude 

Dropoff_longitude 

Dropoff_latitude 

Passenger_count 

Trip_distance 

Trip_type 
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CHAPTER 3 

PROPOSED MODEL FOR DISTANCE PREDICTION 

In this Chapter, all the working is given for preparing the model. Here we can 
understand about the data which can be useful for make a query and also to select the 
suitable features required to build the model for getting good outcomes. 

In this Project, we are going to look at the NYC Taxi Data which is available publically 

The Data table is given below: 

Table.1: Original Datasets 

 

Features/Columns Description

 Start Timing of trip from origin

Lpep_dropoff_datetime End Timing of trip at destination

Start position longitude 

Start position latitude 

End position longitude 

End position latitude 

Number of passenger in car 

Distance covered by vehicle (in miles)

Type of trip (1 or 2) 

Table.2: Dataset Dictionary  
 

 

In this Chapter, all the working is given for preparing the model. Here we can 
and also to select the 

In this Project, we are going to look at the NYC Taxi Data which is available publically 

Description 

Start Timing of trip from origin 

End Timing of trip at destination 

 

Distance covered by vehicle (in miles) 



3.2 Data Manipulation: 

Now we can manipulate the Dataset as per the requirements. In this project, we need 
to change/update some features as given below:
 

 Calculate the Time duration of trip by using Start and End timing of trip.
Time_duration(in minutes)= (end tri

 Calculate arc distance with the use of longitude and latitude using 
formula. 

 Calculate the Direction from origin to destination.
 Convert Date into Days.
 Divide the Hour into 4 part: 12am
 Divide the Trip into 2 type: Short Trips(Distance<=1mile), Long Trips(Rest)
 Remove outliers from the data.

So After Pre-processing, the table is changed to given table.

3.3 EDA(Exploratory Data Analysis):

 Here we will analyse the dataset in form of graph or values. We can use here so 
many Graphs as shown below:
 

 Box Plots: 

Fig.12
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Now we can manipulate the Dataset as per the requirements. In this project, we need 
to change/update some features as given below: 

Calculate the Time duration of trip by using Start and End timing of trip.
Time_duration(in minutes)= (end trip time - start trip time) 
Calculate arc distance with the use of longitude and latitude using 

Calculate the Direction from origin to destination. 
Convert Date into Days. 
Divide the Hour into 4 part: 12am-6am, 6am-12pm, 12pm-6pm, 6pm
Divide the Trip into 2 type: Short Trips(Distance<=1mile), Long Trips(Rest)
Remove outliers from the data. 

 Table.3: Manipulated Dataset 
 

processing, the table is changed to given table. 

EDA(Exploratory Data Analysis): 

analyse the dataset in form of graph or values. We can use here so 
many Graphs as shown below: 

 

 
12: Box Plot for All numerical features 

 

 

Now we can manipulate the Dataset as per the requirements. In this project, we need 

Calculate the Time duration of trip by using Start and End timing of trip. 

Calculate arc distance with the use of longitude and latitude using haversine 

6pm, 6pm-12am. 
Divide the Trip into 2 type: Short Trips(Distance<=1mile), Long Trips(Rest) 

analyse the dataset in form of graph or values. We can use here so 

 



 Bar Graph: (Univariate Analysis)

 Bar Graph: (Bivariate 
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Bar Graph: (Univariate Analysis) 

 
Fig.13: Univariate Analysis 

 

Bar Graph: (Bivariate Analysis) 

 

 

 



 Histograph: 

 
 Heat Map Graph:

Mean of Distance                                  Count of Distance
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Fig.14: Bivariate Analysis 

 

 
Fig.15:Histograph 

Heat Map Graph: 

Mean of Distance                                  Count of Distance 

 

 



Mean of Duration                          

 Correlation Matix:

3.4 Data Pre-processing: 

 
 Feature Selection/Rejection:(using 

Table.5:VIF Table (M
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Mean of Duration                                  Count of Duration 
Fig.16:HeatMap 

Correlation Matix: 

 
Table.4:Correlation Matrix 

 
Fig.17:Correlation Heat Graph 

 

 

Feature Selection/Rejection:(using Multicollinearity) 

 
Table.5:VIF Table (Multicollinearity) 

 
 



 One-Hot Encoding:

 

3.5 Train Model: 

 
 Train Test Division:

 
   
   
 

 Train Model For Regression:
Here, we use regression to predict Distance so we need to make Distance as 
a Dependent Variable and rest variable will be Independent Variable.
 
Next step is going to use Algorithm on Train Datasets and validate with Test 
Datasets. and generate the Results.
 

 Train Model For Classificatio
Here, we use Classification to predict Type of Trip so we need to make Trip 
as a Dependent Variable and rest v
 
Next step is going to use Algorithm on Train Datasets and validate with Test 
Datasets. and generate the Results.
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Hot Encoding: 

 Table.6: One-Hot Encoding 
 

Train Test Division: 

 Train Dataset: 70% 
 Test Dataset:  30% 

Train Model For Regression: 
Here, we use regression to predict Distance so we need to make Distance as 
a Dependent Variable and rest variable will be Independent Variable.

Next step is going to use Algorithm on Train Datasets and validate with Test 
Datasets. and generate the Results. 

Train Model For Classification: 
Here, we use Classification to predict Type of Trip so we need to make Trip 
as a Dependent Variable and rest variable will be Independent Variable.

Next step is going to use Algorithm on Train Datasets and validate with Test 
Datasets. and generate the Results. 

Here, we use regression to predict Distance so we need to make Distance as 
a Dependent Variable and rest variable will be Independent Variable. 

Next step is going to use Algorithm on Train Datasets and validate with Test 

Here, we use Classification to predict Type of Trip so we need to make Trip 
ariable will be Independent Variable. 

Next step is going to use Algorithm on Train Datasets and validate with Test 



 

In this Chapter, we will see the results of the algorithms having Top 
Results. Then we will compare and analyse the results for both Regression & 
Classification. 

 

4.1 Results For Regression:

Fig.18
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CHAPTER 4 

RESULTS 

In this Chapter, we will see the results of the algorithms having Top 
Results. Then we will compare and analyse the results for both Regression & 

.1 Results For Regression: 

 
Fig.18: Result Graph (Actual V/S Predicted) 

 

 

 

In this Chapter, we will see the results of the algorithms having Top Performing 
Results. Then we will compare and analyse the results for both Regression & 



 Comparison of Results for all Regress

Table.7:Comparison
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Comparison of Results for all Regression Methods: 

 

:Comparison Between all the Regression Algorithm 
 

 



4.2 Results For Classification:
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.2 Results For Classification: 

 

Fig.19: ROC curve Graph 

 

 

 

 

 

 

 

 

 

 



 Comparison of Results for all 

 

Table.8:Comparison Between all the 
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Comparison of Results for all Classification Methods: 

:Comparison Between all the Classification Algorithm

 

  

Algorithm 
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CHAPTER 5 

CONCLUSION AND FUTURE SCOPE 

 

The following conclusion has been made: 

 Existing pre-trained Machine Learning models have been studied and compared in 

this study. 

 It has been found that Gradient Boosting Method performed best in both Regression 

& Classification among other algorithm. 

 The Accuracy is not more than 90% which means we need more rich features in the 

model. 

 In Regression, R-Square Value is good but Mean Percentage Error is also 20% 

because  the data is Right Skewed. 

 Along with this, the performance of different Machine Learning models has been 

studied.  

 

The future scope of this project is as follows: 

 In the Model, We can add more features like Weather Condition, Traffic Report, 

fuel used, etc. 

 Adding more rich features like above can results in a good performance using 

Regression as well as Classification. 
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