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ABSTRACT 

 
The exponential increase in energy demand and the limited amount of fossil fuels has made the 

focus of research on ways and means of harnessing renewable energy sources such as solar, 

wind, biomass etc. Out of all the available renewable sources, wind energy forms a large chunk 

of the total generation. As on March 2020, the world leaders in wind energy production are 

China, USA, Germany and India.  

 

The progress of wind power in recent years has exceeded all expectations, with Europe leading 

the global market. Recent progress in wind technology has led to cost reduction to levels 

comparable, in many cases, with conventional methods of electricity generation. The present 

scenario of energy coupled with the extensive growth of wind energy installations in the recent 

past has led to the motivation for extending research work in the field of wind energy 

conversion systems (WECS).  

 

For efficiently harnessing wind energy, doubly-fed induction generators (DFIGs) have become 

extremely popular owing to their large range of operation. DFIGs can be operated both in the 

grid connected mode as well as the stand-alone mode. The speed of a DFIG can be varied from 

the sub-synchronous to the super-synchronous. A partially rated power converter can be easily 

used with a DFIG. This in turn, reduces the cost of the overall system. 

 

DFIGs can be put to use for capturing wind energy from a fixed speed prime mover as well as 

a variable speed prime mover. This facility leads to immense operational flexibility in terms of 

the operating speed of the machine. The major drawbacks associated with the DFIG based 

WECS are their complex control, harmonic distortions and sensitivity to unbalanced grid 

voltages. 

 

Power electronics is used to efficiently interface renewable energy systems to the grid. It is 

playing a very important role in modern WECS, especially for control purposes. Control by 

means of power electronics allows the fulfilment of grid requirements, a better use of the 
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turbine capacity and the alleviation of aerodynamic and mechanical loads that reduce the 

lifetime of installation. 

 

This thesis identified the scope of research in the following directions: 

 The control strategies associated with DFIGs. 

  The performance of solid state converters used in DFIG.  

 The power quality issues related to DFIGs.  

 The methods of controlling the active power and the reactive power of DFIG based 

WECS.  

 The nature inspired artificial intelligence (AI) techniques for designing DFIG 

controller parameters. 

 

The major contributions contained in this thesis are as follows: 

 Developed two novel rational methods to compute the optimal values of DFIG rotor 

current commands for enhancing efficiency and power factor of grid connected 

systems. 

  Developed three GA based methods to compute the optimal values of DFIG rotor 

current commands for enhancing efficiency and power factor of grid connected 

systems. 

  Proposed and validated two novel DFIG topologies for application in WECS based 

autonomous systems. 

  Applied a modified perturb and observe (P&O) algorithm for obtaining faster response 

with reduced oscillations in the proposed novel DFIG topologies. 

  Proposed and validated a simple control for three-lead based autonomous DFIG DC 

system whose output voltage is held constant under varying wind speeds. 

  Presented the analysis of the parallel operation of two DFIGs of different ratings 

connected in combination of two-lead and three-lead topology. 
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I. LIST OF NOTATIONS & ACRONYMS 

 

The list of symbols used in the thesis have been mentioned in Table I.1. 

Table I.1 List of symbols 

S.No. Symbol Meaning Unit 

1 
sR  Stator resistance Ω 

2 
1a si , 1b s

i , 1c si  Stator currents of phases a, b, and c respectively A 

3 
1a sv , 1b s

v ,  1c sv  Applied stator voltages respectively V 

4 
1a s , 1b s
 , 1c s  Stator fluxes of phases a, b, and c respectively wb 

5 
s  Angular frequency imposed by the grid rad/s 

6 
rR  Rotor resistance referred to the stator Ω 

7 
2a ri , 2b r

i , 2c ri  Stator referred rotor currents of phases a, b, and c 

respectively 

A 

8 
2a rv , 2b r

v , 2c rv  Stator referred rotor voltages respectively V 

9 
2a r , 2b r
 , 2c r  Rotor fluxes wb 

10 
r  Angular frequency of rotor magnitudes rad/s 

11 
m  Electrical angular frequency of the machine rad/s 

12 
m  Mechanical angular speed of the machine rad/s 

13 p  Pair of poles of the machine  

14 
1
s
s

v  Stator voltage space vector in stator reference frame V 

15 
1

s
s

i  Stator current space vector in stator reference frame A 

16 
1
s
s

  Stator flux space vector in stator reference frame wb 

17 
2
r
r

v  Rotor voltage space vector in rotor reference frame V 

18 
2
r
r

i  Rotor current space vector in rotor reference frame A 

19 
2
r
r

  Rotor flux space vector in rotor reference frame wb 
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20 
sL  Stator inductance H 

21 
rL  Rotor inductance referred to the stator H 

22 
mL  Magnetizing inductance H 

23 
sL  Stator leakage inductance H 

24 
rL  Rotor leakage inductance referred to the stator H 

25 
2
s
r  Rotor flux space vector in stator reference frame wb 

26 
2
s
ri  Rotor current space vector in stator reference frame A 

27 
1

r
si  Stator current space vector in rotor reference frame A 

28 
m  Electrical angular position of the shaft rad 

29 
2

s

rv  Rotor voltage space vector in stator reference frame V 

30 
1s , 2r  α component of stator flux and rotor flux respectively wb 

31 
1s , 2r  β component of stator flux and rotor flux respectively wb 

32 
1sv , 2rv  α component of stator voltage and rotor voltage 

respectively 

V 

33 
1sv , 2rv  β component of stator voltage and rotor voltage 

respectively 

V 

34 
1si , 2ri  α component of stator current and rotor current 

respectively 

A 

35 
1si , 2ri  β component of stator current and rotor current 

respectively 

A 

36 
2
a
r  Rotor flux space vector in synchronous reference 

frame 

wb 

37 
2
a
ri  Rotor current space vector in synchronous reference 

frame 

A 

38 
1

a
si  Stator current space vector in synchronous reference 

frame 

A 

39 
2

a

rv  Rotor voltage space vector in synchronous reference 

frame 

V 
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40 
1
a
s

v  Stator voltage space vector in synchronous reference 

frame 

V 

41 
1
a
s

  Stator flux space vector in synchronous reference 

frame 

wb 

42 
1d s , 2d r  d component of stator flux and rotor flux respectively wb 

43 
1q s , 2q r  q component of stator flux and rotor flux respectively wb 

44 
1d sv , 2d rv  d component of stator voltage and rotor voltage 

respectively 

V 

45 
1q sv , 2q rv  q component of stator voltage and rotor voltage 

respectively 

V 

46 
1d si , 2d ri  d component of stator current and rotor current 

respectively 

A 

47 
1q si , 2q ri  q component of stator current and rotor current 

respectively 

A 

48 
emT  Electromagnetic torque Nm 

49 V , V1, V2 DC input voltages to power electronic converters V 

50 I  Current through the inductor of DC-DC converter A 

51 i  Instantaneous current through the inductor of DC-DC 

converter 

A 

52 r  Coil resistance of DC-DC converter Ω 

53 L  Coil inductance of DC-DC converter H 

54 C  Capacitance of DC-DC converter F 

55 R  Load resistance of DC-DC converter Ω 

56 oV  DC-DC converter output voltage V 

57 D  Duty ratio of DC-DC converter  

58 P  Power input of DC-DC converter W 

59 k  Instant of time at which measurement has been made  

60  Loss component of no load current A 

61 rdI  Direct axis rotor current A 

62  No load current A 

63  Magnetizing component of no load current A 

cI

eI

mI
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64 
rqI  Quadrature axis rotor current A 

65  Rotor current expressed as magnitude and phase A 

66  Stator current expressed as magnitude and phase A 

67  Maximum mechanical power W 

68  Rotor active power W 

69  Stator active power W 

70  Rotor reactive power VAR 

71  Stator reactive power VAR 

72  Resistance of core Ω 

73  Leakage reactance of rotor Ω 

74  Leakage reactance of stator Ω 

75  Magnetizing reactance Ω 

76  Slip  

77  Rotor voltage expressed as magnitude and phase V 

78  Stator voltage expressed as magnitude and phase V 

79  Stator flux linkage expressed as magnitude and phase AT 

80 sf , 
rf  Electrical frequency of output voltage for DFIG 

stator and rotor respectively 

Hz 

81 mN  Mechanical speed of DFIG shaft rpm 

 

The list of acronyms used in the thesis have been mentioned in Table I.2. 

 

Table I.2 List of acronyms 

S. No. Acronym Full form 

1 AI artificial intelligence 

2 ANN artificial neural network 

3 DFIG doubly-fed induction generator 

4 DSP digital signal processors 

5 FL fuzzy logic 

r r rI I  

s s sI I  

mP

rP

sP

rQ

sQ

cR

lrX

lsX

mX

/s r ss    

r rV V  

0s sV V 

s s fs   
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6 FOC field oriented control 

7 FPGA field programmable gate array 

8 GA genetic algorithm 

9 GSC grid side converter 

10 HDL hardware definition language 

11 IGBT insulated gate bipolar transistor 

12 MC matrix converter 

13 MF membership function 

14 MP&O modified perturb and observe 

15 MPPT maximum power point tracking 

16 OF objective function 

17 PEC power electronic converter 

18 PI proportional-integral 

19 PLL phase-locked loop 

20 PMSG permanent magnet synchronous generator 

21 PSO particle swarm optimization 

22 PV photo voltaic 

23 PWM pulse width modulation 

24 RSC rotor side converter 

25 SCIG squirrel cage induction generator 

26 SG synchronous generator 

27 SHE selective harmonic elimination 

28 SMC sliding mode controller 

29 SPWM sine pulse width modulation 

30 VSC voltage source converter 

31 VSI voltage source inverter 

32 WECS wind energy conversion systems 

33 XSG xilinx system generator 
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CHAPTER 1 

INTRODUCTION 

 

1.1 INTRODUCTION 

Wind is one of the most copious renewable sources of energy in nature. The economic and 

environmental benefits offered by wind energy are the reasons why electrical systems based 

on wind energy are receiving extensive global attention.  

As on July, 2020, India has a total installed capacity of 371.054 GW. The renewable energy 

capacity, excluding generation through large hydropower plants, is 87.669 GW. The 

contribution of wind power in India is to the tune of 37.7 GW [1]. India is the fourth largest 

producer of electricity from wind energy after China, United States and Germany respectively 

[2]. Table 1.1 lists the contribution of different modes of electricity generation towards the total 

production in India [1]. 

 

Table 1.1 Contribution of different modes of generation towards the total production in India 

Generation Type Capacity (MW) % of Total 

Thermal 2,30,906 62.2% 

Hydro  45,699 12.3% 

Nuclear 6,780 1.8% 

Renewable Energy Sources 87,669 23.6% 

 

Figure 1.1 is a bar graph illustrating the electrical energy generation in India from 2009-10 to 

2020-21 [1]. 
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Fig. 1.1 Bar graph illustrating the electrical energy generation in India 

 

Wind energy can be harnessed by a wind energy conversion system (WECS), composed of 

wind turbine blades, an electric generator, a power electronic converter (PEC) and the 

corresponding control system. Owing to overall increased flexibility, research on WECS has 

been steadily focussing on the variable speed approach.  

Since the early nineties, many manufacturers have been replacing the traditional asynchronous 

generator in their wind turbine designs with doubly-fed induction machines. Specifically, using 

variable-speed approach increases the energy output up to 20% in a typical wind turbine system 

[3].  

For operating the wind turbine in variable speed mode, a number of schemes have been 

proposed. Some of these schemes are based on estimating the wind speed in order to optimize 

wind turbine operation [4]. Figure 1.2 shows the block diagram of basic components of a 

WECS.  

Since the last 25 years, several generations of wind turbine systems have been developing [5]. 
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Fig. 1.2 Block diagram of a WECS 

1.2 RESEARCH MOTIVATION 

The ever growing demand of electrical energy and the inadequate stocks of conventional assets 

have resulted in improved attention towards the use of renewable resources. Hence, intense 

research is being undertaken in the domains of solar energy and wind energy. Electricity 

production using wind energy is eco-friendly, socially beneficial and economically 

competitive. Wind has become one of the most attractive energy resources as it is nearly 

pollution-free when used for production of electricity (except for the noise from the rotating 

turbine). So, in this thesis, research has been focussed on the production of electrical energy 

using wind energy. 

 

1.3 DFIG BASED ENERGY CONVERSION SYSTEMS 

A review of wind generator systems, their control strategies and the power electronic 

converters used in WECS is contained in this section. 

  

1.3.1 Wind Generator Systems 

Wind turbine generator systems have to fulfill certain requirements, some of which are as 

follows:- 

 Grid Connection: To allow large-scale application of wind energy without 

compromising the stability of the power system, operators have to stick to certain grid 
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codes. These codes define the requirements for the power quality to be delivered to the 

system [6]. 

 Reliability: Cost of operating a plant forms a substantial part (in the order of 30%) of 

the generated energy cost. Therefore, requirements related to reliability have been 

getting increased attention [7]–[13]. 

 Variable Speed: Variable speed of the generator system ensures an optimal match with 

the aerodynamic of the rotor. Equation (1.1) describes the power that can be captured 

by a wind turbine [14]:- 

 P=0.5 ρair Cp πrb
2 vw

3       (1.1) 

 where ρair is the density of air, vw is the speed of the wind, rb is the radius of the rotor 

 and Cp is the coefficient of power. Cp depends on the blade design, the pitch angle θ, 

 and the tip speed ratio λ. 

 

The generator systems mostly used in wind turbines have been discussed in [15]–[20]. They 

are as follows:- 

 Squirrel-Cage Induction Generator (SCIG) 

 Permanent Magnet Synchronous Generator (PMSG) 

 Synchronous Generator (SG) 

 Doubly-Fed Induction Generator (DFIG) 

 

1.3.2 Power Electronic Converters used in WECS 

The power electronic converters (PECs) are an integral part of control for WECS with variable-

speed systems. Constant-speed WECS include PECs mostly for reactive power compensation.  

The role of PECs in a variable speed WECS are as follows [21]:- 

 Facilitating the attainment of maximum power transfer from the wind by controlling 

the turbine rotor speed as the wind speed varies with time.  

 Conditioning the variable-frequency and variable-magnitude output of the generator 

into a supply of constant-frequency and constant-magnitude which is suitable for 

feeding an electrical grid. 

 

Table 1.2 gives a comparison of different generators which are used in WECS while table 1.3 

gives the comparison of PECs used in WECS. 
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Table 1.2 Comparison of different generators employed in WECS 

S.No. Type of the 

generator 

Benefits Drawbacks 

1 Squirrel-Cage 

Induction 

Machine 

 Low cost machine. 

 Rugged.  

 Excellent damping of 

torque pulsation. 

 Large inrush current 

while starting.  

 Fulfills reactive power 

requirement from the 

grid.  

 High cost of fully rated 

PEC. 

2 Permanent 

Magnet 

Synchronous 

Machine 

 It is usually gearless.  

 Good efficiency.  

 High torque even at low 

speeds. 

 Costly material.  

 Used in small scale 

applications.  

 Expensive converter. 

3 Synchronous 

Machine 

 Direct drive system.  

 Reactive power 

injection is not required. 

 Very expensive.  

 Needs to be excited 

externally. 

4 Doubly-Fed 

Induction 

Machine 

 Flexible speed control 

owing to variable speed 

operation.  

 Four quadrant active 

and reactive power 

capabilities.  

 Partially rated converter 

usage.  

 Better execution of 

power factor correction.  

 Can operate at high 

power. 

 Control schemes are 

complex.  

 Need regular 

maintenance. 
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Table 1.3 Comparison of PECs employed in WECS 

S. No. PEC Benefits Drawbacks 

1 Thyristor grid 

side converter 

 

 Low cost.  

 High power rating.  

 

 Active compensator is 

needed.  

 

2 Back-to-back 

Converters 

 

 Low cost.  

 

 Enhanced switching 

losses.  

 High frequency 

harmonics.  

3 Matrix converter 

 

 Elimination of DC 

link. 

 High efficiency.  

 

 No provision of 

decoupling.  

 Higher losses during 

conduction. 

 

4 Multi-level 

converter 

 

 Reduced 𝑑𝑣/𝑑𝑡.  

 Low distortion in input 

current drawn.  

 Reduced losses during 

switching 

 

 Voltage imbalance due 

to multiple capacitors.  

 High cost due to large 

number of switches.  

 Complex control. 

5 Z-source 

converter 

 The output voltage can 

be varied over a large 

range.  

 Fewer components are 

needed.  

 Good reliability.  

 Low cost and reduced 

size.  

 Very efficient. 

 Both voltage surges 

and current surges 

occur.  

 The converter is 

inherently 

unidirectional. 

 

1.4 CONTROL STRATEGIES IN WECS 

In general, the control schemes for WECS are usually segregated into the following categories:- 
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 Constant speed techniques 

 Variable speed techniques 

 

Table 1.4 is a comparison of various wind turbine systems. 

 

Table 1.4 Comparison of various wind turbine systems 

S. No. Wind Turbine System Benefits Drawbacks 

1 Fixed Speed System  Simple construct 

and control.  

 Robust operation.  

 Cost effective. 

 Low yield of 

energy.  

 Active/ reactive 

power 

controllability is 

absent.  

 High mechanical 

stress.  

 High losses on 

gear. 

2 Variable Speed System 

with partially rated 

Power Electronics. 

 

 High yield of 

energy.  

 High active/ 

reactive power 

controllability.  

 Reduced cost, 

losses and 

mechanical stress. 

 Maintenance 

requirements.  

 High losses on 

gear. 

3 Variable Speed System 

with fully rated Power 

Electronics. 

 Enhanced 

technical 

performance.  

 Rapid control of 

active power and 

reactive power. 

 Additional losses 

in power 

conversion.  

 Increased system 

complexity. 
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1.5 ORGANIZATION OF THESIS 

The present Ph.D. thesis is organized into seven chapters and the work done is briefly explained 

below; 

Chapter 1 introduces the area of interest mentioned in the thesis. It projects the utility of DFIG 

based WECS in the present energy scenario. It includes the overview to wind energy systems 

with brief introduction of the turbines, generators and the power electronic converters used in 

it. 

Chapter 2 comprises the state of the art literature review relevant to research area of PhD work. 

It offers a methodical scrutiny of latest research publications for the purpose of defining the 

research objectives. 

Chapter 3 contains the mathematical modelling of grid connected DFIG, DC-DC step down 

converter and DC-DC step-up converter. The DFIG model has been developed in the stator co-

ordinates. Modelling of the DC-DC converters has been done by considering a practical 

inductor with parasitic resistance. 

Chapter 4 focuses on the power electronic converters (PECs) used in DFIG based WECS. It 

contains the simulation results and hardware implementation of the PECs. 

Chapter 5 details out the computation methods of DFIG direct axis and quadrature axis rotor 

current commands Irq and Ird corresponding to three distinct cases which are as follows:  

a) Maximum active power and minimum losses  

b) Minimum reactive power and minimum losses  

c) Maximum active power and minimum reactive power. 

 

The original work carried out in this chapter relates to the computation of rotor currents 

corresponding to cases (b) and (c). The other novelty of this work is the application of GA for 

determining the optimal rotor current values corresponding to all the aforementioned three 

cases. The efficiency and power factor of the system owing to all the three cases using rational 

methods as well as GA have been compared and analyzed. 

Chapter 6 proposes two novel topologies of DFIG for feeding DC grid/ load. These 

configurations are called two-lead and three-lead connections. A modified Perturb and Observe 

(MP&O) Algorithm, has been applied to the two configurations for maximum power point 

tracking. The benefits of the proposed DFIG topology and the benefits of MP&O over the 

traditional P&O algorithm have been validated. Chapter 6 also contains the analysis of a three-

lead based autonomous DFIG DC system whose output voltage is held constant under varying 
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wind speeds. Hardware results of two-lead and three-lead DFIG system with rotor excited via 

DC-DC Converter have also been included. The DC-DC converter input is variable but its 

output is held constant by applying proper control. The parallel operation of two DFIGs of 

different ratings connected in combination of two-lead and three-lead topology has also been 

presented. 

Chapter 7 gives the major conclusions based upon the research work presented in this thesis. 

It gives a detailed account of the problems mitigated during the course of the research. The 

scope of building upon the current work has been presented in a brief manner. 

 

1.6 CONCLUSION 

In this chapter, the structure of the thesis has been outlined in detail. The motivation for 

undertaking the research has been briefly touched upon. A general overview of DFIG based 

WECS has been discussed with a focus on the wind generator systems, power electronic 

converters and the associated control strategies used in WECS.
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CHAPTER 2 

LITERATURE SURVEY OF DFIG 

BASED ENERGY CONVERSION 

SYSTEM 

 

2.1 INTRODUCTION 

Literature survey is an essential activity for research. It needs to be carried out 

comprehensively. This chapter comprises the state of the art study of literature relevant to the 

DFIG based WECS. It offers a systematic exploration of research publications for the purpose 

of outlining the research objectives. 

 

2.2 LITERATURE SURVEY 

The large range of operation of doubly fed induction generators (DFIGs) has made them very 

popular in the field of renewables related to wind energy. With DFIGs, there is the facility of 

employing partially rated power electronic converters (PECs). Hence, the overall system 

budget is effectively reduced. The control of a doubly-fed induction machine using back-to-

back PECs was proposed in [22]. Vector-control scheme for the grid-side converter results in 

decoupled control of active power and reactive power. It also ensures sinusoidal supply 

currents.  

The authors of [23] describe a topology using a thyristor based grid side converter that allows 

continuous control over the inverter firing angle. The turbine speed is regulated through the 

DC-link voltage for ensuring optimum energy capture. The benefits of this topology include 

reduced cost of device and increase in available power rating. The main drawback of this 

converter is the requirement of a compensator for the reactive power and the harmonic 

distortion.  
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The usage of a voltage source converter (VSC) accompanied by a DC-DC converter is 

investigated in [24]. Incorporating an additional DC- DC converter results in the following 

advantages: 

 Variation of the switching ratio can be used to control the generator side DC voltage. 

 Appropriate inverter side DC voltage can be maintained. 

 Selective harmonic elimination (SHE) is possible.  

 The control is flexible. 

 

A topology proposed in [25] has two DC link capacitors and two B-4 converters. Maximum 

power point tracking (MPPT) has been employed to yield the generator output power. MPPT 

is applied by measuring the DC link current and voltage. The operating point is accordingly 

altered by changing the magnitude of the reference current. 

The matrix converter (MC) has the capability to alter in one stage the variable generator output 

into a constant AC as required by the grid [26]–[32]. Hence the matrix converter does not 

require any bulky energy storage like DC-link. The application of a matrix converter in a DFIG 

based WECS has also been widely explored [33]-[40]. In a DFIG system employing matrix 

converter, the control of the direct axis current allows for the regulation of the stator side 

reactive power. The quadrature axis current command regulation results in control of the stator 

side active power [33]. Interaction of matrix converter and power filter usually leads to 

instability [34]–[39]. 

The commutation problems in the conventional MC topology ruins its performance in 

industrial applications. Hence, an improved topology free of commutation problems had been 

proposed and validated for the system presented in [40].  

A multi-level converter is an AC-DC-AC converter which consists of 12 insulated gate bipolar 

transistors (IGBT's) used as a rectifier and as an inverter [41]. The rectifier is connected 

between a capacitor bank and the machine. The inverter is connected between a filter and the 

capacitor bank. The filter is connected to an electric network.  

The authors of [42] proposed the usage of a three-phase semi-controlled rectifier for WECS 

based on generators employing permanent magnets. The proposed topology is simple, robust 

and efficient. However, the harmonic distortion in generator current is high.  

A novel converter with boost capability is proposed for WECS in [43].  

The researchers of [44]–[53] deal with the effect of the WECS technologies on the power 

system stability. 
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The authors of [54] discuss the stator flux oriented vector control strategy for decoupled control 

of DFIG active power and reactive power. In [55], authors presents a complete comparative 

analysis of proportional-integral (PI) controller, sliding mode controller (SMC) and Fuzzy-PI 

controllers for DFIG based WECS. It concludes that the transient response provided by the 

Fuzzy-PI is best. 

In [56], power factor improvement using vector control has been implemented on a DFIG based 

WECS. The authors of [57] have investigated the role played by MPPT controller in the power 

conversion of a DFIG based variable speed WECS. Control laws have been analyzed for 

optimal power production.  

The authors of [58] deal with the operation of a DFIG combined with active filter capability. 

A Grid Side Converter (GSC) is also integrated into the system. The authors have proposed a 

novel indirect current control algorithm for the compensation of the harmonics created by non-

linear loads. In [59], a micro grid system has modeled and analyzed. It consists of a DFIG 

based WECS and two diesel generators. To improve the voltage profile, GSC in reactive power 

compensation mode has been used.  

In [60], the authors propose a low cost and efficient integration of the solar photo voltaic (PV) 

and DFIG based hybrid system. The authors of [61] have proposed Voltage and Frequency 

Controllers (VFC) for feeding unbalanced loads and dynamic loads in a DFIG based system. 

In [62], the authors employ active disturbance rejection control based on the extended state 

observer. It is used to achieve the control of both rotor side converter and grid side converters. 

In [63]–[68], the use of brushless doubly fed induction generator based WECS has been 

proposed. The brushless DFIG has two stator windings. One winding is connected to the grid. 

It is called the “power winding.” The other winding has been termed as the “control winding.” 

The control winding is supplied by a converter in the same way as a DFIG. 

The authors of [69] have provided a novel solution for the “tracking speed versus control 

efficiency” trade-off problem of hill climb searching. Its strategy ensures that the changing 

wind conditions do not lead HCS in the incorrect path. The authors of [70] have discussed the 

effectiveness of various intelligent design approaches like mean-variance optimization 

algorithms and particle swarm optimization (PSO) algorithms for the control of generators.  

In [71], authors present the principles of mechanical sensorless MPPT control for WECS. It 

compares the artificial neural network (ANN) and hill climb search based MPPT algorithms. 

The authors of [72] propose an intelligent MPPT algorithm for variable-speed WECS. The 

proposed algorithm is based on an online Q-learning algorithm. ANNs are used as function 
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approximators to output the action values. The output is computed by using the rotor speed of 

the generator and the electrical power as inputs. 

The authors of [73] propose a coordinated derived current control strategy of the DFIG system 

under unbalanced grid voltage conditions. The GSC and the RSC have been synchronized to 

the grid with a virtual phase angle of nominal frequency. Thus, the proposed control strategy 

can be implemented in an arbitrary reference frame without phase-locked loop (PLL). 

Control on DFIG speed can be easily exercised from the sub-synchronous to the super-

synchronous region [74]-[87]. Maximum possible energy from the wind can be captured by 

exercising control over the generator speed [88]. Simultaneously, provision must be made for 

ensuring minimum losses and reduced reactive power. As a consequence, output active power 

would get increased. Operating an induction machine with least copper losses necessitates the 

presence of a varying rotor flux. For fulfilling the requirement of a varying rotor flux, 

Hamiltonian structure of a motor/ converter model is used and a novel non-linear controller is 

proposed in [89].  This safeguards the technical boundaries of the converter while functioning 

under field oriented control (FOC) to achieve precise speed regulation with changeable rotor 

flux as per the minimal loss requirements. A method for global loss modelling of an induction 

machine with the aid of the Design of Experiments is presented in [90]. The applied technique 

is simple as it requires a limited number of experiments. Using the suggested method it is 

possible to take into account different factors and their interactions. A vector control (direct 

Adaptive Neuro-Fuzzy Inference System) of the rotor and grid side converters of  DFIG for 

controlling the generated stator powers, has been discussed in [91]. A neuro-fuzzy algorithm 

based controller design was introduced and validated using MATLAB/ SIMULINK.  

In [92], an improved efficiency control strategy for a DFIG based WECS has been presented. 

The proposed method minimizes the loss in the DFIG thereby yielding maximum power. The 

power loss is decreased by applying flux weakening control at the reduced wind speeds. The 

magnetic flux is regulated through control conditions that also govern the flux reduction to 

normal flux operation.  

The effect of rotor excitation voltage on steady-state stability and output power of a DFIG has 

been investigated in [93]. Detailed formulae for stator power, rotor power, stator loss, rotor 

loss, and electrical power have been framed as functions of the generator speed and rotor 

voltage. 
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The active-reactive power diagrams for a variable speed DFIG fed by matrix converter (MC) 

has been presented in [94]. The diagrams are akin to the operational chart of a synchronous 

generator. The power diagrams are put to use for estimating the available reactive power 

support to the grid. The authors have developed an algorithm for computing the optimal 

reactive power share of the DFIG stator as well as the MC for maximization of the grid injected 

active power. In [95], a sliding mode regulator is discussed.  It is put to use for regulating the 

rotor current of a DFIG. The rotor currents yielded, correspond to the target commands for 

maximum power and minimum copper loss. 

For exercising control over efficiency, the field-weakening operation of a DFIG connected to 

a dc-link is analyzed in [96]. The authors have presented simplified formulae for influencing 

the optimal reference magnetization current. In [97], a control method for isolated DFIG-DC 

is discussed. The suggested method does not require sensing of stator quantities. Instead, the 

control variables, i.e. rotor circuit currents, and the controlled variable, i.e. output DC link 

voltage have been sensed. A detailed mathematical analysis of the system has also been done. 

In [98], a logical approach to compute rotor reference currents for maximum power tracking 

and loss minimization has been proposed. The optimal value of d- axis component of rotor 

current (Ird) and its q- axis component (Irq), was determined as a formula. The detailed model 

of DFIG was used for the analysis. This resulted in a less time consuming approach as 

compared to exhaustive search methods [93].  

That the extraction of mechanical power from a turbine is significantly determined by Irq while 

Ird affects the copper losses has been proved in [99]. Corresponding to maximum output power 

and minimum losses, the optimal values of Irq and Ird can be calculated using the method 

mentioned in [98]. For analyzing the transient response under various grid conditions, [100] 

and [101] can be perused. For a comprehensive investigation of some state of the art DFIG 

control strategies, [102] to [105] may be referred. 

Inverters are used widely in applications varying from renewable energy systems to household 

electronics products [106-108]. The control signal generation for PECs can be implemented by 

analog methods as well as digital methods. Owing to their increased accuracy and lower 

complexity, digital controllers are preferred over analog controllers. Typically, 

microcontrollers and digital signal processors (DSPs) were employed to execute the pulse 

width modulation (PWM) schemes for converters. But this family of digital controllers are 

characterized by inadequate throughput as well as reduced speed corresponding to complex 
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codes. Digital control signal generation using DSP makes flexible alteration possible with ease. 

But for intricate operations, the processing-power requirement of DSPs is high. This leads to 

an increase in cost [109, 110]. Field Programmable Gate Arrays (FPGAs) are a better substitute 

as compared to DSPs, microcontrollers and analog solutions owing to their re-configurability, 

reliability and versatility [111-116]. 

FPGAs were developed by the Xilinx Inc. and are basically integrated circuits which are 

reconfigurable by the end user [117, 118]. They contain programmable logic blocks and 

interconnects. Some of these blocks are grouped together to enhance the functionality for 

higher level design issues. Owing to its programmability and re-configurability, an FPGA is 

deemed as an excellent prototyping option. However, the traditional method of coding the 

control signals using hardware definition language (HDL) is tedious and necessitates a high 

degree of specialized training. This is a disadvantage for researchers not adept in programming. 

As the controller complexity increases, control signal development by HDL becomes 

exasperating even for the experts [119-122]. 

Various platforms like Opal-RT, digital signal processing and control engineering etc. can be 

employed for simulating and fabricating PECs [123, 124]. However, their cost consideration is 

greater. Moreover, the lower versions of these packages suffer from an inadequate 

functionality. The increased usage of FPGAs in converter control applications has necessitated 

the need for a low-cost, easy-to-use digital platform. 

The Xilinx System Generator (XSG) method of control signal generation using FPGAs is a 

flexible and low-cost method for rapidly designing novel hardware prototypes. The biggest 

advantage of this method is that the designer need not be acquainted with HDL [125, 126]; the 

control code is automatically generated by XSG. This leads to ease in generation of control 

signals. As a consequence, the end user can quickly construct various power electronic devices 

[127–130]. Even though DSP-based rapid prototyping controllers are available, they are 

unsuitable for high-end applications [131–133]. The XSG-based control signal generation is 

briskly gaining popularity in the research field. The realization of a high-resolution unipolar 

pulse width modulator for converters, using XSG, has been discussed in [134]. A hardware-in-

loop design of a grid-connected inverter has been discussed in [135]. 

Artificial intelligence (AI) has developed into a key tool to sort out engineering problems. The 

number of researchers in AI is briskly increasing with the growing number of its prospective 

uses in the current technology. This has enthused the researchers for developing many 
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algorithms based upon AI. In this part of the chapter, the utility of AI in wind energy conversion 

system (WECS) has been elucidated with a focus on Doubly Fed Induction Generator (DFIG). 

From critical literature survey it can be concluded that AI may be put to use for solving 

numerous complications related to WECS. A DFIG is one of the key components of WECS 

and consequently needs proper attention. There are several operational uncertainties in DFIG 

due to its nonlinear magnetization characteristics. For analysing DFIG operation, there is a 

necessity to map the nonlinearity of its magnetic circuit. AI can also be put to use for 

determining rotor current control commands corresponding to maximum efficiency or 

minimum losses or minimum reactive power or a combination of such factors. In this chapter 

an attempt has been made to explain the possibilities of AI for the analysis and control of DFIG. 

Artificial Neural Network (ANN), Fuzzy Logic (FL) and Genetic Algorithm (GA) are found 

to be very effective for solving many problems related to DFIG. 

ANN is mainly categorized by its architecture, topology and learning regime. The main benefits 

of ANN are as follows: 

 It is fast. 

 It has learning capability. 

 It can adapt to the target data. 

 It is robust. 

 It is suitable for non-linear modelling. 

 

The aforementioned advantages suggest the usage of ANN for developing control models 

where the output and input of variables is unrelated by an exact mathematical function. ANN 

training is computationally costly. But it takes negligible time to deliver accurate output once 

the network has been trained. The major shortcomings of ANN are as follows: 

 It has a large dimensionality. 

 Issues related to the choice of the optimal configuration. 

 The selection of training methodology. 

 Lack of explanation capability. 

 Generation of results even when the input data are unreasonable. 

 

In spite of these shortcomings, various researchers [136-138] have employed ANN for WECS. 

For WECS, [136] proposed an adaptive self-tuning control strategy with neural network Morlet 

wavelet. The proposed approach is built on single-layer feed-forward neural networks. It has 
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hidden nodes of adaptive Morlet wavelet functions controller as well as an infinite impulse 

response recurrent structure. The controller is based on a model structure which can 

approximately detect the system dynamics. The proposed ANN controller has been applied in 

three distinct situations as follows: 

 without noise 

 with measurement input noise 

 with disturbance output noise 

 

In [137], authors have presented short term forecasting of wind speed using ANN. Seven years’ 

data was compiled using a network of measurement stations situated at the place of interest. 

Diverse ANN configurations have been generated. These configurations have been compared 

through error measures, thereby guaranteeing the model accuracy and performance.  

The authors of [138] deal with a data-driven approach for the spatial estimation of the wind 

fields. Commencing with the outcomes of an introductory study, development of a novel 

technique by integrating neural and geo-statistical methods has been done. The novel technique 

is capable of obtaining the wind speed maps for the region at particular heights. Weibull 

distribution function defining the wind profile, has been applied for training a multi-layer 

perceptron. The aim of the multi-layer perceptron is to compute most of the wind spatial trends. 

The authors of [139] presented use of ANN based pitch controller for a grid-connected WECS. 

The turbine blades’ pitch angle is controlled by the pitch controller so as to extract maximum 

power from the wind. This approach demonstrates an overwhelming dominance over the PI 

controller approach. Cascaded ANN has been put to use by Khela et al [140, 141] for the steady 

state analysis of separately excited induction generator operating under varying speed with 

load. ANN has also been put to use by Giraud et al [142] to capture the unknown WECS 

dynamics. This method is very convenient for accurately envisaging the WECS dynamic 

performance. It finds especial use in challenging dynamic environments such as high winds. In 

[143], authors proposed a novel scheme for WECS integration into an electrical network. ANN 

has been used to model the security and the economy of the dispatching task. This has been 

done for properly integrating the wind farm. In [144], a neuro-fuzzy gain tuner has been 

proposed for the vector control of a DFIG. The input for each neuro-fuzzy system is either the 

error value of generator speed or the active power or the reactive power. The choice of a single 

input to the system makes the design simple. In [145], authors proposed an ANN model to 

represent type-3 DFIG. The chief benefits of these models are their simplicity, accuracy and 
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computational speed. The authors of [146] present a DFIG direct power control strategy. An 

ANN controller with multilayer perceptron structure has been used for the purpose. The 

proposed strategy permits the rotor side converter (RSC) to operate with constant switching 

frequency. In [147], authors deal with an ANN based sensor less wind speed MPPT algorithm 

for DFIG based turbines. The ANN has been designed to produce the optimum control signal 

for the DFIG controller. These optimal parameters have been determined by using PSO 

algorithm. The authors of [148] present an ANN based power controller for improving the 

efficiency level of DFIG based turbines during shifting wind operating situations. It exploits 

the ANN’s generalization and approximation abilities to design a robust control during wind 

variation uncertainties. Thereafter, to accelerate the convergence, a time varying learning rate 

has been proposed. In [149], authors have discussed a real time sliding mode field oriented 

control (FOC) for a grid connected DFIG. The proposed controller has been used to track the 

desired DC voltage reference at the output of the DC link capacitor. This has been done to 

retain a constant grid power factor at the step-up transformer which is controlled by the GSC. 

The controller is also capable of independently forcing the stator active power and the stator 

reactive power to track the reference commands via the rotor currents controlled by the RSC. 

Fuzzy logic (FL) is a category of programming and mathematics that accurately characterizes 

how the human mind classifies objects, assesses conditions and processes choices. It was 

developed by Zadeh in 1964. Zadeh intended to address ambiguity and inaccuracy which 

commonly occur in the engineering problems. FL was first put to use in 1979 for resolving 

power system problems. Fuzzy set theory can be thought of as a generalization of the 

conventional set theory. In traditional set theory, any universal element either belongs to or 

does not belong to a particular set. Hence, for any element, the degree of association is crisp. 

In fuzzy set theory, any element can have a continuously varying association. Mathematically, 

a “fuzzy set” is a mapping (called “membership function”) from the “universe of discourse” to 

the closed interval [0,1]. The membership function (MF) is generally designed by considering 

the prerequisites and restrictions on the problem. FL implements human experiences and 

human preferences via MFs and fuzzy rules. By using fuzzy variables a system can be made 

comprehensible to any non-expert operator. Hence, FL can be put to use as a mechanism for 

incorporating heuristics or knowledge or theory into controllers. The benefits of fuzzy theory 

are as follows: 

 Accurate representation of operational constraints 

 Fuzzified constraints are less rigid as compared to the traditional constraints 
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Many researchers have used FL in WECS. The design of an FL supervisor has been proposed 

in [150] for minimizing active power variation and reactive power variation generated by fixed-

speed WECS. Stator voltage regulation has been performed while imposing a reference for 

reactive power. The turbine blades’ pitch angle is set so as to capture maximum power. 

Long term performance of isolated electrical generation systems reinforced with hybrid 

renewable energy systems with a smart control strategy has been presented in [151]. It has been 

proven that fuzzy based control promises improved performance on long term operations vis-

à-vis the conventional approaches. This is because the fuzzy approach takes into account the 

fuzziness of the intermittent resources and the user load demand. 

In [152], authors present the implementation and laboratory testing of a novel FLC for an 

induction generator-electric utility DC link interface scheme. The purpose of the FLC in the 

proposed scheme is to maximize the wind power utilization to the electric utility grid. The 

authors of [153] describe an FL based steady-state analysis of an induction generator. The nodal 

admittance method has been used to develop matrix equations. FL has been applied to solve 

the obtained equations. Consequently, the steady-state performance of the machine can be pre-

determined. 

FL has been applied by Simos et al [154] for a variable wind generation system consisting of 

a self-excited induction generator. FLC has been put to use for extracting the maximum power 

while ensuring robust speed control and light load efficiency improvement, under all 

conditions. In [155], authors offer an enhanced tip speed ratio procedure for grid tied DFIG. A 

model reference adaptive system based on FLC has been put to use for estimating the rotational 

mechanical speed of the generator. The authors of [156] have proposed the design and 

application of a control scheme that uses interval type-2 fuzzy sets for grid tied DFIG based 

turbines. The existence of a third dimension in the type-2 MF leads to additional flexibility in 

the controller design. Hence, the controller can contribute in damping the power oscillations 

and aid in voltage recovery during network parameter uncertainties. Vector control with the 

proposed control strategy is capable of handling uncertainties like faults and load changes in 

the operating conditions of the network. The authors of [157] have discussed the design of an 

FL based intelligent controller for improving the robustness and reference tracking of DFIG 

based WECS. Fuzzy logic controller has been made to operate as a supervisory controller for 

tuning the PI controller gains. The method of gain scheduling has been used to track the stator 

active power reference and stator reactive power reference. In [158], a developed integrated 

intelligent automatic control system has been proposed. The controller action leads to an 
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increase in energy extraction and improvement in the power system performance. ANN, FLC 

and support vector machines (SVM) models have been used for comparison and validation. In 

[159], authors proposed an FLC based speed controller for DFIG based WECS. The wind speed 

and the DFIG rotor speed serve as the inputs. The controller parameters have been optimized 

using PSO algorithm. To accelerate the MPPT, the conventional controller has been augmented 

with a compensator. The compensator contains a high-pass filter and uses the wind speed as 

input. In [160], the inertia of a DFIG with a super capacitor based energy storage system has 

been described. Based on FLC, an inertia response control strategy has been proposed and 

validated. In [161], authors proposed a variable FLC strategy for a DFIG with battery energy 

storage operating in islanded mode. The proposed scheme has a range of functionalities such 

as elimination of harmonics, compensation of asymmetries and maximum power extraction 

from the wind. Field-oriented approach has been used for the control of the RSC as well as the 

load side converter. The proposed control exhibits good dynamic response when compared 

with conventional methods.  

The purpose of optimization techniques is to discover a result which will either efficiently 

minimize the goal or maximize it, as fast as possible. The job of an effective optimization 

algorithm is to find the correct optimum solution by assessing feasible points. Genetic 

algorithm (GA) based optimization algorithms involve relatively fewer evaluations as 

compared with conventional optimization algorithms. This leads to a reduction in the 

computational complexity. 

The advantages of GA based optimization are as follows: 

 GAs manipulate control variable representations at the basic string level to utilize 

likenesses amongst high performance strings. Usually, other approaches directly deal 

with functions and their control variables. Since GA operates at the basic coding level, 

they are hard to dupe even for functions that are deemed to be challenging for the 

traditional schemes. 

 GAs operate from a population. Several other methods operate from a single point. 

Hence, GA finds security in numbers. By retaining a populace of well adapted sample 

points, the possibility of searching a wrong peak is diminished. 

 GAs accomplish much of their breadth by disregarding information, excluding that 

concerning the objective function (OF). Several other methods comprehensively rely 

on such extraneous information. In problems where the obligatory information is 

unobtainable, the other methods fail in totality. GAs remain general by manipulating 
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information accessible in any search problem. GAs process similarities in the 

fundamental coding along with information ranking the structures. The ranking is done 

according to the survival ability in the present environment. By manipulating such 

broadly accessible information, GAs may be put to use on a wide variety of 

applications. 

 The evolution rubrics of GAs are stochastic. Most other AI methods have deterministic 

evolution rules. A dissimilarity exists between the randomized operators of GAs as 

compared to other methods. GAs use arbitrary selection to guide an extremely 

exploitative search. The procedure of using chance to arrive at the best results seems 

unusual; yet such precedents are abundantly present in nature. 

 

The major disadvantage of GA is the large amount of computational time needed. However, as 

compared to ANN and FL, GA has the competence to deliver more exact solutions. Further, 

no stringent learning algorithm is enforced on GA as in ANN. Further GA operators involve 

no mathematics as is needed in FL. 

During the previous years, numerous researchers have focussed attention on evolutionary 

algorithms for solving real world problems related to optimization. In [162], GA has been put 

to use for the generating control command signals of a grid connected DFIG. Three distinct 

methods have been formulated and described for determining the value of direct axis rotor 

current and quadrature axis rotor current for maximizing active power while minimizing losses 

and reactive power of a grid connected DFIG. The optimal values of DFIG rotor current have 

been obtained using three different rational techniques and corresponding three cases of GA. 

In a real coded GA, variables are coded using real numbers [163]. After proper coding, GA 

operators have been directly applied on the numbers. Three key operators responsible for the 

functioning of the GAs are mutation, reproduction and crossover. 

Dynamic performance of grid based WECS has been analysed in [164]. Analysis has been done 

using the rotor speed stability. For improving the WECS low voltage ride-through during faults 

and for damping the machine’s rotor speed oscillations, unified power flow controller (UPFC) 

has been employed. The gains of the UPFC controller have been tuned with a simple GA. It 

has been witnessed that the UPFC regulates the voltage and mitigates the instability of the rotor 

speed. In [165], authors have presented multiple capacitor connection for a variable speed 

arrangement of induction generator using GA. Pole changing windings have been substituted 

by a switching scheme. Performance constraint on flux densities, terminal voltage and current 

have been accounted. The authors of [166] have proposed GA to minimize the net impedance 
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of induction generator. In [167], the authors have presented a design procedure based GA 

combined with the formal pole placement project. The control scheme has been used for 

obtaining optimal controllers of the DFIG RSC. The procedure improves the dynamic 

behaviour of the system during faults. It also augments the fault ride through capability. The 

authors of [168] have proposed a coordinated control strategy of the DFIG converters during a 

fault of the grid. The co-ordinated control is capable of riding through the fault minus the usage 

of supplementary hardware. The coordination has been attained via an FLC tuned using GA. 

In [169], the authors have proposed controllers for DFIG based WECS. The proposed 

controllers include a main speed controller and two secondary speed controllers. The main 

speed controller is an FLC. The FLC parameters have been optimized using GA for achieving 

optimal response. Frequency deviation controller as well as wind speed oscillations controller 

have also been put forward. In [170], the authors have proposed a technique for mitigating the 

sub-synchronous oscillations in a wind farm by adding a “virtual impedance controller” to a 

DFIG RSC. GA has been used to achieve the controller optimal parameters. The authors of 

[171] have presented a scheme to optimise the network loss and system voltage. The DFIG 

terminal voltage is the target for control. The immune GA has been used to overcome the 

reactive power optimisation problem related to offshore wind farms. The authors of [172] have  

detected the sub-synchronous interactions primarily determined by the DFIG converters’ PI 

parameters. With the goal of restraining the oscillations, an optimization model has been 

developed to envision optimal ranges of PI parameters. Such models facilitate the choice of the 

suitable PI parameters for augmenting the damping. 

Ongoing research on DFIG systems is focussed on unconventional applications. These include 

the following systems: 

 Variable frequency adjustable speed generation [173]. 

 Dual converter topologies used in reversible speed drives [174]. 

 DC power generation.  

 

They aforementioned systems utilize the advantages of intrinsic DFIG flexibility and 

controllability. The flexibility and controllability are used for minimizing the sizing, ratings as 

well as the amount of controlled PECs. The most prominent use deals with the incorporation 

of a DFIG into a dc power system. Such applications are relevant to usual grid based WECS 

[175], dc micro-grids [176]-[177], distributed generation as well as standalone power systems 

for mines [178] and on-board power generation [179]. The natural DFIG ability of functioning 
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with variable speed and fixed frequency with partially rated PECs has been reclaimed for DC 

generation. The proposed topologies include single voltage source converter (VSC) with 

uncontrolled rectifier [180], [181], [182]-[187], [188]-[201], [202]-[203], [204]-[205] and 

double VSC [206], [207], [208]-[214] layouts. These topologies can provide an inexpensive 

solution in the domain of dc power generation. 

 

2.3 RESEARCH GAPS IDENTIFIED 

Based on the literature review of wind energy conversion systems, following gaps were 

identified:- 

 Complexity in the various control methodologies is high [23]-[25], [40], [41], [55], 

[104], [159]. 

 Harmonic distortion which occurs in output voltage and currents is a persisting problem 

[23], [34]-[39], [44]-[53], [105], [161]. 

 Power quality issues due to wind speed variations [7]-[13], [21], [59], [103]. 

 Intermittent nature of wind causes difficulties in the islanding mode of operation [5], 

[171], [173], [175]. 

 Sensitivity of DFIG to unbalanced grid voltage [13], [22], [44], [101], [149], [168].  

 In a weak network, a change in either active or reactive power can cause a considerable 

change in the voltage [44], [45], [47], [53], [102]. 

 Solutions to protect the rotor side converter during abrupt voltage drops, results in 

adverse impact on the stability of the power networks when penetration of wind power 

becomes high [18], [47]. 

 Non linear controllers are harder to implement in practice whereas linear controllers 

have a limited range of operation [20], [155].  

 Absence of a good control methodology for smoothing the grid frequency fluctuation 

without excessive spillage [55], [57]. 

 In WECS, where artificial intelligence has been applied, rapidly changing wind 

conditions may lead to wrong implementation of control strategy [69], [70], [156], 

[157]. 
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2.4 RESEARCH OBJECTIVES 

Based on the research gaps identified, the research objectives were as follows:- 

 To analyze a model of a DFIG and investigate the control strategies associated with it. 

 To investigate the performance of solid state converters used in DFIG. 

 To investigate the power quality issues related to DFIG. 

 To investigate the methods of controlling the active power and the reactive power of 

DFIG.  

 To apply genetic algorithm (GA) for designing controller parameters. 

 

2.5 RESEARCH METHODOLOGY 

The research methodology followed in this work focused on the simulation of the stated 

objectives using matrix laboratory (MATLAB 2016a). Controller parameter design has been 

implemented using analytical methods as well as genetic algorithm. The control signals for the 

power electronic converters have been generated using Xilinx System Generator (XSG) and 

Spartan 3e Field Programmable Gate Array (FPGA). The switching signals of the DC-DC 

converters have been developed using the Arduino integrated development environment and 

Arduino Mega microcontroller. TLP 250 driver integrated circuit has been used for the 

amplification of the control signals for the converters. The converters have been fabricated 

using FGA15N120 Insulated Gate Bipolar Transistors (IGBT). A one HP DFIG hardware 

prototype has been used for the experimental set up. 

 

2.6 CONCLUSION 

The research objectives were framed according to the gaps identified in literature. The problem 

identification and the roadmap followed for obtaining the solution have been broadly outlined 

in this chapter.
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CHAPTER 3 

MATHEMATICAL MODELLING OF 

SYSTEM COMPONENTS 

 

3.1 INTRODUCTION 

This dynamic performance of machines is generally studied by their dynamic models. It is also 

very essential to know how a steady-state can be attained when the machine is in a different 

state. The DFIG’s dynamic behaviour expresses the performance of the machine’s variables in 

both the steady state and the transition period. The dynamic behaviour of the doubly-fed 

induction generator (DFIG) must be examined for modelling purposes and for developing the 

subsequent machine control. By means of the dynamic model it is possible to discern at all 

times the performance of the machine variables. By using the info delivered by the dynamic 

model, it is possible to predict how the state transitions may be accomplished. Such information 

allows the operator to ascertain unsafe behaviours like instabilities and high transients. The 

dynamic model also offers additional system information during the steady-state operation. 

Thus, the dynamic DFIG model, expressed usually in the form of differential equations, is often 

organized as a compact set of equations. Such representation allows it to be simulated by digital 

devices like computers. Using these simulations, it is possible to derive valuable information 

related to the DFIG’s variables. This is often called a “simulation model.” It permits one to 

identify the continuous performance of all machine variables. 

This chapter develops DFIG dynamic model based on the space vector theory. By applying this 

potent mathematical tool, the DFIG modelling differential equations have been derived. Then, 

from the obtained models, numerical instances as well as graphical illustration of performances 

have been achieved by dynamic simulation, providing practical information and a profound 

understanding of the machine’s behaviour. 
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3.2 DYNAMIC MODELLING OF DFIG 

The simplified and ideal DFIG model consists of three windings each in the stator and the rotor. 

The DFIG equivalent electric circuit has been illustrated in figure 3.1.  
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Rs Rr
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Fig. 3.1 DFIG electric equivalent circuit 

 

For the illustration of figure 3.1, the instantaneous values of stator voltages, stator current and 

fluxes of the DFIG have been expressed by the equations (3.1) to (3.3). 

1
1 1

a s
sa s a s

d
v R i

dt


          (3.1) 

1
1 1

b s
b s s b s

d
v R i

dt


           (3.2) 

1
1 1

c s
sc s c s

d
v R i

dt


           (3.3) 

  

At steady state, the electric magnitudes at the stator exhibit a fixed angular frequency s
 . This 

frequency is forced by the grid. 

The rotor related variables have been expressed by the equations (3.4) to (3.6). 

2
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a r
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d
v R i
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          (3.4) 

2
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          (3.5) 

2
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c r
rc r c r

d
v R i

dt


          (3.6) 
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At steady-state operating conditions, the magnitudes at the rotor have constant angular 

frequency r . 

For modelling purposes, a general DFIG constructed with dissimilar turns in the stator and 

rotor has been assumed. All parameters and magnitudes of the rotor have been referred to the 

stator. 

Equation (3.7) relates the stator angular frequency with the rotor angular frequency.  

r m s              (3.7) 

 

Equation (3.8) gives the relation among the mechanical angular speed ( )
m

 , the electrical 

frequency )( m and the pair of poles. 

m mp             (3.8) 

 

3.2.1 αβ Model of DFIG 

In this section, the DFIG model’s differential equations have been derived using the space 

vector notation. Modelling has been done in the stator reference frame. By performing Clarke’s 

transformation on the DFIG stator as well as rotor voltage equations in the natural reference 

frame, voltage equations in the space vector form is obtained. Equations (3.9) and (3.10) 

represent the equation of the DFIG voltages in the space vector form. 

1
1 1

s
s s s
s s s

d
v R i

dt


           (3.9) 

2
2 2

r
r r r
r r r

d
v R i

dt


           (3.10) 

 

Equation (3.9) has been represented in the stator coordinates; hereafter referred to as the “αβ 

reference frame.” Equation (3.10) has been represented in the rotor coordinates. The 

superscripts ‘s’ and ‘r’ specify that space vectors have been referred to the stator and the rotor 

reference frames respectively. In space vector notation, equations (3.11) to (3.14) state the 

correlation between the DFIG currents and the fluxes. 

1 1 2
s s s

s ms s rL i L i            (3.11) 

2 1 2
r r r

m rr s rL i L i            (3.12) 
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s s mL L L            (3.13) 

r r mL L L            (3.14) 

 

Equation (3.11) has been represented in the stator reference frame, while equation (3.12) is in 

the rotor reference frame. Applying coordinate transformation leads to equations (3.15) and 

(3.16). 

1 1 2 1 2
mjs s s s r

s m s ms s r s rL i L i L i L e i           (3.15) 

2 1 2 1 2
mjr r r s r

m r m rr s r s rL i L i L e i L i           (3.16) 

 

For obtaining the αβ model of the DFIG, the corresponding space vectors are referred to the 

stator reference frame. Equations (3.17) to (3.20) express the DFIG related actuating entities 

in the stator reference frame. 

1
1 1

s
s s s
s s s

d
v R i

dt


           (3.17) 

2
2 2 2

s
s s sr
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d
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dt


            (3.18) 

1 1 2
s s s

s ms s rL i L i            (3.19) 

2 1 2
s s s

m rr s rL i L i            (3.20) 

 

For the transformation related to equation (3.18), it is essential to consider equation (3.21). 

2

2

2 2
2
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s
r s

r
m
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jr r
j jrr r

m r

d d e
e j e

dt dx





  

         (3.21) 

 

Figure 3.2 illustrates the DFIG circuit diagram in the stator co-ordinates. 
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Fig. 3.2 DFIG αβ model in stator co-ordinates 

 

As per the DFIG αβ model, the expressions of electric powers on the stator side and on the 

rotor side have been represented by equations (3.22) to (3.25). 

*
1 1 1 1 1 1

3 3
Re{ . } ( )

2 2s s s s s s sP v i v i v i           (3.22) 

*
2 2 2 2 2 2

3 3
Re{ . } ( )

2 2r r r r r r rP v i v i v i           (3.23) 

*
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3 3
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*
2 2 2 2 2 2

3 3
Im{ . } ( )

2 2r r r r r r rQ v i v i v i           (3.25) 

 

In the equations (3.22) to (3.25), the superscript ‘*’ represents the complex conjugate of the 

mentioned space vector.  

The electromagnetic torque of the machine has been expressed using equation (3.26). 

*
2 2 2 2 2 2

3 3
Im{ . } ( )

2 2em r r r r r rT p i p i i            (3.26) 

 

By substitution of equations (3.19) and (3.20) into equation (3.26), the equivalent 

representations of electromagnetic torque can be framed. Equation (3.27) expresses the 

equivalent representations of the torque. 
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where 

2

1 m

s r

L

L L
    

 

3.2.2 dq Model of DFIG 

In this subsection, the differential equations expressing the model of the DFIG have been 

derived using the space vector notation in the synchronous reference frame. Multiplying the 

equations (3.9) and (3.10) by sje   and rje  respectively, the stator voltage and rotor voltage 

equations in the synchronous reference frame have been obtained. 

1
1 1 1

a
a a as
s s s s s

d
v R i j

dt


           (3.28) 

2
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r s mr r r

d
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dt




            (3.29) 

 

In the equations (3.28) and (3.29), the superscript ‘a’ indicates space vectors referred to a 

synchronously rotating frame. Equations (3.11) and (3.12) can be transformed to equations 

(3.30) and (3.31). 

1 1 2
a a a

s ms s rL i L i            (3.30) 

2 1 2
a a a

m rr s rL i L i            (3.31) 

 

In the steady state, the dq components of sinusoidal quantities become constant. Hence, the dq 

equivalent circuit model of the DFIG is represented as illustrated in figure 3.3. 
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The DFIG power expressions and torque in the dq reference frame have been represented by 

equations (3.32) to (3.36). 

*
1 1 1 11 1

3 3
Re{ . } ( )

2 2s s s q s q sd s d s
P v i v i v i         (3.32) 

*
2 2 2 22 2

3 3
Re{ . } ( )

2 2r r r q r q rd r d r
P v i v i v i        (3.33) 

*
1 1 1 11 1

3 3
Im{ . } ( )

2 2s s s q s q sd s d s
Q v i v i v i         (3.34) 

*
2 2 2 22 2

3 3
Im{ . } ( )

2 2r r r q r q rd r d r
Q v i v i v i        (3.35) 

*

1 2 1 2 1 2

3 3
Im{ . } ( )

2 2

m m
em s r q s d r d s q r

s s

L L
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L L
          (3.36) 

 

3.2.3 State-Space Representation of αβ Model 

State space representation of equations is very convenient for simulating components on 

computers using any utility software. For obtaining a dynamic model of the DFIG in the stator 

reference frame, equations (3.17)–(3.20) have been used. The state space expression so 

obtained has been expressed by equation (3.37). 
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  (3.37) 

 

Equation (3.37) and equation (3.27) have been used in this work to develop the model of DFIG. 

 

3.3 MODELLING OF PRACTICAL DC-DC CONVERTERS 

For modelling a practical DC-DC converters, the parasitic resistance of the inductive coil has 

to be considered. 

 

3.3.1 Modelling of a Step-Down DC-DC Converter 

Figure 3.4 is an illustration of a practical buck converter. 

L
r
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Fig. 3.4 Circuit diagram of a practical buck converter 

 

When the switch S is ON, the circuit diagram of figure 3.4 is transformed as shown in figure 

3.5. 
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Fig. 3.5 Circuit diagram of a practical buck converter when the switch is ON 

 

Equations (3.38) and (3.39) correspond to the circuit illustrated in figure 3.5. 

  0
diV ri L v

dt
            (3.38) 

0 0dv v
i C

dt R
       
   

        (3.39) 

 

Re-arranging equations (3.38) and (3.39), the equations (3.40) and (3.41) are obtained. 

       0
1 1di r i v V

dt L L L
          (3.40) 

   0
0

1 1dv
i v

dt C RC
    
 

       (3.41) 

 

Arranging equations (3.40) and (3.41) in the state space form yields equation (3.42). 

00

/ 1/ 1/

1/ 1/ 0

ir L L Li
V

vC RCv





        
       

     

      (3.42) 

 

Comparing with the standard state space form yields equations (3.43) and (3.44) 

/ 1/

1/ 1/
on

r L L
A

C RC

  
  

 
        (3.43) 

1/

0
on

L
B

 
  
 

          (3.44) 

 

When the switch is OFF, the circuit diagram of figure 3.4 is transformed as shown in figure 

3.6. 



34 

 

L
r

RC
vo

i

 

Fig. 3.6 Circuit diagram of a practical buck converter when the switch is OFF 

 

Equations (3.45) and (3.46) correspond to the circuit illustrated in figure 3.6. 

  0
0 diri L v

dt
             (3.45)  

0 0dv v
i C

dt R
       
   

        (3.46) 

 

Re-arranging equations (3.45) and (3.46), the equations (3.47) and (3.48) have been obtained. 

      0
1di r i v

dt L L
           (3.47) 

   0
0

1 1dv
i v

dt C RC
    
 

       (3.48) 

 

Arranging equations (3.47) and (3.48) in the state space form yields equation (3.49). 

00

/ 1/ 0

1/ 1/ 0

ir L Li
V

vC RCv





        
       

     

       (3.49) 

 

Comparing with the standard state space form yields equations (3.50) and (3.51). 

/ 1/

1/ 1/off

r L L
A

C RC

  
  

 
        (3.50) 

0

0off
B

 
  
 

          (3.51) 

 

For both ON and OFF, matrix A  is the same. However, onB  is different from offB . The time 

averaged value of B can be computed as follows: 
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1/ 0

(1 )
0 0

L
D D

   
    

   
 

This implies that 
1/

0

L
B D

 
  
 

 

Hence for a practical buck converter, the dynamic state space representation is denoted by 

equations (3.52) and (3.53). 

00

/ 1/ 1/

1/ 1/ 0

ir L L Li
DV

vC RCv





        
       

     

      (3.52) 

 0

0

0 1
i

v
v

 
  

 
         (3.53) 

 

3.3.2 Modelling of a Step-Up DC-DC Converter 

Figure 3.7 is an illustration of a practical boost converter. 
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Fig. 3.7 Circuit diagram of a practical boost converter 

 

When the switch S is ON, the circuit diagram of figure 3.7 is transformed as illustrated in figure 

3.8. 
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Fig. 3.8 Circuit diagram of a practical boost converter when the switch is ON 

 

Equations (3.54) and (3.55) correspond to the circuit illustrated in figure 3.8. 

 diV ri L
dt

           (3.54) 

0 00
dv v

C
dt R

       
   

        (3.55) 

 

Re-arranging equations (3.54) and (3.55), the equations (3.56) and (3.57) are obtained. 

     1di r i V
dt L L

          (3.56) 

 0
0

1dv
v

dt RC
   
 

         (3.57) 

 

Arranging equations (3.56) and (3.57) in the state space form yields equation (3.58). 

00

/ 0 1/

0 1/ 0

ir L Li
V

vRCv





       
       
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      (3.58) 

 

Comparing with standard state space form yields equations (3.59) and (3.60) 

/ 0

0 1/
on

r L
A

RC

 
  

 
        (3.59) 

1/

0
on

L
B

 
  
 

          (3.60) 

 

When the switch is OFF, the circuit diagram of figure 3.7 is transformed as shown in figure 

3.9. 
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Fig. 3.9 Circuit diagram of a practical boost converter when the switch is OFF 

 

Equations (3.61) and (3.62) correspond to the circuit illustrated in figure 3.9. 

  0
diV ri L v

dt
             (3.61)  

0 0dv v
i C

dt R
       
   

        (3.62) 

 

Re-arranging equations (3.61) and (3.62), the equations (3.63) and (3.64) are obtained. 

       0
1 1di r i v V

dt L L L
           (3.63) 

   0
0

1 1dv
i v

dt C RC
    
 

       (3.64) 

 

Arranging equations (3.63) and (3.64) in the state space form yields equation (3.65). 
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Comparing with standard state space form yields equations (3.66) and (3.67) 

/ 1/

1/ 1/off

r L L
A

C RC

  
  

 
        (3.66) 

1/

0off

L
B

 
  
 

          (3.67) 

 

For both ON and OFF, matrix B  is the same. However, 
onA  is different from offA . The time 

averaged value of A  can be computed as follows: 
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1 / 1/

r L D L
A

D C RC

   
  

  

 

Hence for a practical boost converter, the dynamic state space representation is denoted by 

equations (3.68) and (3.69). 

00

/ (1 ) / 1/

(1 ) / 1/ 0

ir L D L Li
V

vD C RCv





         
       

      

     (3.68) 

 0

0

0 1
i

v
v

 
  

 
         (3.69) 

3.4 CONCLUSION 

This chapter focused on the development of a DFIG mathematical model and practical DC-DC 

converter models using differential equations. Such modelling can be used to design proper 

controller parameters for the efficient control of any DFIG based wind energy conversion 

system. Mathematical modelling of any machine/ converter yields a great insight into its 

dynamics. Such clarity can be put to use for efficient conditioning of the dynamic responses. 
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CHAPTER 4 

SIMULATION AND HARDWARE 

IMPLEMENTATION OF POWER 

ELECTRONIC CONVERTERS 

 

4.1 INTRODUCTION 

The power electronic converters (PECs) have an important role in modern wind energy conversion systems 

(WECS) with variable-speed control method. The PEC and its control strategy in a variable speed WECS is 

usually used for converting the variable-frequency and variable-magnitude AC output from the electrical 

generator into a constant-frequency and constant-magnitude supply which can be utilized for grid connected 

mode or isolated mode. 

Distributed generation (DG) using locally existing renewable sources can facilitate the achievement of energy 

self-reliance for remote locations. Doubly-fed Induction Generator (DFIG) is widely used for commercial 

WECS. DFIG based variable speed energy conversion systems require PECs for signal conditioning. This 

chapter encompasses a method for easy fabrication of DC-AC converters. It elaborates on the Xilinx System 

Generator (XSG) based control signal generation for voltage source converters (VSC). The signals are created 

via a field programmable gate array (FPGA). The converters have been simulated in MATLAB 2010a 

environment and fabricated thereafter to authenticate the real time processing capability of the FPGA 

controller. XSG 12.4 creates the hardware description language (HDL) code automatically for the FPGA. 

Hence, an end user who is unfamiliar with coding can easily build a converter.  
The foremost benefit of the FPGA-based XSG technique is that it yields a functional assessment of the FPGA 

as controller, prior to linking it to the actual system. FPGA is an excellent converter prototyping option due 

to its programmability and re-configurability. However, the traditional method of coding control signals of 

FPGA using HDL is very complex. Hence, there is a need of a coding independent control signal generation 

platform for power electronics engineers/ researchers. The XSG method of control signal generation using 

FPGAs is a low cost and flexible option. The XSG method also leads to ease in generation of converter control 

signals owing to automatic code generation by XSG. Previous research works invoked the usage of XSG but 
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do not explicitly explain the method of implementation. In this work, a detailed explanation of the XSG-based 

technique used for the construction of the triangular and the sinusoidal signal has been presented. 
A three-phase VSI and two single-phase VSIs have been implemented. The XSG simulation platform has 

been utilized to automatically create the HDL code corresponding to different switching strategies. These 

codes have been used to analyse various control algorithms in hardware via FPGAs. A DFIG rotor has been 

excited by a three-phase inverter. The control of the PECs has been done via XSG. The application and utility 

of XSG based PECs in renewable energy has been brought out by the isolated mode DFIG system. 

 

4.2 VSI PROTOTYPES 

In this section, the construction of two single-phase VSIs and a three-phase VSI have been presented. 

 

4.2.1 Single-phase VSI 

Figure 4.1(a) illustrates a single-phase three-level diode clamped inverter while figure 4.1 (b) shows a five-

level eight-switch H-bridge topology. 

 

 

(a) 

 

(b)

Fig.  4.1 Power circuit of single phase inverters (a) Three-level diode clamped topology (b) Five-level eight-

switch H-bridge topology 
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4.2.2 Three-phase VSI 

The topology of a three-phase inverter comprises of three legs. Each leg consists of two switches, as illustrated 

in figure 4.2. 

S1 D1
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Fig.  4.2 Three-phase voltage source inverter

The power electronic converters shown in figures 4.1 and 4.2 have been modelled using the MATLAB/ 

SIMULINK environment. The real-time switching signals for the inverters have been developed via XSG-

coded FPGA. The details of the control signal generation have been elucidated in the following section.  

 

4.3 CONTROL SIGNAL GENERATION USING XSG 

The SPWM control scheme for inverters requires sinusoidal signals and triangular signals. In this section, the 

XSG methods of developing the sinusoids as well as the triangular signals have been described in detail.  

In order to obtain the inverter output, different sinusoidal PWM methods have been implemented via FPGA 

by the application of XSG simulation toolset. The high-frequency carrier signal as well as the fundamental 

frequency modulating signal has been simulated in SIMULINK by applying the XSG interface. The initial 

testing is done in the simulation environment. After the output functionality is established through the 

simulations, the code generation for the FPGA is carried out by XSG token compilation.  

In this work, the a Spartan 3E FPGA has been used. The code dumped by XSG in the FPGA is actually 

synthesized by an integrated software environment (ISE) simulator. The switching signals output by the 
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FPGA are amplified and isolated prior to feeding the respective switches. Insulated gate bipolar transistors 

(IGBTs) have been used to construct the power circuit of the inverters. 

 

4.3.1 Sinusoidal Modulating Signal Generation 

Figure 4.3 is a snapshot of the XSG block arrangement for the generation of a sinusoidal reference signal at 

50 Hz.  

 

Fig.  4.3 Sinusoidal signal generation using XSG 

 

For constructing the reference wave using XSG, the step by step approach is as follows: 

1. The clock frequency of the FPGA used is 50 MHz, which corresponds to a time period of 20 ns. The 

required frequency of the sinusoidal signal is 50 Hz. The consequent time period is 20 ms. Hence, a counter 

needs to be employed which will generate a reference pulse after counting times relative to each 

pulse of the FPGA. This value equals 106. The Xilinx “Up Counter” block can be employed specifically for 

this role. 

2.  

The time period of the FPGA clock is mentioned as the “explicit period” in the “System Generator” icon of 

Simulink. The count limit of a counter in XSG is  Since 106 is greater than 65536, two back to 

back counters are used to count to 106. 

 
 

3

9

20 10

20 10









Time period of modulating signal
Counter value  .

Time period of FPGA clock


162 65536.



43 

 

 

3. As illustrated in figure 4.3, the first counter ‘Counter4’ counts from 0 to 999, i.e. effectively 1000. Its limit 

is set to  which is within its count range. A relational operator is placed next to the first counter and 

gets enabled as soon as ‘Counter4’ count reaches 999. Thereafter, it enables the second counter ‘Counter’ 

which is also set to count from 0 to 999. The cascaded effect of the two counters yields a net count of

 
 4. The “ROM” block of XSG is used for generating the sine wave. The output of ‘Counter’ shown in figure 

4.3 serves as the input to the ‘ROM’. The “ROM” block “depth” equals the highest count of its input counter. 

The “initial value vector” is assigned a value  where‘d’ is the “ROM” block “depth”. 

The output of this block will yield a sine wave of amplitude 1. A phase-displaced sine wave can be obtained 

by using the expression where ‘θ’ is the required phase angle. 

5. To obtain a level-shifted sinusoid, an arbitrary number can be added to the signal obtained in step 4. The 

“Constant” block and “AddSub” block of XSG is used for this purpose. 

6. As illustrated in figure 4.3, the “gain” block ‘CMult’ of XSG is used to change the sine wave amplitude 

according to the modulation index.   

7. As illustrated in figure 4.3, the “Gateway Out” block ‘Out4’ of the XSG is used to route the signal to the 

corresponding pin of FPGA. The pin number has to be entered using single quotes. 

 

By following the above seven steps, a modulating signal of the required magnitude, frequency and phase can 

be easily generated. 

 

4.3.2 Carrier Signal Generation 

The triangular carrier signal illustrated in figure 4.4 has been developed in the XSG domain, at a frequency 

of 2 kHz.  

 

102 1024,

3 3 610  10  10 . 

  sin 2*pi* 0: d 1 / d ;  

  sin 2*pi* 0: d 1 / d ;   
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Fig.  4.4 Triangular signal generation using XSG 

For constructing the carrier wave using XSG, the step by step approach is as follows:  

1. The clock frequency of the FPGA is 50 MHz, which corresponds to a time period of 20 ns. The required 

frequency of the triangular carrier is 2 kHz, with the corresponding time period of 0.5 ms. Hence, there is a 

need for a  counter which will generate a carrier pulse after counting  times relative to each pulse 

of the FPGA; this value equals 25000.  

2. The carrier wave will have a negative peak and a positive peak. The first peak of the triangle occurs at a 

value equal to one quarter of the time period; where one time period of the carrier corresponds to a count of 

25000. This means that the quarter time period will occur at a value   

The Xilinx “Up/down Counter” block is used for designing the triangular signal, since it can generate the 

negative peak as well as the positive peak. If the counter input is zero, it acts as a down counter. However, if 

the counter input is one, it acts as an up counter.  

3.  

The time period of the FPGA clock is mentioned as the “explicit period” in the “System Generator” icon of 

Simulink as well as the counter. Since the counter needs to count till 6250 which is well within the maximum 

possible range of 65536, a single counter will suffice. 

 
 
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




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  
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4. As illustrated in figure 4.4, the input of the “up/down counter” block ‘Counter1’ is actuated by the output 

of the “Register” block ‘Register1’from XSG. The three inputs of ‘Register1’ are individually fed. A 

“constant” block ‘Constant2’ and two “relational operator” blocks ‘Relational1’ and ‘Relational2’ of XSG are 

used for this purpose. The connections are done as follows: 

i) The input port “d” of ‘Register1’ is connected to the “Constant” block of XSG having value 1. 

ii) The input port “rst” of ‘Register1’ is connected to ‘Relational2’. The ‘a’ input of ‘Relational2’ is connected 

to a constant value of 6249 and the “b” input is connected to the output of ‘Counter1’. ‘Counter1’ performs 

6250 counts, i.e. it starts from zero and counts till 6249. Whenever the counter count equals 6249, 

‘Relational2’ actuates the “rst” input of the ‘Register1’. This is turn puts ‘Counter1’ input to zero. Thereafter 

‘Counter1’ operates like a down counter and counts down till its value reaches -6249. 

iii) The input port “en” of ‘Register1’ is connected to ‘Relational1’.  The “b” input of ‘Relational1’ is 

connected to a constant value of -6249, while the “a” input is connected to the output of ‘Counter1’. As soon 

as the count of ‘Counter1’ reaches -6249, ‘Relational1’ activates the “en” input of ‘Register1’ and ‘Register1’ 

output “q” becomes high. This means that ‘Counter1’ input becomes one. Thus, ‘Counter1’ starts operating 

as an up counter from -6249 to 6249.  

5. After ‘Counter1’ count reaches 6249, ‘Relational2’ actuates the “rst” input of the ‘Register1’. The output 

of the register changes from 1 to 0. ‘Counter1’ becomes a down counter again and the process gets repeated. 

Consequently, a triangular wave with a maximum value of 6249 and a phase shift of 180o is obtained.  

6. As illustrated in figure 4.4, to make the peak magnitude of the triangular signal equal to 1, the output of 

‘Counter1’ is passed through the “gain” block ‘CMult1’of XSG. The gain of ‘CMult1’ is set to (1/6250). 

7. As illustrated in figure 4.4, to obtain a carrier signal with 0o phase shift, the output of ‘CMult1’ is passed 

through a “NOT” Gate of XSG. 

8. If a phase-shifted carrier is required, the initial value of ‘Counter1’ has to be altered depending upon the 

configuration. For example, the initial value of the counter is put to 6249 if a 90o phase shift is needed. 

9. To obtain a level-shifted carrier, an arbitrary number can be added to the signal obtained in step 7. The 

“Constant” block and “AddSub” block of XSG is used for this purpose.  

10. As illustrated in figure 4.4, the “Gateway Out” block ‘Out1’ is used to route the signal to the corresponding 

pin of the FPGA. The pin number has to be entered in single quotes. 

 

By following the above ten steps, a carrier signal of the required magnitude, frequency level shift and phase  

can be easily generated. 
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4.3.3 Automatic Code Dumping in FPGA 

While the simulation runs in the Simulink environment consisting of the XSG blockset, HDL code is 

automatically generated by the ISE Foundation software. The result is an automatically generated bit stream, 

also known as the HDL co-simulation. The FPGA design flow is explained hereafter. To begin with, XSG is 

used to fabricate a circuit. Thereafter, the VHDL code generation occurs. It is followed by synthesis, during 

which the code gets converted to a proper permutation of logic gates, multiplexers and interconnects. During 

design implementation, the blocks of logic get appropriately re-arranged. Subsequently, pin mapping on the 

FPGA is carried out. The next step relates to the verification of the design. Once the aforementioned processes 

actuate successfully, a bit stream is generated which is then downloaded on the FPGA and run. 

 

4.4 DESCRIPTION OF HARDWARE 

In this section, the hardware used to construct the DC-AC converters has been discussed. Control signals have 

been generated using the Spartan 3E FPGA Basys 2 board. 

Figure 4.5 and figure 4.6 present the hardware for the single-phase inverter and the three-phase VSI, 

respectively.  

 

(a) 



47 

 

 

(b) 

Fig.  4.5 Hardware prototype for single-phase VSI (a) Three-level (b) Five-level 

A- Power circuit containing IGBT switches FGA15N120. B- Driver circuit using TLP 250. C- Power supply 

for driver circuits. IC 7812 and 7912 are used. D- (12-0-12) transformers for feeding the power supply. E- A 

complete leg consisting of A, B, C and D. 

 

 

Fig.  4.6 Hardware for three-phase VSI 

A- Power circuit containing IGBT switches FGA15N120. B- Driver circuit using TLP 250 powered by 12 V 

adapter. C- Spartan 3E FPGA for generation of control signal. 
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The driver circuits have been developed using IC TLP 250. The power supply of the driver is produced by 

employing IC 7812 and 7912. The input to the voltage regulator ICs are provided by 12-0-12 transformers. 

The power circuits of the inverters have been constructed using FGA15N120ANTDTU IGBT switches. These 

switches are rated at 1200 V, 15 A. The electrical characteristics of the ICs have been provided in the 

appendix. 

 

4.5 APPLICATION OF XSG BASED PEC IN STANDALONE DFIG SYSTEM 

The PECs developed by XSG can be used in renewable energy systems. In this section, the application of 

XSG in renewable has been explored. An isolated DFIG with rotor excited by three phase inverter has been 

demonstrated. The switching signals of the inverter have been generated using XSG.  XSG is versatile and 

can be put to use for easily generating control signals as simple as that of choppers and as complex as that of 

poly-phase multilevel inverters. Figure 4.7 is an illustration of the proposed XSG controlled system. 

 

Rotor
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Voltage Source 

Inverter

Capacitor Bank

L

O

A

D

Shaft

Stator

Controller for 
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Control 

Signal for 

MPPT

Wind 
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V

 

Fig. 4.7 Block diagram of the isolated DFIG system with rotor excited by three-phase inverter 

 

4.6 RESULTS AND ANALYSIS 

In this section, all the results corresponding to the different switching strategies for the output voltage control 

of the inverters has been presented.  

The SIMULINK platform containing the XSG block set has been used for constructing:  

 a single-phase three-level inverter  
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 a single-phase five-level inverter, and  

 a three-phase voltage source inverter.  

 

In all the succeeding discussions, the triangular signal frequency is 2 kHz and that of the sinusoid is 50 Hz. 

The modulation index is 0.8. The frequency of switching equals the frequency of the carrier. The output 

voltage is generated at the frequency of the modulating waveform. 

 

4.6.1 Analysis of Single-phase Three-level VSI 

For the inverter shown in figure 4.1(a), the first and third switch pair (S1, S3) as well as the second and fourth 

switch pair (S2, S4) are complementary. The diodes clamp the switch voltage to half the level of the DC bus 

voltage Vdc. When S1 and S2 turn on, the voltage across the load becomes Vdc/2. When S1 and S3 are ON, 

the load voltage is 0 V. However, when S3 and S4 are ON, the load voltage is -Vdc/2. The control signal 

generation scheme is illustrated in figure 4.8. 

Two level-shifted triangular carriers are compared with a sinusoidal modulating signal. The comparison of 

the sine with the upper triangle yields the signals for S1 and S3. The switching signals for the other two 

switches are obtained by comparing the lower triangle with the sinusoid. The output voltage obtained in 

simulation is a three-level waveform as shown in figure 4.9(a). The hardware output voltage of the three level 

inverter with control signal generated through XSG is shown in figure 4.9(b).  

 

Fig.  4.8 Control scheme for single-phase three-level inverter 
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(a) 

 

(b) 

Fig.  4.9 Output phase voltage of three-level inverter (a) Simulation result (b) Hardware result

 

Comparison of figure 4.9(a) and 4.9(b) prove that the hardware result obtained is a replica of the simulation 

result. This validates the control signal generation using XSG. 
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4.6.2 Analysis of Single-phase Five-level VSI 

The inverter of figure 4.1(b) can be considered as a cascade connection of two three-level inverters. Hence, 

the switching scheme is similar. The control signal generation scheme for the five-level inverter is illustrated 

in figure 4.10. The modulating signal having a 0o phase shift and the two carriers are used to generate the 

signals for the switches of the left leg of the inverter. The 180o phase-shifted sinusoid is compared with the 

triangles to provide the firing signals for the right leg. The maximum output voltage is equal to the input dc.  

The output voltage obtained is a five level waveform as shown in figure 4.11 (a). The hardware output voltage 

of the five-level inverter with control signal generated through XSG is shown in figure 4.11(b).

 

Fig.  4.10 Control scheme for five-level inverter 
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(a) 

 

 

(b) 

Fig.  4.11 Output phase voltage of five-level inverter (a) Simulation result (b) Hardware result 

 

From the figures 4.11(a) and 4.11(b) it can be observed that the hardware result obtained is a replica of the 

simulation result. This in turn validates the control signal generation using XSG.  
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4.6.3 Analysis of Three-phase VSI 

For the inverter illustrated in figure 4.2, the switching signals are developed by comparing three 120o shifted 

sinusoids with a triangular carrier. Comparison of the first sinusoid with the triangle generates the signals for 

the first leg. If the magnitude of the in phase sine is greater than that of the triangle, the upper switch of the 

first leg is turned ON. When the condition reverses, the lower switch is actuated. The two switches in a leg 

act complementary to each other. The second and the third legs are switched using the other two modulating 

signals, respectively.  

The control signal generation scheme for the three-phase inverter is shown in figure 4.12. The output phase 

voltage and the output line voltage in simulation are obtained as illustrated in figures 4.13(a) and 4.14(a) 

respectively. The hardware results for the phase output voltage and the line output voltage of the three-phase 

VSI with control signal generated through XSG are depicted in figures 4.13(b) and 4.14(b), respectively.

 

Fig.  4.12 Control scheme for three-phase VSI 
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(a) 

 

(b) 

Fig.  4.13 Output phase voltage of three-phase VSI (a) Simulation result (b) Hardware result 
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(a) 

 

(b)

Fig.  4.14 Output line voltage of three-phase VSI (a) Simulation result (b) Hardware result 

 

It can be observed that the hardware results obtained are a replica of the simulation results. This validates the 

control signal generation using XSG.  
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4.6.4 DFIG system with rotor excited by three-phase inverter 

The three-phase VSI illustrated in figure 4.7(a) has been used to excite the rotor of a DFIG referred to in this 

work as ‘DFIG-2.’ Parameters of DFIG-2 have been mentioned in Appendix A. The three-phase VSI can be 

operated at a frequency that ensures the stator voltage frequency is 50 Hz irrespective of the generator shaft 

speed. Such control is achievable because in a four pole DFIG, the frequency of stator voltage (
sf ), the 

frequency of rotor voltage (
rf ) and the mechanical rotor speed ( mN ) are related as follows: 

30
m

s r
N

f f             (4.1) 

 

Since the rotor is fed by a three-phase inverter, the rotor voltage frequency can be easily varied by exercising 

suitable control on the inverter. Hence rotor voltage frequency is changed according to the changing 

mechanical rotor speed such that the stator voltage frequency remains constant.  

The parameters of DFIG used in this work are mentioned in the Appendix A. For the duration of the 

experimentation, the DFIG stator had been connected to a purely resistive load between one second and two 

second. An R-L load of power factor 0.9 had been connected to the stator between three second and five 

second. Other than the mentioned durations, the DFIG is made to run on no load.  

Figure 4.15 is an illustration of the stator phase A output voltage in pu and load current of the DFIG with rotor 

excited via three-phase inverter. 

 

(a)
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(b) 

Fig. 4.15 Three-phase VSI fed DFIG (a) Phase A stator voltage (b) Load current 

 

The output of the stator is a balanced three phase voltage with a frequency of 50 Hz. For a rotor 

phase voltage of 17 V, the DFIG no-load phase voltage is 219 V at steady state. The voltage 

falls to about 149 V when the resistive load is connected. The resistive load draws a current of 

1.10 A at steady state. The stator voltage attains a value of 120 V with the application of RL 

load. The RL load draws a current equal to 1.26 A at steady state. 

 

4.7 CONCLUSION 

This chapter elucidates a simple method for the quick development of PECs. A DFIG 

standalone system has been presented as a practical application of XSG based converters in the 

domain of renewables. It has been conclusively demonstrated via hardware that the Simulink-

based XSG platform is a diligent tool for the generation of control schemes. The work is 

facilitated by an automatic HDL code generation made possible by XSG.  

Two topologies of single-phase inverters and a three-phase inverter have been realised in 

simulation as well as hardware. A detailed explanation of the XSG-based technique used for 

the construction of the triangular and the sinusoidal signal has been presented. This chapter is 

especially useful for researchers working to develop PECs of various topologies at different 

frequencies of operation.  Moreover, this work can also serve as a tutorial for researchers who 

are new to the field of converter fabrication. Such detailed description is usually absent in the 

literature invoking XSG platform for converter fabrication. The usage of XSG nullifies the 
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need of learning programming techniques, thereby speeding up hardware prototyping of 

converters. This is a huge advantage in terms of saving time as well as increased flexibility.  

The absolute correspondence between the simulation results and the hardware results 

completely justify the ease of usage by invoking XSG. 

The contribution presented in this chapter is as follows: 

 It has been established that for a standalone four pole DFIG system with rotor fed by a 

three-phase inverter, the frequency of stator voltage (
sf ), the frequency of rotor voltage 

(
rf ) and the mechanical rotor speed ( mN ) are related as follows: 

 
30

m
s r

N
f f    

 Hence, by varying the frequency of output voltage of the three-phase inverter according 

 to the changing DFIG shaft speed, the stator voltage frequency can be held constant. 

 An easy to construct, less-expensive and rapid prototyping method for power electronic 

converter fabrication using XSG has been described.  

 The novelty of this work lies in the detailed description of the methods for generating 

the modulating signal as well as the level-shifted or phase-shifted carrier signals at 

different frequencies.  

 This work facilitates the readers and researchers who are not experts in programming 

to familiarize themselves with XSG and henceforth develop various converter 

topologies. 
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CHAPTER 5 

ANALYSIS OF GRID-CONNECTED DFIG 

SYSTEM USING RATIONAL METHODS AND 

GENETIC ALGORITHM 

 

5.1 INTRODUCTION 

This chapter details out the computation of direct axis and quadrature axis reference rotor currents I rq and Ird 

of a doubly fed induction generator (DFIG), corresponding to three distinct cases which are as follows: 

a) Maximum active power and minimum losses  

b) Minimum reactive power and minimum losses 

c) Maximum active power and minimum reactive power. 

The original work carried out in this chapter relates to the computation of rotor currents corresponding to 

cases (b) and (c). The other novelty of this work is the application of genetic algorithm (GA) for determining 

the optimal rotor current values corresponding to all the aforementioned three cases. Application of MATLAB 

GA toolbox nullifies the need of manual computations and is an extremely flexible and easy method of 

determining the optimal values. The efficiency and power factor of the system owing to all the three cases 

using rational methods as well as GA have been compared and analyzed.  

A MATLAB script file of the equations derived from the aforementioned conditions has been constructed. 

Results are obtained and validated for all the above-mentioned cases. 

5.2 STEADY STATE DFIG MODEL 

Figure 5.1 illustrates the block diagram of the system. The circuit diagram of the DFIG is shown in figure 5.2 

[98]. It is the per phase equivalent of a grid connected DFIG under steady state conditions. This model is valid 

for both sub-synchronous operation and super-synchronous operation. 
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Fig 5.1 Block diagram representation of a grid connected DFIG with back-to-back converters

 

Fig. 5.2 Per-phase equivalent circuit of a grid based DFIG operating in steady state 

 

By applying KVL, equations for stator voltages and currents and rotor voltages and currents are written.  

From figure 5.2, the basic equations are as follows: 

          (5.1)  s m e s s sV Z I R jX I  
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          (5.2) 

            (5.3) 

Equation (5.1) gives the expression of the stator voltage. This equation, along with equations (5.2) and (5.3), 

form the crux of the further derivations. 

5.3 PROCEDURE TO DETERMINE OPTIMAL ROTOR CURRENT COMMANDS 

In the equation (5.1), the real parts and the imaginary parts are segregated. For further calculations, the 

different parts are assigned new variables. The process is executed as shown by equations (5.4) and (5.5). 

         (5.4) 

        

(5.5) 

In all the steps mentioned subsequently, aforementioned procedure is adopted. 

 

A. The stator current as well as the rotor current are split into their individual real component and imaginary 

component. Equations are framed with the rotor current as the independent variable. 

            (5.6) 

            (5.7) 

          (5.8) 

          (5.9) 

Where 

  

 

The stator currents are expressed in terms of rotor currents, as expressed by equations (5.6), (5.7), (5.8) and 

(5.9). 
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B. The total output active power (Pm) is expressed as a function of the rotor current. The expression for Pm is 

obtained by computing stator active power (Ps), rotor active power (Pr), core loss (Pcore) and copper loss 

(PCu). This operation will provide an equation with the real part and imaginary part of rotor current as 

the independent variables. 

                     (5.10) 

Rotor voltage equation is needed for computation of rotor active power. It is shown by equation (5.11). 

                (5.11) 

Substituting the values from (5.6), (5.7), (5.8) and (5.9) into (5.11), following expression is obtained: 

        (5.12) 

Where 

, ,  

Equation (5.12) gives rotor voltage purely in terms of real and imaginary rotor current commands. Rotor 

active power is computed as follows:- 

       (5.13) 

Where 

 

Equations (5.10) and (5.13) are expressions for stator active power and rotor active power respectively. The 

machine losses are calculated as mentioned below: 
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       (5.14) 

Where 

, , ,  

            (5.15) 

The formula for core loss current is yielded by equation (5.15). 

         (5.16) 

Where 

,  , , 

 

 

Equations (5.14) and (5.16) are expressions for copper loss and core loss respectively. The total output active 

power (Pm) can be related to rotor speed using a cubic relation. 
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Equation (5.17) yields the condition of maximum active power. 

 

C. Core loss and copper loss are added. The sum is differentiated with respect to the real part of rotor current 

and subsequently equated to zero. This operation is impemented to obtain another equation in terms of the 

real part and imaginary part of rotor current. 

           (5.18) 

The partial derivative of equation (5.17) with respect to the real component of rotor current yields the 

following equation:- 

           (5.19) 

The derivative value obtained from (5.19) is substituted in the expression of (5.18). Re-arranging the resultant 

expression leads to the subsequent equation: 

           (5.20) 

Where 

, , 

 

Equation (5.20) can be used to re-arranged as follows: 

           (5.21) 

Equation (5.21) yields the condition of minimum losses. 

D. Stator reactive power and rotor reactive power are added. The sum is differentiated with respect to the 

imaginary part of rotor current. The resultant equation is put to zero. This operation is the mathematical 

equivalent of reactive power minimization. It yields the third equation in terms of the real part and 

imaginary part of rotor current. 
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          (5.23)  

         (5.24) 

Equations (5.22) and (5.24) are the expressions of stator reactive power and rotor reactive power respectively.  

The equation of rotor reactive power transforms to: 

            (5.25) 

Where  
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Equation (5.25) is obtained by altering equation (5.24). 

          (5.26) 

The partial derivative of equation (5.17) with respect to the imaginary component of rotor current yields the 

following equation on re-arrangement: 

           (5.27) 

Equations (5.23) and (5.26) are summed up and put to zero for achieving the condition of minimum reactive 

power. Equation (5.27) is substituted in the same. The resultant equation is as follows: 

           (5.28) 
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Where 

,  , 

 

Equation (5.28) corresponds to the condition of minimum reactive power. 

 

E. One set of optimal rotor current value is obtained by using the equations (5.17) and (5.21) from steps (B) 

and (C). The values will correspond to the case of maximum active power and minimum losses [98]. 

          (5.29) 

Where 

, , 
  

In this case, equations (5.21) and (5.29) form the pair of solutions. 

 

F. Another set of optimal rotor current value is obtained by using the equations (5.21) and (5.28) from steps 

(C) and (D). This value will correspond to the case of minimum losses and minimum reactive power. 

           (5.30) 

In this case, equations (5.21) and (5.30) form the pair of solutions. 

 

G. The  third set of optimal rotor current value is obtained by using the equations (5.17) and (5.28) from steps 

(B) and (D). This value will correspond to the case of maximum active power and minimum reactive power. 

          (5.31) 

Where 

,  ,   

In this case, equations (5.28) and (5.31) form the pair of solutions.
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H. The efficiency (n) and power factor (pf) are computed as expressed by equations (5.32) and (5.33) 

respectively. 

            (5.32) 

          (5.33) 

 

I. The direct axis rotor command and quadrature axis rotor command for the DFIG are expressed in terms 

of the optimal values obtained either from step (E) or from step (F) or from step (G). The expressions are 

given by equations (5.34) and (5.35). 

 

cos sinR I
r rrd fs fsI I I  

          (5.34) 

sin cosR I
rq r rfs fsI I I   

          (5.35) 

          (5.36) 

 is the angle between the direct axis and the stator axis. Its expression is given in equation (5.36). 

 

J. Three objective functions are formed corresponding to the three distinct cases for GA implementation. 

Equations (5.37) to (5.39) represent the three functions which are then processed using the GA toolbox of 

MATLAB. 

The objective function 1y  for the case of maximum active power and minimum losses is represented by 

equation (5.37). 
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The first component of the aforementioned objective function corresponds to active power maximization 

while the second component relates to loss minimization. The objective function yields the optimal values of 

R
rI and

I
rI , which are subsequently put to use for computing the quantities of concern. The toolbox of GA in 

MATLAB can only minimize an objective function. Hence to maximize any component of a function, its 
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reciprocal is added to one and the resultant expression is minimized. The value of 0.5 is the weight assigned 

to the two components of the objective function. It implies that equal weight is allotted to active power 

maximization as well as loss minimization. 

The objective function 2y  for the case of minimum reactive power and minimum losses is represented by 

equation (5.38). 

2 0.5( ) 0.5( )
core Cu s r

y P P Q Q             (5.38) 

 

The first component of the aforementioned objective function corresponds to loss minimization while the 

second component relates to reactive power minimization. The objective function yields the optimal values 

of 
R
rI and

I
rI , which are subsequently put to use for computing the quantities of concern. 

The objective function 3y  for the case of maximum active power and minimum reactive power is represented 

by equation (5.39). 

0.5
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s r

s r

y Q Q
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         (5.39) 

 

The first component of the aforementioned objective function corresponds to active power maximization 

while the second component relates to reactive power minimization. The objective function yields the optimal 

values of 
R
rI and

I
rI , which are subsequently put to use for computing the quantities of concern.  

The flowchart for the procedure mentioned in Section 5.3 has been illustrated using figure 5.3. 

 

5.4 RESULTS AND ANALYSIS 

This section has been segregated under two heads. Sub-section 5.4.1 contains results obtained for a DFIG of 

low power rating; referred to as ‘DFIG-3’ in this work. DFIG-3 is a machine of 2.2 KW rating. The methods 

of optimal rotor current command generation discussed in section 5.3 have been validated using simulations 

carried out on DFIG-3.  

Sub-section 5.4.2 contains results obtained by implementing vector control on a DFIG of high power rating; 

referred to as ‘DFIG-4’ in this work. DFIG-4 is a machine of 2 MW rating. The parameters of DFIG-3 and 

DFIG-4 have been mentioned in Appendix A. 
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Fig 5.3 Flowchart representation of the methods for optimal rotor current command generation 



70 

 

5.4.1 Results corresponding to the DFIG of low power rating  

For validating the methods of optimal rotor current command generation mentioned in section 5.3, simulations 

have been done on DFIG-3. 

For all the succeeding diagrams, the legend is as stated below:  

1) ------------ corresponds to the situation of maximum active power and minimum losses. 

2) ------------ corresponds to the situation of minimum reactive power and minimum losses. 

3) ------------ corresponds to the situation of maximum active power and minimum reactive power. 

 

A. Optimal direct axis rotor current with slip variation  

 

Fig. 5.4 Graph of optimal direct axis rotor current command versus slip, obtained using RM  

 

From figure 5.4, it is evident that the range of optimal Ird values is throughout positive for both case 1 and 

case 2 in RM. However, the values are negative for case 3. In case 1, there is little variation of Ird with respect 

to the slip. For case 2, Ird remains almost constant throughout the range of slip. There is a significant variation 

of Ird in case 3. The Ird values of the three cases are quite different from each other. 

For the graph obtained by the application of GA (figure 5.5), the range of optimal Ird values are throughout 

positive for case 1. There is little variation of Ird. However, the values for case 2 and case 3 are negative in 

the super-synchronous region (negative slip) and positive in the sub-synchronous region (positive slip). 
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Fig. 5.5 Graph of optimal direct axis rotor current command versus slip, obtained using GA 

 

For case 1, the Ird values corresponding to RM as well as GA are nearly same. However, for case 2 and case 

3 the Ird values corresponding to RM are lower as compared to the ones yielded by GA.   

 

B. Optimal quadrature axis rotor current with slip variation 

 

Fig. 5.6 Graph of optimal quadrature axis rotor current command versus slip, obtained using RM 
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From figure 5.6, it is evident that the range of optimal Irq values is throughout positive for case 1 and 

throughout negative for case 2 for the RM illustration. The Irq values are positive in the sub-synchronous 

region and negative in the super-synchronous region for case 3. In case 1, Irq decreases from negative slip to 

positive slip. For case 2, Irq remains almost constant throughout the range of slip. Irq varies widely in case 3 

with a sudden change spike at the synchronous point. The Irq values of the three cases are quite different from 

each other. 

 

 

Fig. 5.7 Graph of optimal quadrature axis rotor current command versus slip, obtained using GA 

 

For the graph obtained by the application of GA (figure 5.7), the range of optimal Irq values have a small 

negative magnitude for case 1. There is very little variation. The Irq values for case 2 and case 3 are positive 

in most of the super-synchronous region and negative in the sub-synchronous region.  

For all the three cases, the Irq values corresponding to RM as well as GA are vastly different. The Irq values 

corresponding to RM have a larger magnitude as compared to those obtained via GA. 
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C. DFIG power factor with slip variation 

 

Fig. 5.8 Graph of power factor versus slip, obtained using RM 

 

From figure 5.8, it is interesting to see that the best range of power factor is obtained in case 3 for RM. The 

power factor values obtained in case 2 are less than 1 in most of the super-synchronous region. In the sub-

synchronous region, the power factor achieves its highest value of 1. However, in case 1, the power factor 

falls progressively from the super-synchronous to the sub-synchronous region. The results clearly validate 

that reactive power minimization takes place in case 2 and case 3 as expected. Reactive powers are mainly 

affected by direct axis currents. Since the currents are significantly different in the three cases, therefore the 

power factor also differs. Better range of power factors are obtained in case 2 and case 3 owing to 

minimization of reactive power. 

For the graph obtained by the application of GA (figure 5.9), the power factor is throughout 1 in case 3. The 

power factor values obtained in case 2 are low in most of the super-synchronous region. In the sub-

synchronous region, the power factor achieves its highest value.  In case 1, the power factor has a poor value 

and remains nearly constant from the super-synchronous to the sub-synchronous region. The results clearly 

validate that reactive power minimization takes place in case 2 and case 3 as expected. 
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Fig. 5.9 Graph of power factor versus slip, obtained using GA 

 

For case 3, the power factor values corresponding to RM as well as GA are nearly same. For case 1 and case 

2, RM yields a better range of power factor as compared to GA. Both RM and GA validate that the best range 

of power factors is obtained when case 3 is invoked. 

 

D. DFIG Efficiency with slip variation 

 

Fig. 5.10 Graph of efficiency versus slip, obtained using RM 
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From figure 5.10, it is evident that the best efficiency corresponds to case 1 for RM. For case 3, the efficiency 

is the lowest. In case 2 the efficiency is greater than case 3 but lesser than case 1 and remains nearly constant 

from the super-synchronous to the sub-synchronous region. Real powers are mainly affected by quadrature 

axis currents. Since the currents are significantly different in the three cases, therefore the efficiency also 

differs. Since case 2 and case 3 mainly concern with the reactive power minimization, hence their efficiency 

range is inferior to that of case 1. 

 

 

Fig. 5.11 Graph of efficiency versus slip, obtained using GA 

 

For the graph obtained by the application of GA (figure 5.11), it is evident that the best efficiency range 

corresponds to case 3. Conversely, for case 1, the efficiency is the lowest and remains nearly constant from 

the super-synchronous to the sub-synchronous region. In case 2 the efficiency is greater than case 1 but lesser 

than case 3.  

For case 3, the efficiency values corresponding to RM are less than those obtained via GA. For case 2, the 

efficiency values corresponding to RM as well as GA are nearly same. Case 1 of RM yields the best efficiency 

range in the super-synchronous region. However for the entire operating region, efficiency range is best for 

case 3 of GA. 

 

 



76 

 

E. Voltage across the magnetizing branch of DFIG with slip variation 

 

Fig. 5.12 Graph of voltage across the magnetizing branch versus slip, obtained using RM 

 

Figure 5.12 illustrates the DFIG magnetizing branch voltage versus slip. In RM case 1, there is little 

variation of E with respect to slip. For case 2, E remains almost constant throughout the range of slip. 

There is a significant variation of E in case 3 during the transition from the super-synchronous to the sub-

synchronous region. The values of the magnetizing branch voltage are in the same range for cases 1 and 

2. For case 3, the values are significantly lesser as compared to the other two cases. 

 

Fig. 5.13 Graph of voltage across the magnetizing branch versus slip, obtained using GA 
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For the graph obtained by the application of GA (figure 5.13), in case 1, there is little variation of E with 

respect to slip. For case 2 and case 3, E decreases from the super-synchronous to the sub-synchronous 

region. The values of the magnetizing branch voltage are in the same range for cases 2 and 3. For case 1, 

the values are slightly lower as compared to the other two cases. 

For case 3, the range of values of E, corresponding to RM is less than those obtained via GA. For case 2, 

the values corresponding to RM are greater than those obtained via GA. For case 1, the values of E 

corresponding to RM as well as GA are nearly same. Case 2 of RM yields the highest value of E throughout 

the entire operating region. 

 

F. Angle between the stator axis and direct axis with slip variation 

 

Fig. 5.14 Graph of angle between the stator axis and direct axis versus slip, obtained using RM 

 

Figure 5.14 illustrates that the value of θfs is negative and almost similar for cases 1 and 2 of RM. For case 3, 

sub-synchronous region yields negative θfs while super-synchronous region gives positive angle. The values 

of the angle are similar for cases 1 and 2. For case 3, the values are greater as compared to the other two cases. 

For the graph obtained by the application of GA (figure 5.15), for case 1, the value of θfs is negative and almost 

constant throughout the range of operation. For cases 2 and 3, sub-synchronous region yields negative θfs 

while super-synchronous region gives positive angle. The values of the angle are similar for cases 2 and 3. 
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Fig. 5.15 Graph of angle between the stator axis and direct axis versus slip, obtained using GA 

 

For cases 1 and 3, the values of angle corresponding to RM as well as GA are nearly same. Case 2 of GA and 

RM yield different results in the super-synchronous range. 

 

G. DFIG output active power with slip variation 

 

Fig. 5.16 Graph of DFIG output active power versus slip, obtained using RM 
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From figure 5.16, it is deduced that a high magnitude of active power is obtained in the super-synchronous 

region of case 1 for RM. However, the active power output diminishes steadily from the super-synchronous 

to the sub-synchronous region. For case 2, the power output remains nearly constant from the super-

synchronous to the sub-synchronous region. For case 3, the active power output increases steadily from the 

super-synchronous to the sub-synchronous region. 

 

 

Fig. 5.17 Graph of DFIG output active power versus slip, obtained using GA 

 

For the graph obtained by the application of GA (figure 5.17), it is evident that the best active power range 

corresponds to case 3. Conversely, for case 1, the output active power is the lowest and remains nearly constant 

from the super-synchronous to the sub-synchronous region. In case 2 the output is greater than case 1 but 

lesser than case 3. 

The active power output varies widely for the three cases corresponding to both RM and GA. Comparative 

analysis of the graphs reveal that the most suitable range of values are obtained corresponding to case 2 of 

RM. 
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H. DFIG reactive power with slip variation 

 

Fig. 5.18 Graph of DFIG output reactive power versus slip, obtained using RM 

 

From figure 5.18, it is deduced that a high magnitude of reactive power is obtained for case 1 of RM. However, 

the magnitude of the reactive power slightly diminishes from the super-synchronous to the sub-synchronous 

region. For case 2, the reactive power has a lower magnitude as compared to case 1. The reactive power value 

is negative in the super-synchronous region while it becomes positive in the sub-synchronous region. For case 

3, the reactive power is nearly zero in the super-synchronous region while it attains a small negative value 

beyond s=-0.1. 

For the graph obtained by the application of GA (figure 5.19), it is evident that the reactive power is nearly 

zero corresponding to case 3. Conversely, for case 1, the reactive power has a significant magnitude which 

diminishes slightly from the super-synchronous to the sub-synchronous region. In case 2 the reactive power 

is finite for the initial portion of the super-synchronous region while it attains a value close to zero beyond a 

slip of -0.2. 

 



81 

 

 

Fig. 5.19 Graph of DFIG output reactive power versus slip, obtained using GA 

 

Comparative analysis of the reactive power graphs for RM and GA reveal that the reactive power is best 

mitigated corresponding to case 3 of GA. Case 3 of RM also yields low values of reactive power over the 

entire operating range. 

The results clearly validate that reactive power minimization takes place in case 2 and case 3 as expected. 

Both RM and GA validate that the reactive power is best mitigated when case 3 is invoked. 

 

5.4.2 Results corresponding to the DFIG of high rating 

Vector control has been implemented on a standard multi megawatt DFIG referred to as ‘DFIG-4’ in this 

work. The DFIG used has a rating of 2 MW and is usually employed with Vestas V-80, Gamesa G-87 or 

Ecotecnia Eco-80 wind turbine. 

For carrying out the simulations on DFIG-4, it has been assumed that the wind speed is 12 m/s at the time the 

input is initiated into the wind turbine. After five seconds, wind speed changes to 10 m/s. Seven seconds from 

the initiation, wind speed falls to 7 m/s.  
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A. Tracking of direct axis rotor current reference 

 

Fig. 5.20 Tracking of direct axis rotor current reference 

 

Figure 5.20 illustrates that the direct axis rotor current reference has been properly tracked. For the rotor side 

converter in vector control, the reactive power is directly proportional to the direct axis rotor current. Hence, 

maintaining a zero value of Ird ensures minimization of reactive power. 

 

B. Tracking of quadrature axis rotor current reference 

 

Fig. 5.21 Tracking of quadrature axis rotor current reference 



83 

 

Figure 5.21 illustrates that the quadrature axis rotor current reference has been properly tracked. For the rotor 

side converter in vector control, the active power is directly proportional to the quadrature axis rotor current. 

Hence, maintaining the optimum value of Irq ensures maximization of active power. From figure 5.21 it is 

evident that Irq changes with a change in wind speed at five second and seven second. 

 

C. Tracking of rotor speed reference  

 

Fig. 5.22 Tracking of rotor speed reference 

 

Figure 5.22 illustrates that the rotor speed reference has been properly tracked. It is evident that the changes 

in wind speed at five second and seven second are properly smoothed out by the control strategy. Hence, the 

rotor continues to rotate at the reference speed. 
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D. Tracking of Electromagnetic Torque reference 

 

Fig. 5.23 Tracking of electromagnetic torque reference 

 

Figure 5.23 illustrates that the torque reference has been tracked properly. It is evident that the changes in 

wind speed at five second and seven second has been factored in by the control strategy to optimize the active 

power generation. 

 

E. Three-phase Stator Currents 

 

Fig. 5.24 Graph of three-phase stator currents 
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Figure 5.24 is a graph of the three-phase balanced stator currents. Since the system is grid connected, the 

DFIG stator voltage and frequency is constant. Hence the changes in wind speed are reflected in the magnitude 

of the stator current. From the figure it can be observed that the decrease in wind speed at five second and 

seven second results in a decreased magnitude of the stator currents. 

 

F. Three-phase Rotor Currents 

 

 

Fig. 5.25 Graph of three-phase rotor currents 

 

Figure 5.25 is a graph of the three-phase balanced rotor currents. Since the system is grid connected, the DFIG 

stator voltage and its frequency is constant. The stator currents also have a constant frequency but their 

magnitude varies in direct co-relation to wind speed. However, the rotor current magnitude as well as 

frequency changes according to change in wind speed so as to maintain the grid code and ensure optimum 

power capture. 

 

 

 

 

 



86 

 

G. Tracking of direct axis grid side converter current 

 

Fig. 5.26 Tracking of direct axis grid side converter current reference 

Figure 5.26 illustrates that the direct axis grid side converter current reference has been properly tracked. For 

the grid side converter in vector control, the active power is directly proportional to the direct axis converter 

current. Hence, maintaining the optimum value of Igd ensures maximization of active power. From figure 5.26 

it is evident that Igd changes with a change in wind speed at five second and seven second.  

 

H. Tracking of quadrature axis grid side converter current 

 

Fig. 5.27 Tracking of quadrature axis grid side converter current reference 
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Figure 5.27 illustrates that the quadrature axis grid side converter current reference has been properly tracked. 

For the grid side converter in vector control, the reactive power is directly proportional to the quadrature axis 

converter current. Hence, maintaining a zero value of Igq ensures minimization of reactive power. 

 

I. Three-phase Grid Side Converter Currents 

 

 

Fig. 5.28 Graph of three-phase grid side converter currents 

 

Figure 5.28 is a graph of the three-phase grid side converter currents. Since the system is grid connected, the 

converter currents have a constant frequency but their magnitude varies in direct co-relation to wind speed. 

From the figure it can be deduced that the decrease in wind speed at five second and seven second results in 

a decreased magnitude of the converter currents. 
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J. Tracking of DC link voltage 

 

Fig. 5.29 Tracking of dc link voltage 

 

Figure 5.29 illustrates that the dc link voltage has been properly tracked. The voltage fluctuations due to 

changes in wind speed at five second and seven second are properly smoothed out by the control strategy. 

Hence, the dc link voltage is maintained at the reference value.  

 

K. Three-phase Stator Voltage/ Grid Voltage 

 

Fig. 5.30 Graph of three-phase stator voltage/ grid voltage 
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Figure 5.30 is a graph of the three-phase DFIG stator voltage/ grid voltage. The voltage profile remains 

constant throughout the duration of the simulation. 

 

5.5 CONCLUSION 

In this chapter, the optimal values of DFIG rotor current have been obtained using three different rational 

techniques and corresponding three cases of GA. The first method relates to an algorithm where maximum 

active power and minimum losses are considered. The second method establishes an algorithm corresponding 

to minimum losses and minimum reactive power. The third method establishes an algorithm corresponding 

to maximum active power and minimum reactive power. Equations were formed and simulations carried out 

using MATLAB 2016a. The data related to optimal current commands, active power, reactive power, 

efficiency and power factor has been captured. Based on the results obtained in this chapter, the following 

facts have been conclusively established: 

 The scheme that uses reactive power minimization is more close to practical situations. This is owing 

to the fact that reactive power can be minimized but cannot be altogether nullified.  

 The reactive power minimization method proposed in this chapter leads to flexibility of power capture.  

 After the comparative analysis of the three cases, it is concluded that best efficiency is obtained in 

case 1 while the best range of power factor corresponds to case 3. Case 2 is immensely useful since it 

gives an overall greater efficiency as compared to case 3 and a far better power factor as compared to 

case 1. 

 Depending upon the requirement, one of the three methods can be applied to achieve a specific 

objective. If the constraint relates to efficiency maximization of a DFIG, without much concern related 

to the reactive power, then case 1 can be put to use. Case 3 is especially useful if the sole concern is 

the reactive power minimization. For enhanced efficiency as well as good power factor, case 2 offers 

the best alternative. 

 The rational method for determining the current commands will always give the best possible solution 

in the least possible time. Hence the logical techniques are far better than exhaustive methods. 

 The GA technique used in this work is a novel feature which can be put to use to nullify the need of 

computation. GA becomes especially useful when the number of unknown variables is more than two, 

in which case rational methods cannot be applied. Moreover, GA can also be used to compare and 

validate the results obtained via analytical methods.
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CHAPTER 6 

ANALYSIS OF TWO-LEAD AND THREE-

LEAD CONFIGURATION OF DC EXCITED 

DFIG 

 

6.1 INTRODUCTION 

Distributed generation (DG) using locally existing renewable sources can facilitate the achievement of energy 

self-reliance for remote locations. In this chapter, two novel topologies of DFIG called the two-lead system 

and the three-lead system respectively have been proposed. This chapter includes an in-depth analysis and 

comparison of two-lead and three-lead topologies and comparison of total harmonic distortion of the stator 

sinusoidal output. A modified Perturb and Observe (MP&O) Algorithm has been applied for maximum power 

point tracking in DFIG DC systems based on the two topologies proposed in this chapter. The benefits of the 

proposed DFIG topologies and the benefits of MP&O over the traditional P&O algorithm have been validated. 

The chapter also contains the analysis of a three-lead based autonomous DFIG DC system whose output 

voltage is held constant under varying wind speeds and changing loads. Hardware results of two-lead and 

three-lead DFIG system with rotor excited via DC-DC Converter have also been included. The DC-DC 

converter input is variable but its output is held constant by applying proper control. 

 

6.2 SYSTEM DESCRIPTION 

In this chapter, two simplified DFIG topologies have been proposed. The details have been described in the 

succeeding sub-sections. 

 

6.2.1 DC Two-Lead DFIG Configuration 

In the two lead DFIG connection, the two leads from the DC source are connected to any two phases of the 

rotor. The third phase is connected via a high resistance to any of the other two rotor phases. The circuit 

diagram can be observed in figure 6.1. 
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Fig. 6.1 DC two-lead connection of DFIG 

 

6.2.2 DC Three-Lead DFIG Configuration 

Three lead connection is made by short circuiting any two phases of the rotor winding and supplying the DC 

voltage through the two terminals thus formed. The circuit diagram can be observed in figure 6.2. 

 

Rotor
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Stator

Wind 

Turbine

V

 

Fig. 6.2 DC three-lead connection of DFIG 

 

6.3 ISOLATED DFIG WITH ROTOR FED BY DC-DC CONVERTER 

In this section, two-lead and three-lead connections of DFIG with rotor fed by DC-DC converters have been 

analysed.  
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6.3.1 Two-Lead and Three-Lead DFIG Systems fed by Boost Converter 

Figure 6.3 shows an isolated DFIG system fed by a Boost Converter. As illustrated in the figure, if R=0, it is 

a DFIG three-lead system. A high value of R will imply a DFIG two-lead system. 

 

Rotor

Boost Converter

Capacitor Bank

L

O

A

D

Shaft

Stator

R

Wind 

Turbine

V

 

Fig. 6.3 Block diagram of an isolated DFIG system with rotor excited by boost converter 

 

The stator output voltage bears a direct co-relation with the output voltage of the Boost Converter as well as 

the wind speed. Under no-load condition, the frequency of the stator voltage is solely determined by the speed 

of the machine shaft. 

 

6.3.2 Control of Three-Lead DFIG System excited by Buck Converter 

Closed loop control has been implemented on the three-lead DFIG topology mentioned in this work. A DFIG 

DC system has been created whose voltage can be controlled using a Buck Converter connected to the rotor 

of the DFIG. Proper control has been achieved over a wide range of wind speeds and changing loads. Figure 

6.4 is an illustration of the closed loop system. Three-lead topology has been used because it has a higher 

efficiency as compared to the two-lead topology. 
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Fig. 6.4 Block diagram of an isolated DFIG system with rotor excited by buck converter 

 

6.4 DFIG DC SYSTEM WITH MPPT 

In this section, application of maximum power point tracking (MPPT) on the proposed DFIG topologies have 

been discussed. Figure 6.5 is the block diagram of the system. The DFIG stator has been connected to an 

uncontrolled rectifier followed by a Boost converter for implementing MPPT.  

Rotor

Three-

phase 

diode 

rectifier

Shaft

Stator

R

Wind 

Turbine

Boost 

Converter
Load

MPPT Algorithm

Input Voltage

Input 

Current

Switching 

Signal

V

 

Fig. 6.5 Block diagram of isolated DFIG system for MPPT implementation 
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As illustrated in figure 6.5, if R=0, it is a DFIG three-lead system. A high value of R will imply a DFIG two-

lead system.  

In this work, the MPPT algorithm used is a modified P & O algorithm. This scheme resolves the problem of 

oscillation due to the unsettlement of peak point which is inherent to the traditional P & O algorithm. The 

duty cycle of the Boost converter is controlled by sensing its input voltage and input current. Equations (6.1) 

to (6.3) are the conditions required to be fulfilled for achieving maximum power point. 

P VI                       (6.1) 

For maximum power, the slope of power curve at that point should be zero. 

Hence,  
0

dP dI
V I

dV dV
  

                   (6.2) 

Equation (6.2) can rewritten as follows: 

0
dI I

dV V
 

                     (6.3) 

The modified P & O control algorithm has been framed by using the condition mentioned in equation (6.3) to 

remove the oscillations around the peak point of the traditional P & O algorithm. Figure 6.6 is a flowchart 

depicting the logic of the modified P & O algorithm. 
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Fig. 6.6 Modified P & O algorithm control flowchart 
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6.5 TWO-LEAD AND THREE-LEAD TOPOLOGIES IN PARALLEL 

In this section, the parallel operation of two DFIG's of different ratings has been discussed. The two DFIGs 

used for analysis are rated at 4 KW (5.4 HP) and 746 W (1 HP) respectively. The 4 KW DFIG has been termed 

“DFIG-1” while the 746 W DFIG is referred to as “DFIG-2” in this work. The parameters of DFIG-1 and 

DFIG-2 are given in the Appendix A. The illustration of the systems have been done by figure 6.7. 
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(c) 
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(d) 

Fig. 6.7 Parallel connection of DFIG-1 and DFIG-2 (a) Both DFIGs connected in three-lead (b) Both DFIGs 

connected in two-lead (c) DFIG-1 is three-lead while DFIG-2 is two-lead (d) DFIG-1 is two-lead while 

DFIG-2 is three-lead 

 

The DFIGs have been run at a fixed shaft speed of 1500 rpm. For the four combinations illustrated in figure 

6.7, analysis of the output voltage variation due to the following effects has been done: 
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 Introduction of loads. 

 A ten percent dip in the rotor voltage of DFIG-1. 

 A ten percent dip in the rotor voltage of DFIG-2. 

 

The main objective of this investigation was to determine the following: 

 The dependence of the change in output voltage on the type of interconnection i.e. two-lead versus 

three-lead. 

 The dependence of change in output voltage on the rating of the DFIG. 

 

6.6 RESULTS AND ANALYSIS 

For the proposed topologies, investigations have been carried out both in simulation as well as hardware. For 

hardware experimentation, a DFIG referred to as ‘DFIG-2’ in this work, has been used. The parameters of 

DFIG-2 have been mentioned in Appendix A. 

 

6.6.1 Comparative of DC Two-Lead System with Three-Lead System 

Simulation based experiments have been done to evaluate and compare the transient response and the steady 

state response of the two topologies illustrated in figure 6.1 and 6.2. For the two-lead topology, a 1000 Ω 

resistance has been connected between the two rotor terminals. Table 6.1 contains the details of the inputs and 

output of the topologies corresponding to which figures 6.8 to 6.15 have been obtained. 

 

Table 6.1 Input and output of two-lead topology and three-lead topology 

Topology Rotor Voltage (DC) Shaft Speed Stator Voltage 

(AC) 

Two-lead 42 V 1500 rpm 400 V 

Three-lead 39 V 1500 rpm 400 V 
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Fig. 6.8 Starting transients of two-lead connection of DFIG-2 

 

 

Fig. 6.9 Starting transients of three-lead connection of DFIG-2 

 

From figures 6.8 and 6.9 it can be inferred that it is evident that the two-lead connection gives faster settling 

transients as compared to the three-lead connection. 
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Fig. 6.10 Steady state voltages of two-lead connection of DFIG-2 

 

 

Fig. 6.11 Steady state voltages of three-lead connection of DFIG-2 

 

From figures 6.10 and 6.11 it can be inferred that the three-lead connection yields greater output as compared 

to the two-lead connection. For obtaining a stator voltage output of 400 V, the two-lead connection requires 

a dc rotor voltage of 42 V while the three-lead connection is given a dc rotor voltage of 39 V. 
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Figures 6.12 and 6.13 illustrate the THD analysis of the starting transients of the DFIG stator voltage for the 

two-lead and three-lead topology. The THD has been computed from 0 second for 10 cycles before steady 

state is attained. 

 

 

Fig. 6.12 Transient state THD analysis of DFIG-2 two-lead configuration 

 

 

Fig. 6.13 Transient state THD analysis of DFIG-2 three-lead configuration 
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From figures 6.12 and 6.13 it can be observed that the three-lead connection yields a much lower value of 

stator voltage THD as compared to the two-lead connection. 

Figures 6.14 and 6.15 illustrate the THD analysis at steady state of one stator phase voltage out of the three 

phases for both the two-lead and the three-lead configurations. 

 

 

Fig. 6.14 Steady state THD analysis of DFIG-2 two-lead configuration 

 

 

Fig. 6.15 Steady state THD analysis of DFIG-2 three-lead configuration 
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The analysis of figures 6.14 and 6.15 draws out the conclusion that a near perfect sinusoidal is obtained at 

steady state for both topologies. 

A close scrutiny of results displayed by figures 6.8 to 6.15 yields the following deductions: 

 Two-lead DFIG connection gives faster settling transients as compared to its three-lead counterpart. 

 Three-lead DFIG connection yields a much lower value of stator voltage THD as compared to the two-

lead connection. 

 

6.6.2 Two-Lead and Three-Lead Systems excited by Boost Converter 

In this section, simulation results of two-lead and three-lead systems of DFIG-2 when excited by a Boost 

converter has been presented (figure 6.4). The boost converter has been made to operate at a 50% duty cycle 

for both two-lead and three-lead connections of the DFIG-2. The switching frequency is 3900 Hz. 

For the duration of the simulation i.e. six seconds, the DFIG-2 stator had been loaded as per the following 

scheme: 

 Purely resistive load between one second and two second.  

 An R-L load of power factor 0.9 between three second and five second.  

 

Other than the above mentioned durations, the DFIG-2 is made to run on no load. The shaft speed of DFIG-2 

has been fixed at 1500 rpm. Figures 6.16 and 6.17 are the illustrations of the stator phase A output voltage 

and load current respectively of the DFIG for the two-lead connection and three-lead connection.  

For the two-lead connection, the output of the stator is a balanced three phase voltage with a frequency of 50 

Hz. For a rotor voltage of 31 V, the DFIG no-load phase voltage is 219 V at steady state. The voltage falls to 

about 173 V when the resistive load is connected. The resistive load draws a current of 1.27 A at steady state. 

The stator voltage attains a value of 136 V with the application of RL load. The RL load draws a current equal 

to 1.41 A at steady state. 

For the three-lead connection, the output of the stator is a balanced three phase voltage with a frequency of 

50 Hz. For a rotor voltage of 26 V, the DFIG no-load phase voltage is 219 V at steady state. The voltage falls 

to about 168 V when the resistive load is connected. The resistive load draws a current of 1.24 A at steady 

state. The stator voltage attains a value of 131 V with the application of RL load. The RL load draws a current 

equal to 1.38 A at steady state. 
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Fig. 6.16 DFIG phase A stator voltage in pu under loading conditions 

 

Fig. 6.17 DFIG phase A load current 

 

Table 6.2 is a comparison of the two-lead DFIG-2 and three-lead DFIG-2 configurations when fed by the 

Boost converter. 
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Table 6.2 Comparison of the boost fed two-lead and three-lead DFIG-2 configurations 

Connection Type VTHD 

ITHD 

Voltage 

Regulation Current (A) 

R Load RL Load R Load RL Load R Load RL Load 

Two-lead 0.81 0.01 0.01 0.21 0.38 1.27 1.41 

Three-lead 0.15 0 0 0.23 0.4 1.25 1.38 

 

A close scrutiny of Table 6.2 yields the following deductions: 

 The load current total harmonic distortion (THD) is minimum when the three-lead DFIG connection 

is incorporated. 

 Among the two configurations, two-lead DFIG connection results in the better voltage regulation. 

 

6.6.3 Three-Lead DFIG System excited by Buck Converter 

In this section, the results related to a three-lead DFIG system with rotor excited by a Buck converter has been 

discussed. The block diagram of the system has been illustrated in figure 6.4. A DFIG-DC system has been 

formed by rectifying and filtering the stator voltage output of DFIG-2. The DC voltage so obtained has been 

held constant under variation of wind speed. Close loop voltage control has been applied by generating proper 

switching signals of the Buck converter connected to the rotor of the DFIG-2.  

The relevant data related to the simulation are as follows: 

 Buck Converter input voltage is 50 V.  

 The DFIG-DC system has been successively loaded by resistances of rating 100 W, 200 W and 300 

W at one second, four second and seven second respectively. At the end of seven seconds, the load on 

the system is 600 W. 

 The wind speed input at the turbine is 12 m/s from 0 to 3 seconds, 10 m/s from 3 to 6 seconds and 7 

m/s thereafter. 

 

The DFIG-DC system with voltage control via Buck converter connected on the DFIG rotor is a very simple 

method of control. In the proposed system, the set point can be varied over a large range while ensuring proper 

regulation. The graph of the DFIG-DC voltage against time has been obtained for the input data mentioned 

above. Figures 6.18 is the graph of the DFIG-DC system output plotted against time with two different voltage 

references. 
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(a) 

 

 

(b) 

Fig. 6.18 DFIG-DC system output voltage with reference (a) 220 V (b) 110 V 

 

It can be observed in figure 6.18 that the introduction of loads at one second, four second and seven second 

results in a change in the DFIG-DC voltage. However, the output is regulated to the set point in less than one 
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second. The control mechanism also offsets any variation in the output due to changing wind speeds at three 

second and six second. 

 

In this section it has been conclusively established that a three-lead DFIG DC system with rotor excited by 

Buck converter is simple in terms of control implementation. Hence, it can be employed for constructing 

isolated DFIG DC system instead of the existing topologies which use a greater number of power electronic 

converters with complex control strategies. Two-lead DFIG DC system with rotor excited by Buck converter 

is not considered since it is less efficient as compared to the three-lead system.  

 

6.6.4 MPPT implementation on DFIG DC System 

For the two-lead and three-lead DFIG DC systems illustrated in figure 6.5, MPPT has been implemented using 

P&O algorithm as well as modified P&O algorithm. DFIG-1 has been used for the MPPT simulations. The 

operating range of a DFIG is usually +30% slip. Hence, the shaft speed has been maintained as follows: 

 DFIG shaft speed is 1950 rpm from 0 to 3 seconds (slip= -0.3). 

 DFIG shaft speed is 1500 rpm from 3 to 5 seconds (slip= 0). 

 DFIG shaft speed is 1050 rpm from 5 to 7 seconds (slip= +0.3). 

 

Figures 6.19 to 6.22 illustrate the obtained results. 

 

Fig. 6.19 Output power of three-lead DFIG-DC system with MP&O and P&O MPPT 
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Fig. 6.20 Output power of two-lead DFIG-DC system with MP&O and P&O MPPT 

 

 

Fig. 6.21 Comparison of two-lead and three-lead power outputs for MP&O Algorithm 
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Fig. 6.22 Comparison of two-lead and three-lead power outputs for P&O Algorithm 

 

Scrutiny of figures 6.19 to 6.22 yield the following conclusions: 

 The MP&O method of MPPT is superior to the P&O method owing to significantly less fluctuations 

about the maximum power point. 

 Three-lead DFIG configuration is more efficient as compared to the two-lead DFIG configuration. For 

the same input conditions, the output yield of three-lead DFIG DC is greater than that of its two-lead 

counterpart. 

 

6.6.5 Parallel connection of DFIG topologies 

In this section, the results related to the parallel operation of two DFIG's of different ratings has been 

discussed. The two DFIGs used for analysis are rated at 4 KW (DFIG-1) and 746 W (DFIG-2) respectively. 

The parameters of DFIG-1 and DFIG-2 are given in appendix A. The DFIGs have been run at a fixed shaft 

speed of 1500 rpm. As illustrated in figure 6.7, the four different parallel interconnections investigated in this 

work are as follows: 

1) DFIG-1 as well as DFIG-2 are operating in the three-lead topology. 

2) DFIG-1 as well as DFIG-2 are operating in the two-lead topology. 

3) DFIG-1 is connected in the three-lead topology while DFIG-2 is connected in the two-lead topology. 

4) DFIG-1 is connected in the two-lead topology while DFIG-2 is connected in the three-lead topology. 
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The parallel combination of DFIGs have been loaded with a balanced three-phase resistive load of 50 Ω. An 

additional balanced three-phase resistive load of 100 Ω has been introduced on the system from 1 second to 

2 second. The simulation has been run for 3 seconds.  

The effect of change in rotor voltage on the stator output of the parallel combination has been investigated for 

all the four cases. The rotor voltage corresponding to the rated stator voltage of both machines has been varied 

as mentioned below: 

 The rotor voltage of DFIG-1 has been decreased by 10% while retaining the original rotor voltage of 

DFIG-2. The effect on the output voltage of the parallel connection has been noted. 

 The rotor voltage of DFIG-2 has been decreased by 10% while retaining the original rotor voltage of 

DFIG-1. The effect on the output voltage of the parallel connection has been noted. 

 

A. DFIG-1 as well as DFIG-2 operating in the three-lead topology 

For parallel connection, the DFIG stator voltage of both machines have been initially maintained at a phase 

voltage of 230 V. For 230 V stator output, DFIG-1 needs a rotor voltage of 14.56 V while DFIG-2 rotor 

voltage has to be kept at 94.64 V. Table 6.3 summarises the result of the investigations carried out on the 

parallel combination of the three-lead topology of DFIGs. 

 

Table 6.3 Parallel combination of three-lead topologies of DFIG-1 and DFIG-2 

 Rotor Voltage (V) Stator Voltage (V) 

S.No. 

DFIG-1 (3-

Lead) 

DFIG-2 (3-

Lead) Before Dip After Dip 

1 14.56 94.64 230 NA 

2 13.1 94.64 230 218 

3 14.56 85.18 230 219 

 

From Table 6.3, it can be clearly observed that the change in output voltage of the parallel combination is the 

same if the rotor voltage of either machine is dipped by the same percentage. 

 

B. DFIG-1 as well as DFIG-2 operating in the two-lead topology 

For parallel connection, the DFIG stator voltage of both machines have been initially maintained at a phase 

voltage of 230 V. For 230 V stator output, DFIG-1 needs a rotor voltage of 16.81 V while DFIG-2 rotor 
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voltage has to be kept at 109.3 V. Table 6.4 summarises the result of the investigations carried out on the 

parallel combination of the two-lead topology of DFIGs. 

 

Table 6.4 Parallel combination of two-lead topologies of DFIG-1 and DFIG-2 

 Rotor Voltage (V) Stator Voltage (V) 

S.No. 

DFIG-1 (2-

Lead) 

DFIG-2 (2-

Lead) Before Dip After Dip 

1 16.81 109.3 230 NA 

2 15.13 109.3 230 218.5 

3 16.81 98.37 230 219 

 

From Table 6.4, it can be clearly observed that the change in output voltage of the parallel combination is the 

same if the rotor voltage of either machine is dipped by the same percentage. 

 

C. Three-lead DFIG-1 and two-lead DFIG-2 operating in parallel 

For parallel connection, the DFIG stator voltage of both machines have been initially maintained at a phase 

voltage of 230 V. For 230 V stator output, DFIG-1 needs a rotor voltage of 14.56 V while DFIG-2 rotor 

voltage has to be kept at 109.3 V. Table 6.5 summarises the result of the investigations carried out on the 

parallel combination of the three-lead/ two-lead hybrid topology of DFIGs. 

 

Table 6.5 Parallel combination of three-lead DFIG-1 and two-lead DFIG-2 topology 

 Rotor Voltage (V) Stator Voltage (V) 

S.No. 

DFIG-1 (3-

Lead) 

DFIG-2 (2-

Lead) Before Dip After Dip 

1 14.56 109.3 230 NA 

2 13.1 109.3 230 207.6 

3 14.56 98.37 230 208 

 

From Table 6.5, it can be clearly observed that the change in output voltage of the parallel combination is the 

same if the rotor voltage of either machine is dipped by the same percentage. 
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D. Two-lead DFIG-1 and three-lead DFIG-2 operating in parallel 

For parallel connection, the DFIG stator voltage of both machines have been initially maintained at a phase 

voltage of 230 V. For 230 V stator output, DFIG-1 needs a rotor voltage of 16.81 V while DFIG-2 rotor 

voltage has to be kept at 94.64 V. Table 6.6 summarises the result of the investigations carried out on the 

parallel combination of the two-lead/ three-lead hybrid topology of DFIGs. 

 

Table 6.6 Parallel combination of two-lead DFIG-1 and three-lead DFIG-2 topology 

 Rotor Voltage (V) Stator Voltage (V) 

S.No. 

DFIG-1 (2-

Lead) 

DFIG-2 (3-

Lead) Before Dip After Dip 

1 16.81 94.64 230 NA 

2 15.13 94.64 230 214.6 

3 16.81 85.18 230 214.6 

 

From Table 6.6, it can be clearly observed that the change in output voltage of the parallel combination is the 

same if the rotor voltage of either machine is dipped by the same percentage. 

Table 6.7 is a comparison of the four topologies mentioned in figures 6.7 to 6.10 under loading conditions. 

 

Table 6.7 Comparison of the DFIG parallel topologies under loading conditions 

 Rotor Voltage (V) Stator Voltage (V) 

S.No. Topology DFIG-1 DFIG-2 Before Loading After Loading 

1 Both three-lead 14.56 94.64 230 199 

2 Both two-lead 16.81 109.3 230 199 

3 3-lead DFIG-1 and 2-lead DFIG-2 14.56 109.3 230 189.5 

4 2-lead DFIG-1 and 3-lead DFIG-2 16.81 94.64 230 196 

 

From Table 6.7, it can be inferred that the largest dip in voltage under loading conditions occurs in the 3-lead 

DFIG-1 and 2-lead DFIG-2 parallel combination.  

A close scrutiny of Tables 6.3 to 6.7 makes it evident that the three-lead/ three-lead combination of DFIGs is 

best suited for parallel operation. 
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6.6.5 Hardware Results of Two-lead and Three-lead DFIG topologies 

In this section the hardware validation of the two-lead and the three-lead DFIG topologies has been discussed. 

DFIG-2 has been used for the hardware operation. The parameters of DFIG-2 have been mentioned in 

Appendix A. The rotor of DFIG-2 has been fed by a buck converter whose constructional details are 

mentioned in Appendix B. Figure 6.23 is a snapshot of the hardware setup. 

 

 

Fig. 6.23 Experimental setup 

 

The input to the buck converter is a variable DC source. The DFIG rotor voltage has been kept constant by 

implementing closed loop voltage control on the Buck converter by Arduino Mega microcontroller. 

 



114 

 

The salient features related to the experimental set up are as follows: 

 The Buck output is held constant at the desired value, even when the input is varied from 36 V to 60 

V. 

 Buck switching frequency is 3900 Hz. 

The DFIG is run at 600 rpm and 750 rpm under no-load at two distinct rotor voltages for both two-lead as 

well as three-lead configurations. 

Table 6.8 is a summary of the results obtained in hardware. 

 

Table 6.8 Summary of the hardware results 

 Two-lead Three-lead 

Rotor 

Speed 

(Nr) in 

rpm 

Buck 

Output 

(Vdc) in 

volts 

Stator Line 

Voltage 

Without 

Capacitor 

(Vac) in volts 

Stator Line 

Voltage With 

Capacitor 

(Vac) in volts 

Stator Line 

Voltage 

Without 

Capacitor 

(Vac) in volts 

Stator Line 

Voltage With 

Capacitor 

(Vac) in volts 

 

600 16.42 80.6 153.8 95.4 171 

600 19 89.6 170.2 105.6 184.4 

750 16.42 110.2 332 129 346 

750 19 122.6 344.8 145.6 352.2 

 

The stator voltages obtained on DSO for two-lead and three-lead DFIG connections with a rotor speed of 600 

rpm and a rotor voltage of 16.42 V have been illustrated in figures 6.24 to 6.27 as follows: 



115 

 

 

Fig. 6.24 Stator line voltage for two-lead connection without stator capacitor. Vac=0.2 pu, f=0.4 pu 

 

 

Fig. 6.25 Stator line voltage for two-lead connection with stator capacitor. Vac=0.38 pu, f=0.4 pu 

 

Comparison of figure 6.25 and figure 6.26 leads to the conclusion that the addition of a capacitor bank on the 

stator leads to improvement of the DFIG output voltage profile.  
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Fig. 6.26 Stator line voltage for three-lead connection without stator capacitor. Vac=0.24 pu, f=0.4 pu 

 

 

Fig. 6.27 Stator line voltage for three-lead connection with stator capacitor. Vac=0.43 pu, f=0.4 pu 

 

The stator voltages obtained on DSO for two-lead and three-lead DFIG connections with a rotor speed of 600 

rpm and a rotor voltage of 19 V have been illustrated in figures 6.28 to 6.31 as follows: 
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Fig. 6.28 Stator line voltage for two-lead connection without stator capacitor. Vac=0.22 pu, f=0.4 pu 

 

 

Fig. 6.29 Stator line voltage for two-lead connection with stator capacitor. Vac=0.43 pu, f=0.4 pu 

 

It can be observed from figure 6.28 and figure 6.29 that the inclusion of a capacitor bank on the DFIG stator 

results in a better output voltage profile. 
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Fig. 6.30 Stator line voltage for three-lead connection without stator capacitor. Vac=0.26 pu, f=0.4 pu 

 

 

Fig. 6.31 Stator line voltage for three-lead connection with stator capacitor. Vac=0.46 pu, f=0.4 pu 

 

The stator voltages obtained on DSO for two-lead and three-lead DFIG connections with a rotor speed of 750 

rpm and a rotor voltage of 16.42 V have been illustrated in figures 6.32 to 6.35 as follows: 
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Fig. 6.32 Stator line voltage for two-lead connection without stator capacitor. Vac=0.28 pu, f=0.5 pu 

 

 

Fig. 6.33 Stator line voltage for two-lead connection with stator capacitor. Vac=0.83 pu, f=0.5 pu 

 

It can be concluded from figure 6.32 and figure 6.33 that connecting a capacitor bank on the DFIG stator 

improves the magnitude and shape of the output voltage. 
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Fig. 6.34 Stator line voltage for three-lead connection without stator capacitor. Vac=0.32 pu, f=0.5 pu 

 

 

Fig. 6.35 Stator line voltage for three-lead connection with stator capacitor. Vac=0.86 pu, f=0.5 pu 

 

The stator voltages obtained on DSO for two-lead and three-lead DFIG connections with a rotor speed of 750 

rpm and a rotor voltage of 19 V have been illustrated in figures 6.36 to 6.39 as follows: 
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Fig. 6.36 Stator line voltage for two-lead connection without stator capacitor. Vac=0.31 pu, f=0.5 pu 

 

 

Fig. 6.37 Stator line voltage for two-lead connection with stator capacitor. Vac=0.86 pu, f=0.5 pu 

 

A comparison of figure 6.36 and figure 6.37 leads to the deduction that connecting a capacitor bank on the 

DFIG stator significantly improves the output voltage profile. 
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Fig. 6.38 Stator line voltage for three-lead connection without stator capacitor. Vac=0.36 pu, f=0.5 pu 

 

 

Fig. 6.39 Stator line voltage for three-lead connection with stator capacitor. Vac=0.88 pu, f=0.5 pu 

 

From table 6.8 and figures 6.24 to 6.39 following important conclusions can be drawn: 

 The stator line voltage for the DFIG two-lead connection is lesser than the corresponding situations 

for three-lead. 
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 The stator line voltage for the DFIG two-lead connection is more stable than the corresponding 

situations for three-lead. 

 Stator line voltage frequency is independent of Buck converter switching frequency. 

 Under no-load condition, stator line voltage frequency and rotor speed for a four pole machine are 

related by equation (6.4).  

30

m
s

N
f             (6.4) 

 

6.7 CONCLUSION 

In this chapter, two novel topologies of DFIG, called the two-lead system and the three-lead system 

respectively, have been proposed and validated. A thorough analysis and comparison of two-lead and three-

lead DFIG topologies has been done. The important conclusions derived from the simulation as well as 

hardware results are as follows: 

 Two-lead DFIG connection gives faster settling transients as compared to its three-lead counterpart. 

 Three-lead DFIG connection yields a much lower value of stator voltage THD as compared to the two-

lead connection. 

 The load current total harmonic distortion (THD) is minimum when the three-lead DFIG connection 

is incorporated. 

 Two-lead DFIG connection results in the better voltage regulation under loading conditions. 

 Three-lead DFIG configuration is more efficient as compared to the two-lead DFIG configuration. For 

the same input conditions, the output yield of a three-lead DFIG system is greater than that of its two-

lead counterpart. 

 A three-lead DFIG DC system with rotor excited by Buck converter is simple in terms of control 

implementation. Hence, it can be employed for constructing isolated DFIG DC systems instead of the 

existing topologies which use a greater number of power electronic converters with complex control 

strategies. 

 The MP&O method of MPPT is superior to the P&O method owing to significantly less fluctuations 

about the maximum power point. 

 Three-lead/ three-lead combination of DFIGs is best suited for parallel operation. 

 In a parallel combination of two DFIGs connected in any permutation of two-lead/ three-lead topology, 

same percentage change in rotor voltage on either DFIG results in same change in magnitude of the 

output voltage of the combination. This phenomenon is irrespective of the ratings of the rotor. 
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 Other conditions remaining the same, for a particular magnitude of rotor voltage, the stator voltage of 

the DFIG two-lead connection is lesser than the corresponding magnitude of its three-lead counterpart. 

 When excited by a DC-DC converter, the stator voltage of the DFIG two-lead connection is more 

stable than its three-lead counterpart. 
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Chapter 7 

CONCLUSION AND SCOPE OF FUTURE 

WORK 

 

7.1 INTRODUCTION 

In this chapter a summary of the important conclusions from the previous chapters has been presented. The 

research work undertaken has been systematically organized in the following chapters: 

Chapter 01: Introduction       

              

Chapter 02: Literature Review of DFIG based Energy Conversion System                                                                                              

                         

Chapter 03: Mathematical Modelling of System Components 

   

Chapter 04: Simulation and Hardware Implementation of Power Electronic Converters                                          

                         
Chapter 05: Analysis of Grid-Connected DFIG System using Rational Methods and Genetic Algorithm                                                                   

                           

Chapter 06: Analysis of Two-lead and Three-lead Configuration of DC Excited DFIG                                                                               

                                                                                 

Chapter 07: Conclusion and Scope of Future Work      

 

Apart from chapter 1 and chapter 2 which includes the introduction to the subject area and formulation of the 

research problem using literature survey, the major findings as reported in chapters 3, 4, 5 and 6 may be 

concluded in the chapter 7 as follows: 

Chapter 3 describes the development of the dynamic mathematical model of a DFIG. This model can be 

designed as a compact set of equations that can be simulated by a digital system like a computer-based 

hardware. This simulated model is capable of mimicking the behaviour of the DFIG under most operating 

conditions. Such modelling enables the incessant monitoring of all the variables of the machine. The existing 

Simulink DFIG model can be used for ascertaining the machine outputs corresponding to different inputs. 

However, the mathematical model of a DFIG makes it very convenient to design controller parameters for 

efficient control.        
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Chapter 4 elucidates a simple method for the quick development of PECs. A DFIG standalone system has 

been presented as a practical application of XSG based converters in the domain of renewables. It has been 

conclusively demonstrated via hardware that the Simulink-based XSG platform is a diligent tool for the 

generation of control schemes. Two topologies of single-phase inverters and a three-phase inverter have been 

realised in simulation as well as hardware. A detailed explanation of the XSG-based technique used for the 

construction of the triangular and the sinusoidal signal has been presented. The usage of XSG nullifies the 

need of learning programming techniques, thereby speeding up hardware prototyping of converters. This is a 

huge advantage in terms of saving time as well as increased flexibility. The absolute correspondence between 

the simulation results and the hardware results completely justify the ease of usage by invoking XSG. 

In chapter 5, the optimal values of DFIG rotor current have been obtained using three different rational 

techniques and corresponding three cases of GA. The first method relates to an algorithm where maximum 

active power and minimum losses are considered. The second method establishes an algorithm corresponding 

to minimum losses and minimum reactive power. The third method establishes an algorithm corresponding 

to maximum active power and minimum reactive power. To analyze the effectiveness of the control during 

bulk power generation, vector control has been implemented on a standard multi megawatt DFIG. The DFIG 

used has a rating of 2 MW and is usually employed with Vestas V-80, Gamesa G-87 or Ecotecnia Eco-80 

wind turbine. After the comparative analysis of the three cases, it is concluded that best efficiency is obtained 

in case 1 while the best range of power factor corresponds to case 3. Case 2 is immensely useful since it gives 

an overall greater efficiency as compared to case 3 and a far better power factor as compared to case 1. 

In chapter 6, two novel topologies of DFIG called the two-lead system and the three-lead system respectively, 

have been proposed. Analysis and comparison of two-lead and three-lead topologies in terms of total harmonic 

distortion of the stator sinusoidal output has been investigated. A modified Perturb and Observe (MP&O) 

Algorithm has been applied for maximum power point tracking in DFIG DC systems. The advantages of the 

proposed novel DFIG topologies have been validated. Analysis of an autonomous DFIG DC system in the 

three-lead configuration has been done. The output voltage of the autonomous DFIG DC has been held 

constant under intermittent conditions. The hardware results of a one hp DFIG experimental setup have also 

been encompassed in the chapter. 
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7.2 SCOPE OF FUTURE WORK 

Research work reported in this thesis can be extended in the following areas: 

 A grid connected three-lead DFIG topology with rotor excited by DC-DC converters can be developed. 

The control aspects of such a topology can be compared in terms of complexity to the existing back-

to-back converter fed DFIG topologies. 

 Using DC-DC converter at the DFIG rotor can contribute to the implementation of a novel hybrid 

wind-solar system. 

 

7.3 CONCLUSION 

Based upon the findings as reported in this thesis, the contributions are as follows: 

 To compute the optimal values of DFIG rotor current commands, novel analytical techniques as well 

as genetic algorithm based techniques have been developed. The rotor current commands have been 

used to enhance the efficiency as well as the power factor of a grid based DFIG. 

 Two novel autonomous DFIG topologies have been proposed and validated. It has been demonstrated 

that the control aspects of the proposed novel DFIG topologies is simpler as compared to the existing 

topologies. 

 An autonomous DFIG DC system with a simple control strategy has been simulated. The DC output 

voltage has been held constant under varying wind speeds and dynamic loading conditions. 

 The parallel operation of two DFIGs of different ratings connected in combination of two-lead and 

three-lead topology has been presented. The change in output voltage of the parallel combination 

owing to loading conditions and changing input has been analyzed. 
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APPENDIX A 

 

Stator and rotor of all the DFIGs of table A.1 are connected in star and the rotor quantities have been referred 

to the stator. 

 

Table A.1 Parameters of machines 1, 2, 3 and 4 

 

Machine Parameters DFIG-1 DFIG-2 DFIG-3 DFIG-4 

Rated power (kW) 4 0.746 2.2 2000 

Stator/ Rotor line voltage (V) 400 380 380 690 

Frequency (Hz) 50 50 60 50 

Stator resistance (Ω) 1.405 9.5 1.14 0.0026 

Stator leakage inductance (H) 0.0058 0.02814 0.00586 0.000087 

Rotor resistance (Ω) 1.395 8.04 2.818 0.0029 

Rotor leakage inductance (H) 0.0058 0.02814 0.00586 0.000087 

Mutual inductance (H) 0.1722 0.165 0.0714 0.0025 

Pole pairs 2 2 3 2 

Rated torque (N m)     25.465     4.75     17.51     12732 

Rated stator current (A)     6.79     1.33     3.93     1760 

Moment of inertia (kg m2)     0.0131 0.0027     0.0099     127 
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APPENDIX B 

 

The component details of the Buck Converter have been mentioned in Table B.1. 

 

Table B.1 Design parameters of buck converter 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

Symbol Quantity 

Values (in 

respective 

Units) 

L Inductor 10 mH 

Co 

Output Filter 

Capacitor 

47 µF 

Vp 

Breakdown Voltage 

of FR diode used in 

Buck converter 

600 Volts 
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APPENDIX C  

The electrical characteristics of IGBT switch FGA15N120AND [215] has been mentioned in Table C.1. 

 

Table C.1 Electrical characteristics of IGBT switch FGA15N120AND 
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APPENDIX D  

The electrical characteristics of IGBT driver IC TLP 250 [216] has been mentioned in Table D.1. 

 

Table D.1 Electrical characteristics of IGBT driver IC TLP 250 
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APPENDIX E  

The electrical characteristics of voltage regulator IC 7812 [217] has been mentioned in Table E.1. 

 

Table E.1 Electrical characteristics of voltage regulator IC 7812 
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APPENDIX F  

The electrical characteristics of voltage regulator IC 7912 [218] has been mentioned in Table F.1. 

 

Table F.1 Electrical characteristics of voltage regulator IC 7912 
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