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ABSTRACT

This project analyze and compares four current control schemes for a single-phase

grid-connected PV inverter. The first two methods discussed are Synchronous Ref-

erence Frame (d-q) and Proportional Resonant (PR) based controllers. Both are

linear regulators which uses Pulse Width Modulation (PWM) for the generation of

the control signals. The PR controller provides high gain at a chosen frequency (also

known as resonant frequency), due to which it is able to subdue the steady state

error. Therefore, it can be successfully applied to the circuits where the controlled

parameter is sinusoidal in nature with frequency of operation equal to that of res-

onant frequency. Whereas a PI controller suffers from steady state error and high

sensitivity towards disturbance when used with sinusoidal input. To counteract this

limitation of PI, the d-q transform is used to convert sinusoidal signals in stationary

frame to DC signals in rotatory frame. This way the PI controller is able to bring

the steady state error to zero.

The other two methods described are Fuzzy logic control (FLC) and Model

predictive control (MPC). These are advanced control techniques which takes into

account the non-linearity of power converters. FLC also works on DC parameters

and therefore the controller structure is similar to that of d-q controller except that

instead of PI, a fuzzy inference system (FIS) is used to do the job. MPC on the other

hand uses the state space model of the system for predicting the future value of the

controlled variables. This predicted value is utilized by the controller to find the

required switching state, which is in accordance with a predefined cost function. The

four schemes designed are compared based on their mathematical modeling, working

principle, dynamic response to disturbances, and the ease of implementation.
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The modeled system consists of PV, single phase H-bridge inverter, LCL-filter

and an AC grid. Compared to the L and LC filter, the LCL filter has higher

harmonic attenuation at the switching frequency and better decoupling from the

grid impedance. However, it suffers from inherent resonance which may introduce

instability in the system. To overcome this problem, a proper damping method is

required to suppress the oscillations and this is achieved using either passive damping

or active damping. The often used passive damping method is to connect a resistance

in series with the filter capacitor. This method has been used so as to keep the

control system simple and reduce sensor circuitry. However, it reduces efficiency of

the overall system. The PWM technique which has been used is Bipolar Sinusoidal

Pulse Width Modulation (SPWM). This is because as compared to Unipolar SPWM,

it reduces the ground leakage current and thus provide galvanic isolation to the PV

system from the AC grid.

The outer voltage control loop consists of a PI controller whose output acts as a

reference for the inner current control loop. The outer loop regulates the PV voltage

by comparing DC link capacitor voltage with the Perturb & Observe (P&O) MPPT

algorithm to obtain maximum power from the modules. The effectiveness of the

developed methods has been confirmed with the help of the simulation results. A 5

kVA grid-connected PV inverter is designed for this research on MATLAB/Simulink.

A hardware implementation of a single phase H-bridge inverter with an LC filter

is also presented. It consists of H-bridge IGBT inverter, driver circuit, level shifter

circuit, auxiliary power supply, and a micro-controller. A basic open loop operation

is performed and validated with the simulation results.
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Chapter 1

INTRODUCTION

1.1 Background

Energy is an important aspect in today’s society for it is required to produce goods
and perform mechanical work [1]. Conventional sources of energy such as coal, crude
oil and natural gas are still predominantly used for the production of electricity, but
Renewable resources use have also slowly increased a lot since 1970s [1]. As shown in
Fig. 1.1, Global energy demand and technological advancement has contributed to
the growth of the Renewable sources. Despite of converters energy efficiency going
up, the global energy demand is predicted to shoot up until 2040, that too especially
in third world countries [2].

Figure 1.1: Global electricity production based on energy resources used [3][4][5].

The field of renewable energy resources is growing very fast and it is projected
to increase by an average of 2.6% per year globally until 2040 [6]. Integration of
utility and the renewable energy sources brings economic and environmental benefits.
Though, the main challenge for integrated system is to offset the varying energy
supply due to changing atmospheric conditions and economic competitiveness with
the conventional sources [7]. Also clean energy resources have garnered interest from
countries looking to reduce their carbon footprints [8].
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Renewable energy sources are part of India’s vision not only to bring clean and
affordable energy within the reach of all people but also achieve social equity and
address sustainability concerns. Tapping these energy sources has already put India
on energy transition path with cleaner ecology, energy independence, and a stronger
financial system. India has ensured that the best approaches are implemented for
accelerating deployment, spurring innovative businesses and meeting the climate
change mitigation goals.

With over 78 GW installed renewable power capacity, 65 GW at different stages
of fruition, India is well on the way to attaining its target. Since 2014, solar power
capacity has grown over 11 times and wind power capacity rose by 1.7 times. Now,
India has the fifth largest renewable power installed capacity globally. However, this
target is just the beginning, and by no means a ceiling of the ambition [9].

Creating an environment for developing renewable energy technologies indige-
nously and facilitating domestic manufacturing, handling intermittency of renewable
power; improving forecasting technology; creating an efficient and resilient renew-
able power transmission infrastructure; and developing storage technologies are the
challenges and we have been making focused efforts in their direction. Strategic
research towards renewables includes improving performance and affordability of
technologies; next generation photovoltaic, and energy storage technologies are high
on the agenda. Coordinated research is being undertaken through R&D institutions,
industry, and universities. We are exploring both domestic efforts and international
experiences in these domains.

The National Electricity Plan 2018 has estimated renewable power capacity of
275 GW by 2027. There are other estimates suggesting that by the year 2030, an
electric installed capacity of 860 GW with solar and wind power contributing about
500 GW would be required [9]. These will necessitate a significant departure from
business as usual and would entail a new paradigm with support mechanisms, fa-
cilitate policies, and access to new technologies and investment. Mainstreaming of
renewables in India’s energy supply is part of India’s 2030 vision and it is also com-
mitted to the global objective of realizing sustainable development and combating
climate change.

1.2 Renewable energy

Conventional sources of energy and nuclear energy cannot sustain the global energy
demand for long. This is due to the fact that the replenishing rate of these sources is
very slow and thus cannot be used indefinitely [10]. In addition to that, they pollute
the environment when employed to generate electricity. A better solution to above
problems is the use of Renewable energy resources as they are environment friendly,
have become economically viable and bring socio-economic benefits by creating em-
ployment. All this align with the idea of three pillar of sustainable development (i.e.
economic, environmental and social sustainability).

Renewable energy resources are continuously replenished by the sun or other
natural phenomena. Thermal, photo-chemical, and photo-electric energy directly
use the sun. whereas Biomass, wind and hydro indirectly utilizes the sun energy.
Geothermal and tidal energy are produced due to earth’s crust and gravitational
pull of the moon respectively. Fig.1.2 classifies the various types of renewable energy
resources.
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Figure 1.2: Renewable energy sources classification

The technologies of conventional energy resources have matured over a period
of more than hundred years. Trillions of dollars have been invested for the purpose
of research and development. In today’s scenario a large investment is required to
obtain marginal improvement, while renewable energy resources are in an innovation
phase where small investment in R&D brings about great system efficiencies and
economic viability.

The field of engineering which greatly contributes to the development of this
technology is Power electronics. A DC-AC power electronic converter (inverter) is
used to extract maximum energy from the PV system and deliver it to power grid
or other AC loads. While in wind systems, the converter’s job is to maximize energy
extraction as well as regulate varying input wind power. All this is made possible
by the knowledge of power electronics along with control system [11]. A common
grid-connected topology for a solar energy system is shown in Fig. 1.3.

Figure 1.3: Common configuration for large Photovoltaic systems connected to grid
[12].
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India is at the forefront of expanding its renewable energy capacity in the world.
India in 2019 at United Nations climate summit, announced its plan of doubling
its renewable energy target of 175 GW by 2022 to 450 GW by the same year.
Modern renewable energy sources such as geothermal and tidal are projected to
grow massively by that year. This target includes doubling of wind power capacity
and increasing installed solar energy capacity by 15 times from its April 2016 figure
[13]. Such ambitious targets empowers India to lead the world in renewable energy
sources usage and be a central figure in its "sunshine countries" International Solar
Alliance project. This project promotes growth and development of the solar energy
sources for the 120 countries lying in the equatorial belt of the Earth which receives
sun light most of the time of the year.

It is a fact that energy plays a vital role in the growth of any country. India being
second in position next to China in terms of population accounts for approximately
18% of total world figure. This increased population and rising standard of living
puts India at fourth position globally in terms of energy consumption. As the use
of depleting fossil fuel have resulted in great amount of pollution resulting in global
warming and climate crisis, Renewable energy presents us with the best alternative.
This is due to the fact that energy demand is increasing day by day and proper use
of both resources is the solution for the present day.

Indian government’s target of installing 20 GW of solar energy by 2022 was
completed by January 2018 (4 years ahead of target), through both roof top solar
panels and solar parks [13]. After which India sets a new target: 100 GW of solar
power, 60 GW of wind power, 10 GW of biomass, and 5 GW of small hydro plants
by 2022 [13]. Three of the top Five largest solar parks in the world are in India.
The second-largest solar park in the world is situated at Kurnool, Andhra Pradesh,
with a capacity of 1 GW.

Figure 1.4: Renewable energy in India at a glance [9]

Most of the country do not have electrical grid supply, so the first use of solar
energy in such an agriculture country was water pumping and lighting. This is
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because a pump was consuming 5 hp (3.5 kW). Some large solar projects have also
been proposed, such as one in Thar dessert (an area of 35,000 km2) is estimated to
produce power of 700-2100 GW. The yearly growth rate of solar power in India is
around 113% and the energy rate has dropped to Rs 4.34 /kWh. This value is 18%
lower than the average cost of electrical energy generated by coal [13].

Figure 1.5: Cumulative installed solar power capacity in India in MW, (till March
2019) [9]

The British Petroleum in its Annual Energy Outlook 2019 has projected that
renewable energy will become the dominant source of energy by the year 2040. IEA’s
Annual Energy Outlook 2018 has estimated that cheaper renewable technologies,
digitization and increased importance of electricity is a crucial factor for change. The
report also predicted that the world is witnessing a major shift in energy demand
with demand growing maximum in India.

1.3 Photovoltaic System

1.3.1 Solar cell working principle

Solar cell is the basic component of a solar module. Silicon (Si) is a semi-conductor
material primarily used for manufacturing the cell. It is doped with another material
to obtain either n type or p type material. Doping Silicon with electron rich atoms (
such as phosphorous, arsenic, antimony) produces n-type material, whereas doping it
with electron deficient atoms (boron, aluminum, gallium) produces p-type material.
The two material thus formed are combined together to form a p-n junction. Solar
irradiation on coming in contact with the junction causes current to flow and hence
power flow takes place.

On combining the two materials, free holes from p-type diffuses in the n-layer
leaving behind negatively charged ions, Similar process happens with the free elec-
trons in n-layer leaving behind positively charged ions. This creates a electric field
region in due time between the two layers which stops the charge flow. When sun-
light falls on the cell, electron-hole pairs are generated resulting in current flow
[14].

The sequence of operation taking place in a solar cell are [15]:

• Photo-generated carriers are produced

• Carriers are collected to generate the current flow
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• Potential difference across the solar cell is produced; and

• Output power is dissipated in the load and parasitic impedance

Figure 1.6: Conceptual diagram of a solar cell [16]

1.3.2 Equivalent mathematical circuit

The mathematical model of a solar cell is described in the below Fig. 1.7

Figure 1.7: Electrical equivalent circuit of a solar cell [16]

Where,
RS : represents series resistance of the solar cell. It appears due to current flow

through the base-emitter junction of the cell and contact resistance between metal
and silicon wafer.

RSH : represents shunt resistance of the cell. It is present due to the fact that
p-n junction’s property is not ideal and there is presence of impurities on the edges
that causes short circuit path around the junction. In ideal case, series resistance
would be zero and shunt resistance would be infinite [15].

The output current is represented by the following equation:

I = IL − ID − ISH (1.1)

where,
I is solar cell’s output current in Ampere,



7

ID is the current passing through diode in Ampere
RSH is the current passing through RSH in Ampere
IL is the current generated due to irradiation in Ampere

From Shockley equation, the diode current ID is expressed as

ID = Io(e
V+RsI
ηKT − 1) (1.2)

where,
Io is the dark current in Ampere (leakage current flowing in the diode in absence of
light)
q is the electron charge in Coulomb
η is the diode ideality factor (assumed 1 for Germanium and 2 for Silicon)
K is the Boltzmann’s constant in Joule/Kelvin

Using nodal analysis, the shunt resistance current ISH can be found out to be:

ISH =
V +RsI

RSH

(1.3)

Therefore now the output current can be expressed in the form as shown.

I = IL − (Io(e
V+RsI
ηKT − 1))− (

V +RsI

RSH

) (1.4)

Many such solar cells connected in series or parallel constitutes a PV panel.
This is to bring the voltages and currents of the panel equivalent to the utility’s
parameter values. Now if we consider C be the number of solar cells in series; Ns

to be the series connected panels; and Np to be the parallel connected panels, then
the characteristic equation of the array becomes:

I = ILNp − ISH − ID (1.5)

IL =
ISC + k(TOP − TREF )

1000
λ (1.6)

ID = IoNp[e
V+IRs
ηVtNsC − 1] (1.7)

ISH =
Np(Vo + IRs)

RSH

(1.8)

where,
TOP is the operating temperature of the solar cell in Kelvin,
TREF is the standard operating temperature of the cell in Kelvin
λ is the solar irradiance in Watt/sq. meter

Vt =
(TOP × k)

q
(1.9)

Above equations are capable of capturing the characteristics of the practical solar
panel. They can be used in simulation environments (Simulink) to model and test
the panel in various conditions. This project utilizes the in built MATLAB/Simulink
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block of PV array module which is also based on these equations.

1.3.3 Solar cell parameters

Short circuit current, open circuit voltage, and maximum power point

The three main parameters of a solar cell are short circuit current, open circuit
voltage and maximum power point (MPP). Power generated by the cell is zero
when it is at short circuit current and open circuit voltage whereas maximum power
is achieved when it is at maximum power point. This is shown by the I-V and P-V
characteristic curve of the solar cell in Fig. 1.8

Neglecting shunt resistance RSH and keeping output current I = 0, the open
circuit voltage can be approximated as eqn. 1.10

VOC =
ηkT

q
ln(

IL
I

+ 1) (1.10)

whereas the short circuit current is obtained when V = 0 and is approximated
to be equal to light generated current as shown in eqn (1.11).

ISC = IL (1.11)

Figure 1.8: Short circuit Current, Open circuit voltage, and MPP points [16]

Fill Factor

It is defined as the ratio of power at the maximum power point to the theoretical
power at VOC and ISC .
It is given by:

FF =
VMPP × IMPP

VOC × ISC
(1.12)
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Current and voltage at the maximum power point is always less than the open
circuit voltage and short circuit current due to internal resistance of the system.
Thus the fill factor can never be more than 1. Typical value of fill factor lie in the
range of 0.65-0.75. This ratio signifies the quality of the panel.

1.3.4 Effect of atmospheric variations on PV

Change in irradiance

Variation of irradiance causes changes in almost all parameters such as open circuit
voltage, short circuit current and efficiency as well. This is because the photo
generated current directly depends on irradiance, and short circuit current depends
directly on photo generated current. However the effect of irradiance on open circuit
voltage is relatively small. The I-V and P-V characteristic curve is shown in Fig.
1.9, where curve is plotted for four different irradiation values.

Figure 1.9: I-V & P-V curve of Trina Solar (TSM-250PA05.08) at different irradiance

Change in temperature

Varying the temperature affects the open circuit voltage more than the short circuit
current. They both are directly proportional to each other. Whereas the short
circuit current is not affected much with respect to changing temperature. With
increase in temperature, the power reduces as shown in Fig. 1.10.
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Figure 1.10: I-V & P-V curve of Trina Solar (TSM-250PA05.08) at different tem-
perature

1.3.5 Single PV module parameters

Trina Solar TSM-250PA05.08 parameters are taken from its datasheet present in
the MATLAB PV block. The parameters are tabulated below in table 1.1:

Parameters Value
Maximum power (Pmax) 249.86 W
Voltage at peak power (Vmpp) 31 V
Current at peak power (Impp) 8.06 A
Cells per module 60
Open circuit voltage (Voc) 37.6 V
Short circuit current (Isc) 8.55 A
Temperature coefficient of Voc −0.35%/ ℃
Temperature coefficient of Isc 0.06%/ ℃

Table 1.1: Simulated single PV module parameters

1.4 Power electronic converters

Power electronics converters are used in various fields of industry, such as renewable
energy sector, Power systems, domestic equipment and transportation sector. In
Photovoltaic two stage system, the DC/DC converter is used to extract maximum
power from the panel. After which the the DC power is converted to the AC power
via an inverter so that power can be injected into the power grid. A general scheme
of the two stage system is shown in the Fig. 1.11. Power converters employed in
the renewable energy sector offers extraction of maximum power, better dynamic
control, low current THD injected into the grid and in the case of wind generators,
they eliminates the need of a gearbox for regulating turbine speed [17].
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In olden days the main focus of design was dynamic performance and stability
of system but nowadays the industrial constraints are more strict focusing more
on standards, technical specs and codes. Such strict regulations cannot be met by
hardware alone and there is a need for a robust control system which can work along
to achieve desired output. Thus design of a power electronics converter encompasses
an optimization problem and solving many such constraints at once. The main
objectives expected from a converter’s control system are listed below: [18]:

Figure 1.11: General two stage PV system configuration block diagram

• To reduce the switching frequency, leading to decreased switching loss and
therefore increasing efficiency and better utilization of semiconductor devices.

• Improvement in the dynamic behavior of the output such that the reference
and controlled variable remains as close to each other as possible giving mini-
mum tracking error.

• A challenging task is to have a good performance in case of a non linear system.
It should not only operate at specific conditions but it is desirable to have it
operate for a wide range of conditions.

• The total harmonic distortion (THD) is another constraint in many applica-
tions and which develops in the modulating stage of controller. It is required
to be kept as minimum as possible.

• Finally each converter topology has its own limitations and advantages, for
example it is not advisable in a three level converter to change the switches
state directly from -1 to 1 without having a 0 state in between.

1.5 Control methods

The Fig. 1.12 presents various types of control methods that are generally used in
power electronic converters and electrical drives. The gray boxes indicates the con-
trol methods specifically used for drive applications and therefore are not discussed in
details as they out of the scope of this project. The classification presented consists
of classical methods as well as more recent methods that require more computation.
The discussion on the aforementioned methods are as follows:

In hysteresis control the switching is controlled in such a manner that the
measured variable stays inside the hysteresis error boundary and follows the refer-
ence signal. The state of the switch is changed as soon as the variable reaches the
boundary. The method is quite simple as compared to others and is used for simple
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Figure 1.12: General control methods classification for power converters and elec-
trical drives [18]

control such as current control and also in complex situations like Direct torque
control (DTC) or Direct power control (DPC). Implementing this control is simple
and it does not have complex computation [18].

It is a well known control method which has its root from analog electronics.
Though easy to implement in analog domain, it however requires very high sampling
frequency in case of digital domain, so as to bound the controlled variable inside
the hysteresis band. It is therefore problematic to use hysteresis control in low
power applications because there is high switching loss [19]. The method have
few drawbacks such as non-linearity, variable switching frequency, dependency on
hysteresis width and operating constraints which makes it less desirable from other
control methods . Also above technical problems causes resonance and harmonics,
which then again requires costly filter circuits [18].

linear controllers can be applied to converters with modulating stage. The
job of the modulator is to linearize the converter by generating proper signals for
switching devices. Proportional-Integral (PI) control is the most common linear
control, whereas Field oriented control (FOC) is specifically used for drives and
voltage oriented control (VOC) is the general choice for grid connected converters
to control the output current. A mathematical concept of Pulse Width Modulation
(PWM) is often usesd along the linear controllers [19]. In this technique, a sinusoidal
reference is compared with a triangular carrier wave, thus producing pulses for the
switching devices. Like for example, if instantaneous value of sinusoidal signal is
more than that of carrier wave then the PWM gives value as 1, otherwise it gives 0
to the switches, thus controlling in such a manner [18].

The limitation of a linear regulator is that it is controlling a non-linear system
and hence it is not able to give even performance for a wide dynamic range .With the
use of linear controllers it becomes difficult to control certain variable or constraints
(like switching frequency, THD, or peak current) directly [18].

Sliding mode control considers the inherent switching charateristics of the
converter and provides dynamic stability during different disturbances, however the
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algorithm is complex to implement.
Artificial intelligence are techniques that has recently got so much attention.

They are generally used in applications where some parameters are missing or unde-
termined; One such control technique is Fuzzy Logic. Other methods include genetic
algorithm, neural network or a combination of them, like neuro-fuzzy technique [20].

Predictive control utilizes the state space model of the converter and predicts
the behavior of the controlled variable according to the applied input. In its algo-
rithm, it includes the optimization criteria which will produce the most desirable
switching state at that instant. As this method avoids cascaded structures found in
linear regulators, the response time of this technique is quite fast [20].

Deadbeat control also uses the mathematical model of the system to find volt-
age that will eliminate the error in one sampling time, and produces this voltage by
means of a modulating stage [20]. MPC is implemented by means of a cost function
formed by taking weighted control objectives.Hence this method can also predict
the variable many time steps into the future so as to select the most appropriate
switching state, but this however requires a lot of computational work [18].

1.6 Objectives of the Present Work

The main focus of the present work is at:

1. To design and simulate a single-stage single-phase PV system consisting of PV
array and H-bridge inverter connected to an Electrical grid via a low pass LCL
filter.

2. To model and analyze control system which can extract maximum power from
the PV system and deliver it to the Electrical grid.

3. To simulate and compare the designed current controllers based on their dy-
namic response, complexity, and the resultant current THD. The delivered
current should not have %THD more than 5% as per IEEE 1547.

4. To introduce hardware implementation of a standalone single phase H-bridge
inverter with an LC filter operating in an open loop configuration.

1.7 Outline of the Thesis

There are total six chapters in this dissertation work.

1. Chapter 1 presents a brief introduction to the conventional and renewable
energy resources. It also discusses in detail, the mathematical modeling of a
solar cell. Its change in parameters due to the change in atmospheric conditions
(i.e. irradiance and temperature) is also discussed, along with the general idea
of power electronics converters.

2. Chapter 2 presents the design of the power circuit of the system. It gives
the design process of the LCL filter used for filtering the harmonics of inverter
output. Other important design parameters such as DC link capacitor value,
required PWM technique, PV parasitic capacitance and different MPPT tech-
niques are also presented in brief.
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Figure 1.13: Brief overview of the chapters in the thesis

3. Chapter 3 discusses two of the classical controllers used for inverter current
control. The first controller discussed is d-q frame control. It consists of PI
controller in synchronous reference frame. The second control system designed
is Proportional Resonant controller which is a general case of a PI controller
and therefore there is no requirement of converting signals to synchronous
reference frame.

4. Chapter 4 discusses two of the advanced control techniques which are fuzzy
logic and model predictive control (MPC). Fuzzy logic control (FLC) is a part
of artificial intelligence. whereas MPC controller is based on the finite states
of the power converters and how its state can be predicted beforehand. Their
characteristics are presented, simulated, and compared.

5. Chapter 5 explores the hardware implementation of an H-bridge inverter with
an LC filter in an open loop configuration. Arduino Uno is used to control the
inverter using Unipolar PWM strategy. This chapter discusses all the steps
taken to make the setup.

6. Chapter 6 gives a brief conclusion of the presented work in this dissertation
and the future scope of this project.
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Chapter 2

POWER CIRCUIT AND ITS
DESIGN

2.1 Overview

This chapter presents the design of the power circuit of the simulated system and
its component sizing. It describes the design and selection of all the components
required for a grid connected inverter. Section 2·2 discusses the different PV sys-
tem configuration such as single-stage or double-stage structure. Section 2·3 gives
a brief account of various MPPT techniques in the literature for extracting maxi-
mum power of the panels and why Perturb & Observe is selected for the purpose.
The conceptual overview about H-bridge and its merits is described in Section 2·4.
Section 2·5 introduces the modulation strategy required in linear controllers, such
as Pulse Width Modulation (PWM) and its implication on the PV array ground
current. Section 2·6 and 2.7, gives the design procedure for the design of an LCL
filter. And the chapter concludes with Section 2·8, that gives the sizing of DC link
capacitor and tabulation of all the Power circuit design parameters. The schematic
in Fig. 2.1 represents the overall layout of the power circuit, which will be referred
in the whole chapter.

Figure 2.1: Simplified Schematic of the Power circuit
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2.2 Configurations of PV system

PV modules or a solar cell in actual produces DC voltage and current. Therefore
the natural choice is to use a DC-DC converter for regulating this voltage to a
desirable value. After which an inverter is connected to convert the DC voltage to AC
voltage so as to supply to electrical loads and utility grid. The type of configuration
implemented affects the converter design. Cost and residential environment plays an
important role in the selection of the required configuration. Following sub-sections
describes four basic solar power configurations.

2.2.1 Single-Stage centralized inverter

This configuration is characterized by solar panels connected in series to form strings,
so as to increase the combined voltage. Many such strings are then connected in
parallel, along with diodes to stop reverse current flow, to obtain high power. Fig.
2.2 describes the schematic of such connection.

Figure 2.2: Single-stage centralized inverter configuration [21]

It is clearly observable in this configuration that voltage shared by all strings
remains always same. So, if there is partial shading or panel mismatch then all
strings cannot operate at MPP. This affects the energy harvesting process for low
power applications. However, this configuration is beneficial due to its low cost
requirement [22]. This configuration is implemented in this project work due to its
low cost and its suitability with the residential solar roof top systems. Although it
is cost effective in the first stage due to elimination of DC-DC converter, but the
size of inverter increases proportionally.

2.2.2 Single-Stage String Inverter

This configuration is described in the Fig. 2.3. This connection overcome the
limitations of the centralized inverter as each PV array has individual inverter and
therefore achieves MPP. Each inverter control its respective panels and extract max-
imum power from them. In that sense, this configuration is superior to that of the
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previously discussed connection. However, the initial cost shoots up as each PV
string requires their own inverter circuit to deliver power [22].

Figure 2.3: Single-stage string inverter [21]

2.2.3 Double-Stage String Inverter

Fig. 2.4 shows the Two-Stage configuration with String Inverter. This cascaded
structure is popular due to its modular connection, energy extracting capability
and flexibility in design [22]. With the reduction of solar panels in a string, the
robustness of the configuration increases. The first stage task is to increase the DC
voltage to a higher value so as to reduce current and hence increase efficiency. Also,
MPPT algorithm is applied at this stage. The second stage is required to convert
DC voltage to AC so that power can be utilized by the loads.

Figure 2.4: Two-stage string inverter [21]
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2.2.4 Double-Stage Centralized Inverter

This connection is represented in Fig. 2.5. The first stage is similar to that of
previous configuration which is tasked with voltage amplification and performing
MPPT control. The second stage is common to all the PV strings and one main
inverter is used to convert the voltage cycle.

Figure 2.5: Two-stage Centralized inverter [21]

2.3 Maximum Power Point Tracking

The solar cell characteristic changes with respect to changing atmospheric conditions
such as irradiance and temperature. Thus it becomes very important to not waste
any energy coming from the solar panels and extract maximum power from them at
all times.

Hence an MPPT algorithm plays a vital role in getting maximum power out
of the PV array. It is a real time control algorithm that tracks the atmospheric
conditions and accordingly set the voltage to keep the PV system on MPP. There
are MPPT algorithms that are embedded in the converter to achieve the desired
result.

A brief description of some of the major algorithms used to achieve MPPT are
as follows [23]:-

• Perturb & Observe: The algorithm begins with varying voltage in small
steps and corresponding power is measured. If measured power is increased,
then same control action is applied until the power change becomes negligible.
This is the most basic algorithm used, although it produces oscillations about
the maximum power point.It is generally termed as hill climbing method be-
cause the power versus voltage curve looks like a hill with peak at MPP. The
best thing about this method lies in its simplicity and ease of implementation.
The method have many variants in the literature which have much more effi-
ciency than normal P&O. Mostly adaptive and predictive hill climbing strategy
is applied in such advance variants.[24]

• Incremental Conductance: In this control algorithm, an incremental change
in PV module voltage and current is measured and then it predicts the effect
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of change in voltage. This is method is much better than the Perturb and
Observe (P&O) method in terms of dynamic tracking of the MPP. But in-
cremental conductance method, like P&O, produces oscillations at the peak
value [25]. Incremental conductance (dI/dV) is used in this method of MPPT
to compute the sign change of the change in power with change in voltage
(dP/dV). Thus it computes the maximum power by comparing the incremen-
tal conductance (I∆/V∆) with solar panels conductance (I/V). When these
both ratios are equal (I/V = I∆/V∆), then the controller reaches the MPP.
IC maintains that point until change in irradiance or temperature takes place
after which the same process repeats.
The mathematical concept behind the incremental conductance is that at the
maximum power point, dP/dV = 0, and that P = IV. The PV array current
can be expressed as a function of voltage; P = I(v)V. Hence we get, dP/dV
= VdI/dV + I(V). Equating the expression to zero gives: dI/dV = -I(V)/V.
Therefore, the controller observes maximum power when incremental conduc-
tance is equal to negative of the instantaneous conductance.

• Constant Voltage: The ’constant voltage’ method is defined in two ways by
different authors; one in which a constant voltage is kept at the PV array, and
in second the the ratio of PV array voltage to the open circuit voltage (Voc) is
kept constant. The second method is popularly known as the "Open voltage
method" be many experts. In case of first method, the voltage is kept constant
at all times and so it is not technically a MPPT algorithm, but it does provides
some merits in situations where other methods fail, So in a sense it is usually
used as a supplement method. Whereas in open voltage method, the PV array
is momentarily disconnected from the load, and open circuit voltage is mea-
sured. After measuring the voltage the circuit is again connected and voltage
is set to some fix ratio with respect to open circuit voltage Voc.Typically, the
ratio is set to 0.76 times that of VOC . This value is generally the point near
the maximum power point, calculated either empirically or from mathematical
modeling [25].

• Current Sweep: In this algorithm, a current sweep waveform is applied to
the PV array to obtain the I-V characteristic of the array at fixed intervals
of time. Once the I-V curve is known, It is easy to find the maximum power
point for that interval. Though slow, this method can also be used for partial
shading or panel mismatch situations.

• Temperature Method: This is an estimation method, based on estimating
the MPP voltage Vmpp by measuring the PV array temperature and comparing
it against the reference.[26] The idea behind this estimation lies in the relation
between MPP voltage and irradiance change. Vmpp is negligibly affected due to
change in irradiance and therefore the voltage only depends on the temperature
and that too linearly.

Following equation relates the two variable linearly:

Vmpp(T ) = Vmpp(Tref ) + uV mpp(T − Tref ) (2.1)

where:
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Vmpp is the maximum power point voltage at temperature T;

Tref is the reference temperature in Celsius;

T is the measured temperature in Celsius;

uV mpp is the temperature coefficient Vmpp given by manufacturer

Due to its simplicity, accuracy, ease of implementation and low computation re-
quirement, Perturb and Observe (P&O) method is chosen in this project for achiev-
ing MPPT.

2.3.1 Perturb And Observe

This algorithm in simple terms is a hill climbing method. The algorithm begins with
perturbing the voltage by small amount and then power is measured at that voltage.
If this measured power is more than the previous step power, then perturbation
is carried in the same direction. However, if power measured decreases then the
perturbation is reversed in other direction [24]. This is how maximum power is
achieved by this method. Its flowchart is shown in Fig. 2.6

• If dP/dV > 0 : MPP is on the right side

• If dP/dV = 0 : is the maximum power point

• If dP/dV < 0 : MPP is on the left side

Figure 2.6: Hill climbing P&O method flow diagram [16]

Advantages:
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1. A simple method to implement

2. Faster method due to its less calculations

3. Computation is relatively less than other algorithms

Disadvantages:

1. Inherent oscillations about the maximum power point

2. If V1 6= V2 but P1 = P2 then there is problem in the working.

2.4 DC-AC Converter Topology

There are many inverter topologies in the literature. On the basis of number of
switch legs, inverters can be broadly classified as either half bridge or full bridge in-
verter (also known as the H-bridge configuration).On the basis of the type of source,
the inverter can be divided into either current source or voltage source inverter. Re-
lating the input voltage magnitude and output peak voltage classifies the inverter
into buck inverter, boost inverter, and buck-boost inverter. In this report, an H-
bridge inverter is used due to its simple design and good efficiency. The selected
inverter topology is that of full bridge buck type voltage source inverter (VSI). Fig.
2.7 shows the schematic of the converter system simulated.

Figure 2.7: Single-phase H-bridge inverter topology [21]

2.5 PWM Techniques

By varying the duty cycle of the PWM signal, it is possible to obtain specific voltage
pattern across the electrical load thus getting the AC signal. A low pass filter is
required to generate pure sinusoidal wave from the PWM output. A PWM control
signal can be produced using either an analog comparator or digital micro-controller.
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Both of the methods are equally used in the industry for the purpose of generating
sinusoidal PWM signal get sinusoidal inverter output.

The applications of a PWM signal is wide in the field of Power electronics.
Following are some of the reasons behind its usage:

• Power loss is considerably reduced - If switches are remaining turned off or
turned on for long time then this results into very less conduction power loss
across the corresponding switches.

• Generation is easy - PWM signal generation has become very simple, especially
in digital domain. Many micro-controllers have inbuilt hardware to handle
and produce PWM waves and controller does not have to worry about its
generation.

• D/A conversion - The control of the output signal using just the duty cycle
greatly enhances this technique, and thus it can be easily used for digital to
analog signal conversion. For example, just by controlling the duty cycle, one
can control the speed of the analog DC motor.

2.5.1 Unipolar SPWM

This modulation technique usually requires only two sinusoidal waveform that is of
amplitude Vm and −Vm, Both these waves have same amplitude but are 180 °phase
shifted with each other. Above two sinusoidal waves are compared with a triangular
carrier waveform Vc thus producing gating signal Vg1 and Vg2 for the upper switches
of the two legs. It can be directly observed that two upper switches do not get turned
on simultaneously, unlike bipolar SPWM where two switches are always turned on
at a given time. The output voltage varies between zero and +Vd for the positve half
cycle and between zero and −Vd for negative half cycle, and therefore it is named
unipolar SPWM. The unipolar PWM inverter offers less electromagnetic interference
and switching loss. The efficiency offered by the unipolar switching is more than its
counterpart [27].

Figure 2.8: Unipolar SPWM waveform
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Figure 2.9: Inverter output voltage with Unipolar SPWM

2.5.2 Bipolar SPWM

In this technique, the upper and lower switch of a leg do not switch on and switch
off simultaneously, meaning that they switch in a complementary fashion. Therefore
one only needs to control two gating signal, namely Vg1 and Vg2. which are generated
by comparing one sinusoidal wave Vm and triangular carrier wave Vc. The output
voltage of the inverter varies between +Vd and Vd for both the half cycles and thus
it is termed as bipolar SPWM [27].

Figure 2.10: Bipolar SPWM waveform
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Figure 2.11: Inverter output voltage with Bipolar SPWM

2.5.3 Ground current in a Transformer-less PV system

A single phase power converter can be used for the purpose of low power transfer to
grid. In such an application, it is possible to remove the transformer at the inverter’s
output as it reduces weight, losses and size of the overall setup. But such removal
of transformer can result into ground leakage current between the dc source and
the utility grid, this is because of the absence of galvanic isolation provided by the
transformer and also due to PV parasitic capacitance. These currents are useless
in the sense that they increase losses, incur electromagnetic emissions and adds
harmonics to the power grid. Factors such as applied PWM strategy, converter
topology, and in most cases the resonance formed by the parasitic capacitance,
converter, low pass filter and the grid affects the magnitude and phase of the the
leakage current[28]. In this project, the ground leakage current is observed under
different PWM techniques for a 5kW PV system. The setup includes a series string
of PV panels (20 in number), a full bridge inverter and an LCL low pass filter
connected to the grid.

The fundamental reason for appearance of the leakage current is the elimination
of the transformer from the design as it galvanic isolation between the two sources.
The problems associated with it includes safety issues, EM compatibility impairment
and unnecessary losses in the system. Therefore it becomes important to have a
limitation on the ground current and there are many standards regarding it. For
example, in Germany, it is compulsory to install a residual current monitoring unit
(RCMU) to measure the leakage current and if it is found to be more than 300mA,
then the PV system must be disconnected within 0.3 s [28].

The ground current tends to superimpose with the grid current and thus increas-
ing the harmonic content as compared to when they are absent. As apparent in the
shown in Fig. 2.12, a resonant circuit is formed when the dc source is grounded.
This circuit comprises of the converter switching, low pass filter, dc source parasitic
capacitance, and the utility grid impedance. Based on the environmental conditions
and the type of source, magnitude of the leakage current is affected. In the specific
case of the PV panels; the ground capacitance values are very high. This is due to
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Figure 2.12: Ground current in a PV transformer-less inverter connected to the grid.

the fact that PV panels form a sort of huge capacitor where one plate is formed by
the solar cell and other plate by the ground, thus the value varies from nanofarads
to micro-farads. And for this reason, they become an important design parameter
for PV transformer-less system as their values can go very high.

PWM technique not only affects ground currents but also the design of the filter.
Unipolar SPWM is much more efficient and more sinusoidal. Also the equivalent
switching frequency in case of Unipolar SPWM is double that of Bipolar SPWM,
keeping the carrier frequency same [29]. This leads to small filter size for Unipolar
SPWM. But the advantage of using Bipolar SPWM is that the ground currents are
negligible when there is no transformer [21]. According to the setup shown in Fig. 2.7
(Rg = 0.4Ω, Cp = 5nF ), a comparison is done between the two strategies, keeping
the same carrier frequency. The Fig. 2.13 represents the ground leakge current in
the system due to unipolar SPWM, whereas Fig. 2.14 represents negligible leakage
current in case of Bipolar SPWM. In this project, Bipolar SPWM is chosen as the
PWM technique for operating inverter, as the power circuit comprises of no galvanic
isolation component.

Figure 2.13: Effect of Unipolar SPWM on ground leakage current
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Figure 2.14: Effect of Bipolar SPWM on ground leakage current

2.6 Inverter AC Filter Topologies

For any inverter topology, there is a need of a low pass filter at its output, to get
the power frequency out. There are four common low pass filters that are usually
used along with H-bridge inverter, they are: L type, LC type, LCL type, and LLCL
type filter.

The L-type filter consists of only a single series inductor as shown in Fi. 2.15. It
have an attenuation of -20 dB/dec over the entire frequency range. Usually a high
value inductance is needed to eliminate the high frequency harmonics. And a large
value means large size, high cost, also the voltage drop across it increases, which
adversely affects the inverter dynamics.

Figure 2.15: Schematic of L filter

The LC filter being a second order system gives an attenuation of -40dB/dec.
Its schematic is shown in the Fig. 2.16. Designing the filter is relatively simple.
The working concept is that filtering is shared by both, thus reducing inductor cost.
However, if a high value of capacitance is selected then it absorbs high reactive
current and load the inverter. One other limitation of this filter topology is that
its resonant frequency becomes dependent on the grid impedance when connected
to the utility grid [30]. The filter is mostly used in standalone situations due to its
compact size and good attenuation.

Fig. 2.17 shows the schematic of an LCL filter, which is very popular with grid
connected inverters due to its good attenuation beyond resonant frequency. This is
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Figure 2.16: Schematic of LC filter

also preferred because it decouples grid impedance from the filter circuit [31]. The
design of an LCL filter is not that all simple as one needs to consider the inherent
resonance and current ripple limit through the inductor. A detailed procedure of
designing the filter component values is presented in the following section.

Figure 2.17: Schematic of LCL filter

Fig. 2.18 shows the bode plot of three filters, as discussed above, namely L, LC,
and LCL filter. From the graph, it is observed that frequency response is same for L
type and LCL type filter at low frequency. The inherent resonant peak in the LCL
filter is clearly seen at the resonant frequency, which is dependent on the value of
capacitor and inductors.

Figure 2.18: Bode plot of different filter types
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2.7 Design of LCL low pass filter

With reference to the previous discussion, an LCL filter is selected because it pro-
vides good performance and relative simple design. Typically, the filter design cri-
teria for standalone inverter system is less stringent than that of grid connected
inverter. Therefore, the filter designed on the basis of grid connected system always
satisfy the standards of standalone PV system. The inverter side inductance value
is calculated on the basis of maximum allowable ripple current and the amount of
attenuation of the unnecessary harmonics. Whereas the filter capacitance is selected
solely on the basis of amount of reactive power absorbed by it.

There are generally some guidelines for the design of the said filter [21]. The total
inductance of the two inductors (i.e. L1 +L2) should be less than 10% of the system
base impedance so as to avoid large voltage drop across them, as that would affect
the inverter’s dynamics [30]. The current ripple should not be more than 20% of the
peak rated current. In case of capacitance selection, it should not be very less or
very high. Too low a value diminishes the impact of the filter, whereas a high value
capacitance absorbs large amount of reactive power [30]. The inherent resonance
frequency should possibly lie in the range shown by the equation (2.2). Where, fs
denotes the sampling frequency and fg denotes fundamental power frequency. To
have a good system stability, the grid side inductance L2 should be a fraction of the
inverter side inductance L1. Finally, the grid current THD should not exceed the
value of 5% as per IEEE 519-1992.

10fg < fres < 0.5fs (2.2)

(a)
(b)

Figure 2.19: (a) Equivalent circuit diagram and (b) model of LCL-filter [31]

The Fig. 2.19a represents the schematic of the LCL filter and Fig. 2.19b repre-
sents the equicalent model of the filter. Where the terms have their usual meaning
with the addition of Rd representing the damping resistance in series with the filer
capacitance Cf .

Bases on the Fig. 2.19b, reprsenting the equivalent model, a transfer function
can easily be derived. The transfer function shown by the eqn. (2.3) neglects the
inductors series resistances, thus simplifying the equation:

G(s) =
i2(s)

v1(s)
=

RdCs+ 1

L1L2Cs3 + (L1 + L2)RdCs2 + (L1 + L2)s
(2.3)
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fres =
1

2π

√
L1 + L2

L1L2C
(2.4)

2.7.1 Filter Inductance Calculation

The formula for calculating minimum value of total inductance required for the filter
is described in the eqn. (2.5), according to [32].

L >
εVdc

4fswIratedξ
(2.5)

where, ε denotes the type of SPWM used, its value is 1 for Unipolar SPWM
and 2 for Bipolar SPWM. Vdc is the optimum dc link capacitor voltage, Irated is the
rated current of the inverter, fsw represents the switching frequency of the PWM,
and finally the symbol ξ represents the maximum current ripple percentage. The
value of ξ is chosen to be 20% of the Irated in this project.

As discussed in previous section, the total inductance (i.e. L1 + L2) should not
exceed 10% of the rated current Irated, as beyond this the voltage drop increases
significantly and thus affecting the inverter operation. Total inductance should
satisfy both the equations (2.5) and (2.6). In eqn. (2.6), Vrated is the rated grid
rms voltage; fo is the fundamental power frequency; and Srated is the rated apparent
power of the system. Based on both the equations of total inductance, the value L1

should be at least 2.4mH and the total inductance L should not exceed the value of
3.7mH. The grid side inductance value is found using eqn. (2.8), where, γ is chosen
to be 2.

L1 + L2 < 0.1
V 2
rated

2πfoSrated
(2.6)

L1 + L2 = L (2.7)

L1 = γL2 (2.8)

2.7.2 Filter Capacitance Calculation

For sizing the filter capacitance, the idea is to calculate the reactive power absorbed
by it. Eqn. (2.9) shows the design formula for filter capacitance [31]:

C =
Qre

woV 2
rated

=
αPrated
woV 2

rated

(2.9)

where, Qre is the reactive power absorbed by the capacitor at power frequency
and Prated is the rated power of the inverter. α is the power ratio (< 5%); wo is grid
frequency; and Vrated is the rated grid voltage.

The value of α greater than 5% can lead to more reactive power demand by the
capacitor, which in turn increases current through the inverter side inductor, which
ultimately leads to loading of the inverter and reduction of efficiency. Whereas, α
taken too much less also means neglecting the capacitance and the size of inductor
increases giving rise to virtual L filter.
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2.7.3 Filter Damping

Active and Passive damping

For the PWM control method of the system represented in Fig. 2.1, there is a
possibility of resonance at the resonant frequency because of the presence of LCL
filter [33]. The resonance frequency calculation is as per the eqn. (2.4) [34].

Due to the inherent resonance problem of the LCL filter. A vecctor control
technique can not be applied directly. There is a need of damping the resonance
using either a passive or active device/circuit. A simple yet robust passive damping
method involves connecting a small resistance in series with the filter capacitor
[35]. An active damping method involves either adding a notch filter (with cut off
frequency at the resonance frequency) or using capacitor current feedback, but this
adds a current sensor leading to increased cost [36].

The problem with Passive damping methods are that they decrease the overall
efficiency. whereas active damping methods are sensitive to parameter variations
and may become unstable. In addition to it, the controller bandwidth limits the
functioning of active damping stability [37].

In this thesis, passive damping is the chosen method of damping. A small re-
sistance Rd is added in series with filter capacitor. It is given by the following
equation:

Rd =
1

3wresCf
(2.10)

Figure 2.20: Bode plot of LCL filter with and without passive damping

2.8 Sizing of DC link capacitor

Let inverter output voltage and current be,

vo(t) =
√

2Vo−rmssin(wot) (2.11)

io(t) =
√

2Io−rmssin(wot+ ϕ) (2.12)
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Thus, the inverter instantaneous output power is,

pout(t) = vo(t)× io(t) = Vo−rmsIo−rms cosϕ− Vo−rmsIo−rms cos(2wot+ϕ) (2.13)

There is a second harmonic component (2wo) in the output power equation of the
inverter as shown in the eqn. (2.13). this double frequency term also gets reflected
on the inverter’s input.Therefore, the job of DC link capacitor is also to limit this
double line frequency term to exceed particular value. The sizing of the capacitor
should be done in such a way that the voltage fluctuations are as small as possible.
However, a large size capacitor value is also undesirable, this is because it increases
the cost and makes the system very sluggish. The design procedure for DC link
capacitor is as follows:

Rewriting the output power yields,

pout(t) = Srated cosϕ− Vrated cos(2wot+ ϕ) (2.14)

The inverter power on the input side is as shown,

pin(t) ∼= Vdc × [Idc + ir(t)] = VdcIdc + Vdcir(t) (2.15)

If we neglect the power loss and assume the inverter to be ideal. we get,

pin(t) = pout(t) (2.16)

Since a capacitor filters out high frequency component, therefore the double line
frequency component is represented as,

Vdcir(t) = Srated cos(2wot+ ϕ) (2.17)

Thus, the double line frequency current on the dc side is:

ir(t) =
Srated
Vdc

cos(2wot+ ϕ) = Ir cos(2wot+ ϕ) (2.18)

In this project, the maximum ripple voltage is set to 2.5% of the rated DC
voltage. The calculated dc link capacitor value is derived by using,

Cdc = Ir/2woVrmax = Srated/4πfoVdcVrmax (2.19)

2.9 Simulation Parameters and Results

The design parameters assumed and derived is given in the table 2.1. The simula-
tions conducted in the this and the following chapters are based on the values of
this parameter table.
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Parameter Value Parameter Value
Modules in series (Ns) 20 Filter Capacitance (Cf ) 7uF
Modules in parallel (Np) 1 Damping resistance (Rd) 3.43Ω
Rated Power (Prated) 5kVA DC link capacitance (Cdc) 2.1mF

Rated grid voltage (Vrated) 240Vrms PV stray capacitance (Cstray) 5nF
Power frequency (fo) 50Hz Grid side gnd resistance (Rg) 0.4Ω

switching frequency (fsw) 19950Hz Resonance frequency (fres) 2.2kHz
Inverter side inductance (L1) 2.4mH Sampling frequency (fsamp) 160kHz
Grid side inductance (L2) 1.2mH DC link capacitor vtg (Vdc) 600V

Table 2.1: Parameter values chosen for the purpose of simulation

The simulation of the whole power circuit is represented in the Fig. 2.21. The
system is simulated using the chosen value as discussed in the previous section. Two
green blocks is shown in the diagram are controller and measurement block. The red
block represents the load connected to the inverter. Fig 2.23 and Fig 2.22 represents
the DC link capacitor voltage and grid current %THD respectively, when the system
is simulated in open loop configuration and with MI = 0.6 and MI = 0.9

Figure 2.21: SIMULINK model of the entire simulated system
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Figure 2.22: DC link capacitor voltage graph for MI=0.6, in open loop operation

Figure 2.23: %THD of the grid current for MI=0.6, in open loop operation
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2.10 Conclusion

The following conclusion can be drawn from the given chapter of the thesis:

• The ground leakage current of the PV system configuration is significantly
reduced by using Bipolar SPWM. This is important as otherwise it injects
high frequency current in the Grid.

• The designed filter inductance and capacitance value of the LCL filter is ac-
cording to the required constraints. Also the passive damping method (Rd) in
series with (Cf ) attenuates the inherent resonance of the filter configuration.

• The open loop operation of the designed power circuit is successfully simulated.
The %THD and DC link capacitor voltage ripples are within the required limits
with Modulation Index (MI) taken as 0.6.
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Chapter 3

DESIGN OF CLASSICAL
CONTROLLERS

3.1 Overview

This chapter is an introduction to the design of two classical control methods. Clas-
sical controllers are linear regulators which utilizes a modulating stage for the con-
trolling switches. The modulating scheme selected for this purpose is Bipolar SPWM
explained in previous chapter. Section 3·2 discusses the synchronous reference frame
theory for three phase systems and how to implement it in single phase inverter
system. Similarly Section 3·3 describes the design of the Proportional resonant
controller for controlling current in stationary frame.this sections also derives the
difference between the fundamental PI and PR controller. Section 3.4 gives the
simulation results for both the control systems performed in MATLAB SIMULINK.
The graphs such as PV array extracted power, DC link capacitor voltage and grid
current’s percent THD are presented which can be compared to get the difference
between the two methods. Fig. 3.1 presents a general current control block diagram
for the PV-inverter system with LCL filter.

Figure 3.1: Generic Block diagram for current controlled inverter
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3.2 d-q controller design

3.2.1 Synchronous Reference Frame theory

This subsection begins with a explanation of the stationary frame of reference, the
synchronous frame of reference, and the transformations that occurs between these
frames in a three-phase system. The Clarke transform is used to transform parame-
ters of the circuits to a two-dimensional stationary reference frame. This conversion
is generally used to convert balanced three-phase vectors into an orthogonal two-
dimensional reference frame, and is therefore sometimes known as a 3-2 transform
in its transforms, for example three phase currents into two internal variables. The
Park transform is generally used in three-phase electric machine models. It gener-
ally eliminates the time varying parameters in two dimensional stationary frame by
converting them to rotating reference frame parameters, making them time invari-
ant. The Park transform is a 2-2 transform that also have a reference angle input.
If the reference angle is rotating at the same speed as a frequency component of the
two-dimensional input to the Park transform, the output of the latter corresponding
to this frequency component will be stationary.

In the 1920’s, R. H. Park [38] revolutionized analysis of electric machines. He
formulated changing of quantities; by replacing the quantities (flux, currents, and
voltages) referred to the stator side into the quantities referred to rotor side. In
other words, he used projection and two-axis equations in order to transform the
stator variables to a reference frame fixed in the rotor. The park transform has
the property to eliminate fundamental frequency time variant quantities from the
equations in the synchronous machine, appearing due to:

• Relative motion of electric circuits with each other.

• Sinusoidal magnetic reluctance of the electric circuits.

The transformation of the three-phase system from the stationary reference frame
to the synchronous rotating reference frame can be easily done by the following
procedure:

1. Resolving the three-phases into two phases by the use of the Clarke transfor-
mation as in (3.1). That is, the three-phase stationary reference frame com-
ponents are projected onto two orthogonal axes (Xα and Xβ) appropriately
fixed in the same stationary reference frame, as shown in Fig. 3.2.

[
Xα

Xβ

]
=

[
1 −1

2
−1

2

0
√

3
2
−
√

3
2

]UV
W

 (3.1)

where U, V, and W represent three-phase stationary-frame balanced compo-
nents, and the projected orthogonal axis is represented by the Xα and Xβ.
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Figure 3.2: Clarke Transformation Vector

2. Transforming the two phase quantities (Xα and Xβ) from the stationary ref-
erence frame to the synchronous rotating frame (with the corresponding d-q
axis) which rotates at the angular speed of ω along with the rotor of the syn-
chronous machine. This transformation equates synchronous reference frame
with stationary frame of reference rotating woth angular velocity ω. Equation
(3.2) is termed as park transformation, which is used to convert stationary
frame to rotating frame (Xd and Xq), presented in Fig. 3.3.[

Xd

Xq

]
=

[
cosωt sinωt
− sinωt cosωt

] [
Xα

Xβ

]
(3.2)

However, note that the Park transformation matrix is an orthogonal non-
singular matrix (T · T−1 = 1). It simply represents the relationship between
the stationary and the rotating frame components.

These mathematical transformations lead to the new frame components be-
coming time invariant in the rotating reference frame with respect to angular
velocity ω, Fig. 3.3.

Figure 3.3: Park Transformation

These transformations and reference frame theory has recently received renewed
interest in control system strategies as a result of the following factors :

• The time-invariant quantities (of the fundamental frequency) have advantages
over time-variant quantities in the feedback control when compensated by PI
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controllers. Simply put, the PI controllers are unable to eliminate the steady
state amplitude and phase error in case of AC quantities.

• Use of solid-state device inverters for AC machine drives applications, in which
the transformation theory is already used for control purpose.

• Digital controllers have become powerful, practical, and cheap. They are also
popular in industry.

• The design of voltage-source inverter for three phase switching strategies is
most effectively done by using space vector pulse width modulation (SVPWM).

3.2.2 Use of imaginary phase for single phase inverter

Present application of the park transformation needs minimum of 2 independent
phase quantities of the system. Thus single phase systems cannot use the transfor-
mation directly to convert the reference frame to rotating reference frame.

In the following subsection, the mathematical model of the power stage in the d-
q frame is derived. The derivation follows the construction of the imaginary circuit,
transforming the overall circuit into stationary frame, and finally by using park
transformation, converting the stationary frame to rotating frame of reference.

The aim of this solution is to build a single-phase inverter controller operating
in the synchronous frame of reference which can produce high dynamic performance
by reducing the fundamental frequency error component, and therefore improve the
electrical power quality generated by the single-phase single stage PV system.

To create the imaginary orthogonal phasors of current and voltages, three method
are mentioned that can be utilized to produce the required state variables, as rep-
resented in the Fig. 3.4. The methods are:

• By differentiating the inductor current and grid voltage [39]. As the said quan-
tities are sinusoidal in nature, their differentiation also yield sinusoidal quan-
tities orthogonal to the original. However, differentiation is sensitive to noise
and therefore affects the controller dynamics. The inverter feedback controller
is significantly affected by error in the stationary orthogonal phases. Also, the
differentiation calculations require significant micro controller computation.

• Some work such as [39] proposes using an observer to construct the β-axis com-
ponent. This approach can achieve a good result, but is very complex in terms
of software and hardware processing requirements to design and implement.

• A more common and simple method to produce an imaginary signal is by
using a quarter delay. The delay output should lag the input signal by 90
thus generating β axis component with much less computation. The demerit
of this method is that the controller will not able to work for quarter time
period.
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Figure 3.4: Grid currents in alpha-beta coordinates using a quarter delay

3.2.3 Mathematical modeling of inverter in d-q frame

The schematic of a grid connected single phase inverter with an LCL filter is shown
in the Fig. 3.5. The low pass filter is connected between the VSI and the utility
grid. The LCL filter is usually the choice for grid connected inverter due to its good
attenuation and decouple nature. It filters out high frequency content and supply
quality current to the grid.

Figure 3.5: Schematic diagram of single phase inverter connected to grid via LCL
filter

The single phase inverter with LCL filter can be mathematically described by
the differential equations (3.3)(3.5)(3.5) [40], The conventions used is that of the
used in motors:

L1
di1
dt

+R1i1 = vc − vinv (3.3)

L2
di2
dt

+R2i2 = vg − vc (3.4)

Cf
dvc
dt

= i2 − i1 (3.5)

where:
L1 and L2 represents inverter side and grid side inductance;
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R1 and R2 represents the ESR of respective inductance;
i1 and i2 denotes the inverter side and grid side fundamental current;
vc denotes the voltage across the filter capacitor;
vinv is the output voltage of the inverter;
vg is the constant grid voltage.
Whereas, the concept of imaginary orthogonal phasor is shown in the fig. 3.6

[40]. This circuit has all the components similar to that of the real circuit, except
for the voltages and currents, which are 90 apart from the real quantities.

Figure 3.6: imaginary orthogonal circuit for applying d-q transform [40]

Eqns. (3.6)(3.7)(3.8) refers to the imaginary circuit mathematical differential
equations. They are:

L1
di∗1
dt

+R1i
∗
1 = v∗c − v∗inv (3.6)

L2
di∗2
dt

+R2i
∗
2 = v∗g − v∗c (3.7)

Cf
dv∗c
dt

= i∗2 − i∗1 (3.8)

where:
i∗1 and i∗2 represents the fundamental component of inverter side and grid side

current;
v∗c denotes the voltage across the imaginary filter capacitor;
v∗inv is the imaginary inverter’s output voltage;
v∗g is the imaginary Grid voltage.
where:
v∗g = vge

−π/2; i∗1 = i1e
−π/2; i∗2 = i2e

−π/2; v∗c = vce
−π/2

The real and imaginary circuit represents the XαandXβ stationary frame of
reference. This is converter to d-q reference fame using the expression shown by
(3.9) [40].

T =

[
cosωt sinωt
− sinωt cosωt

]
(3.9)
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The inverse transformation matrix is given by the following matrix equation:

Tinv = T t =

[
cosωt sinωt
− sinωt cosωt

]
(3.10)

The (3.11) represents average state space model of the inverter in d-q frame by
linearizing of the eqn. (3.3) through (3.8) around the stable operating point.

dx

dt
= A.x+B.u (3.11)

where:
x = [i2d i2q i1d i1q vcd vcq]

T , u = [vgd vgq vid viq]
T

Therefore, the state space mathematical model of the LCL-GCC system is described
by the matrix eqn. (3.12) [41],

d

dt


i2d
i2q
i1d
i1q
vcd
vcq

 =



−R2

L2
ωo 0 0 − 1

L2
0

−ωo −R2

L2
0 0 0 − 1

L2

0 0 −R1

L1
ωo − 1

L1
0

0 0 ωo −R1

L1
0 − 1

L1
1
Cf

0 − 1
Cf

0 0 ωo

0 1
Cf

0 − 1
Cf
−ωo 0




i2d
i2q
i1d
i1q
vcd
vcq



+



1
L2

0 0 0 0 0 0

0 1
L2

0 0 0 0 0

0 0 − 1
L1

0 0 0 0

0 0 0 0 − 1
L1

0 0

0 0 0 0 0 0 0
0 0 0 0 0 0 0




vgd
vgq
vid
viq
0
0



(3.12)

where ωo is the fundamental angular frequency of the utility voltage, and other
symbols in the above eqn. (3.12) are in accordance to the referred Fig. 3.5, e.g.
i2α, i2β ↔ id, iq, i1α, i1β ↔ id1, iq1; vcα, vcβ ↔ vcd, vcq; vgα, vgβ ↔ vd, vq, and viα, viβ
↔ vd1, vq1.

The major hurdle in deriving the vector control is to decouple the state variable of
LCL-GCC in eqn. (3.12). To solve the issue and simplify calculations, [42] proposed
a strategy to neglect the filter capacitor and thus observing as if only an L filter is
connected. Thus neglecting the capacitance in the eqn. (3.12) really simplifies the
complexity giving the eqn. (3.13):

d

dt

[
i2d
i2q

]
= −

[
−R2+R1

L2+L1
−ωo

ωo −R2+R1

L2+L1

] [
i2d
i2q

]
− 1

L2 + L1

[
vid − vgd
viq − vgq

]
(3.13)

By simplifying the above eqn. (3.13), the state equations are as follows [42]:

vid = −(R2 +R1)i2d + (L2 + L1)
di2d
dt

+ ωo(L2 + L1)i2q + vgd (3.14)

viq = −(R2 +R1)i2q + (L2 + L1)
di2q
dt
− ωo(L2 + L1)i2d + vgq (3.15)
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where in the symbols v′d and v′q denotes the state equations that relates input
voltage to output current for the current loop of the d-q frame control. The rest of
the parameters are for compensation sake. Therefore for designing the current loop,
the corresponding transfer function 1/[(R2 +R1) + (L2 + L1)s] is utilized [42].

Figure 3.7: current control block diagram for LCL-GCC system

Thus Fig. 3.7 represents the decoupled form of current control in an LCL-GCC
system, formed by the eqns. (3.14) and (3.15), Which is nothing but similar to that
of an L-GCC system. The d-q frame gate control signal vid and viq consists of output
from PI controllers and corresponding decoupling terms.

3.2.4 Proposed d-q controller structure

The single-phase inverter model in this thesis developed in the previous section is
used in developing a suitable controller in the d-q synchronous reference frame.

The single-phase inverter model was derived in the previous section using a syn-
chronous rotating reference frame. Consequently, the controller should also operate
in the d-q frame of reference. The current controller consists of 2 channels (one each
for d and q axis) where as both are driven by single outer voltage control loop.

Figure 3.8: Simulated proposed dq controller structure

The control system is configured as in Fig. 3.9. The diagram shows the voltage-
source inverter, the orthogonal signal extraction and Park transformation blocks
(α − β to dq), controller structure and the SPWM block. The grid voltage and
current are sampled and two orthogonal stationary reference frames are generated
using quarter delay function. The transformation into rotating reference frame from
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stationary reference frame is achieved by using Park transform. The controller
controls the active current in the d channel and reactive current in the q channel
respectively. The outer voltage loop consists of a MPPT block and a PI controller.
The output from this PI controller acts as the reference for the current control loop.
This is followed by the last step in the controller structure: to produce switching
gate signals for the IGBT by inverse transforming the the controller output back to
α− β frame. Output from only α is used to generate the PWM signals.

Figure 3.9: d-q reference frame control block diagram

The PI controller settings of the outer voltage loop is selected based on Nichols-
Zieglar method. That is, Kv

p = 12 and Kv
i = 200 is the approximate solution

obtained from the method. The PI parameters of the d-q current controller is
derived from hit & try method. Thus, they are taken as, Kdq

p = 0.15 and Kdq
i = 6.6

in the simulation model.

Phase Locked Loop

A PLL is a system that generates output signal with fix phase angle related to the
input signal. There are many methods of implementing PLL: one of the easiest way is
to have phase detector and variable frequency oscillator in a negative feedback loop.
The oscillator produces a periodic signal, and phase detector compares that signal
and input signal and output the phase difference between them and the oscillator
then minimizes this phase difference.

Maintaining the phase in lock also implicitly implies keeping frequency the same.
As a result, the PLL can not only maintain an input frequency but also track and
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synchronize with it, also it can be used to generate frequency that is multiple of
the input frequency. These properties of it are exploited in clock synchronization,
synthesis of high frequency signals, and demodulation.

Figure 3.10: Block diagram of simplest analog phase locked loop

The PLL block of MATLAB is a closed loop system, where it tracks the phase
difference and frequency of the applied sinusoidal signal by using variable frequency
oscillator. The PID controller in the system adjust the frequency so as to maintain
zero phase difference. The internal block diagram of the SRF-PLL is shown in the
Fig. 3.11

Figure 3.11: Block diagram of PLL subsystem [43]

The input signal is superimposed with the oscillator’s signal. The DC component
of this mixed signal is then applied to variable frequency mean value so as to extract
the phase difference between the two signals. A PID controller then tracks the phase
difference and makes it 0 by controlling the oscillator. In between, the output from
PID (angular velocity) is given to a low pass filter. The filter’s output is in hertz
and it is used by the mean value [43].

3.3 P-R controller design

3.3.1 Comparison of PI and PR controller

Ideal and non-ideal PI controller

Eqn. (3.16) defines the transfer function of an ideal PI controller. It is transformed
into eqn. (3.17) if a first order low pass filter is used in the synchronous reference
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frame. Thus, the eqn. (3.17) can not only be seen as a non ideal form of PI controller
but it can also be used to derive non ideal PR controller [44].

GI(s) = Kp +
KI

s
=
Kps+KI

s
= Kp(1 +

1

Tis
) (3.16)

GI(s) = Kp +
Kiwc
s+ wc

(3.17)

where Kp, Ki and Ti = Kp
Ki

are the controller’s proportional gain, integral gain
and integral time constant, whereas the angular frequency is given by the term wc .

Nichols-Zieglar method can be used to find the proportional and integral gains
of the PI controller. For quite large number of plants, the methods gives fast and
non-oscillatory response for the closed loop system. The fig. 3.12 shows the bode
plot of PI controller following the eqn. (3.16).

Figure 3.12: PI transfer function bode plot with Kp = 1 and Ki = 1

Implementation in digital domain

The equation of a PI controller in time domain is given by [45]:

u(t) = Kpe(t) +Ki

∫ t

0

e(t)dt (3.18)

where u(t) is the controller output and e(t) is the error input signal applied to
the controller in the time domain.

The eqn. (3.18) can be used to obtain discrete form by taking the sampling time
Ts:

u(k) = Kpe(k) +KiTs
∑
k

e(k) (3.19)
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And for the sampling time at (k − 1):

u(k − 1) = Kpe(k − 1) +KiTs
∑
k−1

e(k) (3.20)

Subtract (3.19) to (3.20), we can get

u(k) = u(k − 1) +Kp[e(k)− e(k − 1)] +KiTse(k) (3.21)

The discrete form of the PI controller in digital domain is represented by the
eqn. (3.21).

Ideal and non-ideal PR controller

The park transformation (synchronous reference frame control) can not be applied
directly to single phase inverters due to absence of two independent phasors. Thus,
a frequency modulated method can be alternatively approached for the sake of
transforming the controller parameters into dc quantities. The process is shown as
follows: [45][46]:

GR(s) = Gac
I (s) =

1

2
[GI(s+ jwo) +GI(s− jwo)] (3.22)

where wo represents the fundamental angular frequency.
In the eqn. (3.22), the transfer function GI(s) is that of a low pass filter. This

equation is used for frequency shifting transformation. This is can be accomplished
by either a first order low pass filter or a PI controller in synchronous frame of
reference rotating at an angular frequency of wo, After which we get (3.23):

GR(s) = Gac
I (s) =

1

2
[Kp +Ki

1

s+ jwo
+Kp +Ki

1

s− jwo
]

= Kp +Ki
s

s2 + w2
o

(3.23)

Equation (3.23) describes the ideal transfer function of a PR controller, that has
infinite gain at an angular frequency of wo.

To overcome the resonance issue of the ideal PR controller, an approximate
transfer function is used which is known as non ideal PR controller. This is achieved
by substituting non ideal PI controller transfer function from (3.17) into (3.22). It
is like adding a high gain low pass filter [46]. Thus the approximate form of a PR
controller follows:

GR(s) = Kp +Ki
(wcs) + w2

c

s2 + 2wcs+ w2
c + w2

o

(3.24)

Assuming wc � wo a simpler approximation is:

GR(s) = Kp +Ki
Kiwcs

s2 + 2wcs+ w2
o

(3.25)

The gains of the non ideal PR controller can be changed such that it eliminates
the voltage tracking error. The gain values can be designed by a step by step pro-
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cedure described in [47]. The bode plot of Proportional Resonant transfer function
is shown in Fig. 3.13.

Figure 3.13: PR transfer function bode plot Kp=1, Kr=1 and wo=314.18

Digital implementation

By substituting s = 2
Ts

1−z−1

1+z−1 (Bi-linear transform) into eqn. (3.25), the transfer
function of the PR controller in the discrete form is given by:

GR(z) =
n0 + n1z

−1 + n2z
−1

1 + d1z−1 + d2z−1
(3.26)

where Ts is the sampling time and

n0 =
(4 + 4Tswc + w2

oT
2
s )Kp + 4KiTswc

4 + 4Tswc + w2
oT

2
s

(3.27)

n1 =
(−8 + 2w2

oT
2
s )kp

4 + 4Tswc + w2
oT

2
s

(3.28)

n2 =
(4− 4Tswc + w2

oT
2
s )Kp − 4KiTswc

4 + 4Tswc + w2
oT

2
s

(3.29)

d1 =
−8 + 2w2

oT
2
s

4 + 4Tswc + w2
oT

2
s

(3.30)

d2 =
4− 4Tswc + w2

oT
2
s

4 + 4Tswc + w2
oT

2
s

(3.31)

In simplified form, the eqn. (3.26) can be represented as:

y(k) = n0u(k) + n1u(k − 1) + n2u(k − 2)− d1u(k − 1)− d2u(k − 2) (3.32)

where, similar to discrete form of PI controller, u(k) is the input error and y(k)
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is the controller’s output.

Figure 3.14: Discrete PR controller

3.3.2 Proposed PR controller structure

The grid frequency does not always remain constant, because of grid faults and
varying load demand. When the grid frequency changes more than the range set by
the PR controller, the gain reduces. this results into increase in error. To ensure
that this never happens, the eqn. (3.33) is used such that controller can have wider
frequency range.

Gi(s) = Kp +
Krωis

s2 + 2ωis+ ω2
o

(3.33)

A PR transfer function (3.33) has a wider frequency band around the resonance.
Where, wi represents the cut off frequency of the resonant peak (-3 dB from the
peak); Kp denotes the proportional gain of the controller; Kr denotes the resonant
gain of the controller, and ωo = 2πfo describes the power angular frequency. By
increasing the value of wi, the resonant frequency band increases, thus allocating
varying grid frequency.

Following enumerations presents the influence of the PR controller parameters,
such as Kp, Kr, and wi on the performance of the controller [48]:

1. Kp = 1 and Kr is varied:

It is seen from the Fig. 3.16 that whenKp is kept constant andKr is increased,
the resonant peak of the controller increases. Whereas the bandwidth remains
approximately same.
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Figure 3.15: P-R controller block diagram

Figure 3.16: Bode plot; Kr=1, wi=1, and Kp changes

2. Kr = 1 is kept same, Kp is varied:

With reference to the Fig. 3.17, The value of Kp is increased keeping the
Kr constant. The gain of the controller is increased but the resonant peak is
reduced a little bit.
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Figure 3.17: Bode plot; Kp=1, wi=1, and Kr changes

3. Kr = 1 and Kp = 1 stays same, wichanges:

Increasing the value of wi causes the gain of the controller to remain same but
the bandwidth of the controller increases. The parameter should compensate
the change in the grid frequency. Fig. 3.18 shows the diagram of discussed
variations in wi.

Figure 3.18: Bode plot; Kr=1, Kp=1, and wi changes

The two constant parameters of the PR controller (Kpr
p and Kpr

r ) are selected to
be same as that of the d-q controller. That is, Kpr

p = 0.15 and Kpr
r = 6.6 are the

values taken for the simulation model. Whereas wi = 2 is taken so as to incorporate
small changes in grid frequency.
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3.4 Simulation Results

The simulation results obtained are shown in the following figures. The simulation
time is set to 1.2 seconds. Initially the irradiance is 300W/m2 and the temperature
is set to 25 ℃. There are 2 disturbances injected into the system at different interval
of time and the performance of the controller is noted from the graphs.

1. First, at 0.4 second, the irradiance is increased to 1000W/m2, and temperature
is increased to 55 ℃.

2. then, at 0.8 second, the irradiance is reduced to 400W/m2, and the tempera-
ture is reduced to 30 ℃

The results of both the controllers are plotted in the following subsections.

Figure 3.19: Irradiance and temperature change for the give simulation

Figure 3.20: MPPT plot for d-q and PR controller
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3.4.1 dq controller results

Figure 3.21: DC link capacitor voltage

Figure 3.22: Plot of Id and Iq nominal currents
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Figure 3.23: Grid current % THD (dq controller)

3.4.2 PR controller results

Figure 3.24: DC link capacitor voltage for PR controller
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Figure 3.25: Nominal grid current and its reference signal in case of PR controller

Figure 3.26: Grid current % THD (PR Controller)
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3.5 Conclusion

To summarize this chapter it is necessary to comment on the results presented in the
previous section. The graphs represents different aspect of the controller working.
The comparison of the two controllers is shown in the table 3.1:

Parameters d-q controller PR controller
Initial Overshoot High Medium
Settling time High Medium

Computational complexity Medium Low
Grid current %THD High (3.08%) Medium (2.88%)

Table 3.1: Classical controllers performance

• The initial overshoot is very high in case of d-q controller. This is also the
synchronization phase of the system. The PR controller performs better in the
initial phase with peak value below 2 times that of the steady state nominal
grid current. This is shown in the Fig. 3.25

• The DC link capacitor voltage gets stabilized much faster in the case of PR
controller (Fig. 3.24) as opposed to the d-q controller (Fig. 3.21). It relates
to the controller’s settling time.

• The FFT analysis graphs are shown in the Fig. 3.23 and Fig. 3.26. The
%THD due to the PR controller is less than the one due to the PI controller.
However, the difference is not very large.

• Considering the computational complexity, the d-q controller requires more
computation due to the needed conversion to synchronous reference frame.
This is absent in case of PR controller. It is observed with the help of the time
MATLAB takes to run the complete simulation.

• It is very reasonable to say that among the two conventional controllers, the PR
controller provides better performance characteristics than the d-q controller.
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Chapter 4

DESIGN OF MODERN
CONTROLLERS

4.1 Overview

The Chapter discusses in detail regarding two modern control techniques. These
methods are different from linear controllers described in the previous chapter in the
sense that these are able to handle the non-linearity nature of the power converter
and does not require any linearization stage. It begins with Section 2.2 which answers
the question, "What is Fuzzy Logic" and what are its founding principle. The heart
of the Fuzzy logic control (FLC) is Fuzzy inference process. It is explained in the
subsection 2.2.4. The section ends with the implementation of simple FLC controller,
simulated in MATLAB. The section 2.3 describes the concept of Model Predictive
Control (MPC). Its basic principles, mathematical modeling and proposed controller
are discussed in details. A comparison of the performances of the two controllers is
made in section 2.4 from the simulation results obtained, and the chapter ends with
a conclusion within section 2.5.

4.2 Fuzzy Logic Controller

4.2.1 What is Fuzzy Logic

This subsection is devoted to the the discussion of fuzzy logic controller for a single
phase grid connected PV inverter, so as to address the non-linear and non-ideal na-
ture of Photovoltaic (PV) system and power converter. To optimize the modulation
index (MI) of the inverter and minimize the harmonic content in the inverter’s out-
put current, fuzzy algorithm ca be easily employed. The algorithm is simulated and
analysed in the Simulink environment of MATLAB. The designed fuzzy controller
will be validated with other current control methods based on its performance (i.e.
response time, Output current THD, and sensitivity to disturbances).

One must first try to understand the word "Fuzzy logic" before going deeper
into its concepts as it is has grown very much.

It can be defined in two different ways. In a layman’s term, it is seen to be an
extension of multi-valued logic. However, in technical terms it can be observed to
be synonymous to fuzzy logic set. A theory in which sets does not have concrete
boundaries and the relations between the sets is a matter of degree. In this light
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of truth, a fuzzy logic is seen as a small part of fuzzy logic sets. And therefore,
even in its narrowest understanding, it fundamentally differs from the mathematical
concept of multi-valued logic [49].

The fuzzy logic therefore, is just a small portion of multi-valued logic, where the
variable’s truth value may range from 0 to 1 (inclusive). It is applicable in situations
where there is no certainty about true or false. It is in s sense deals with partial truth
conditions [50]. Oppose to that, Boolean logic can only take two values, namely true
or false.

It can be also imagined that fuzzy logic mimics humans decision making capa-
bility. Humans doesn’t always analyze in a binary way or with numeric data. Thus
fuzzy models is a way of expressing partial and vague information in mathemat-
ics terms. These models of fuzzy set are capable of interpreting, recognizing and
manipulating the data which is imprecise and lack certainty.[51]

4.2.2 Why Use Fuzzy Logic?

Following are the general features of the Fuzzy logic [49]:

• simple to understand : It is easy to understand the concept of the fuzzy
theory. Also, the mathematics involved is not very complex to comprehend.

• Provides flexibility: It is not necessary to start from scratch, as it is flexible
to addition of new functionality with least effort.

• Imprecise data handling: If one takes a closer look at the nature, it is full
of imprecise data. Fuzzy logic is based on this imprecision, by processing it
rather than leaving it as it is.

• Complex non-linear functions can be modeled: Any input-output data
can be matched using fuzzy logic. Methods such as Adaptive Neuro-Fuzzy
Inference Systems (ANFIS) makes this task much more simple.

• Classical control techniques friendly: Conventional controllers need not
be replaced by the fuzzy systems. In fact, they can be augmented so as to
simplify overall implementation.

4.2.3 Foundations of Fuzzy Logic

The basic concept of fuzzy logic involves mapping the input data set with output
data set, and it is achieved by the if-then rule based system. The order in which
rules are applied is not important and they all are checked simultaneously. The
rules are independently important because they relate variables with their adjectives
that describes them. Before starting interpretation of the corresponding rules, it is
required to define all the necessary variables and adjectives. For example, to say
water is hot, one must define the range of temperature change allowed and the
meaning of the word hot.

In summary, the fuzzy inference process can be thought of to be a system which
interprets input data set, and using defined set of rules, assigns values to output
data set.
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Fuzzy Sets

Fuzzy set theory is the starting concept of fuzzy logic. It is a set that comprises
of blur boundaries and non-crisp values. It can have elements which do not have
complete membership but only a partial degree of it.

To understand the basics of the fuzzy set, it is necessary to learn the classical set
theory. An element can be either inside the set or outside it. For example, in the
Fig. 4.1, a classical set of the weeks undoubtedly includes Monday, Saturday, and
Thursday. At the same time, it unquestionably excludes the other elements such as
liberty, Butter, etc.

Figure 4.1: Example of a classical set [49]

This type of classification is termed as a classical set as it has been around for
very long. The idea was first postulated by Aristotle (Exclude Middle), in which
an element X must either be in set Y or set Y ′ (not Y). The law can be stated as
follows:

"Of any subject, one thing must be either asserted or denied."
Restating the above stated law: "Of the subject (say Thursday), one thing (a

day of the week) must either be assertive or denied (I assert that Thursday is a day
of the week)" This law ascertain that everything should either fall into this set or
the not set. It impossible for a day to be day of the week and not a day of the week
at the same time.

For another example, let’s consider days of the weekend. The fig. 4.2 shows one
of the ways in which classification can be achieved.

Figure 4.2: Example of a Fuzzy set [49]

It is obvious that Saturday and Sunday should be a part of this set, but what
about Friday? It is those situations where one is not ascertain, as Friday is considered
a partial weekend most of the time. Therefore, in the above fig. 4.2 Friday make
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an attempt to stay at the boundary. This would have been technically wrong as far
as classical set classification is considered. It should either stay inside the boundary
or outside it. But this situation is close to human experience where such blur
boundaries exist.

Membership Functions

The curve which maps the input data vector at each point with a membership value,
which ranges from 0 to 1, is defined as the Membership Function (MF). The input
vector space is technically called as "universe of discourse".

Let us consider a simple and most commonly referred example of tall people.
The universe of discourse (input vector space) is taken to be the potential heights
between the range of 3 feet to 9 feet, and the word tall refers to the curve that
defines the degree to which any person is tall. If for case, we consider the classical
sets and define that a person is tall if his height is greater than 6 feet, and not tall
otherwise. This is an absurd way of classification as height cannot be demarcated at
6 feet. This is because in real life situations, it is unreasonable to classify a person
short and other person as tall when their height differs not more than width of a
hair.

If the above mentioned way is kind of illogical, then what is a better way to
do the classification? This can be handled similarly, like the case of weekend. The
output value on the right hand sight (µ) is known as the membership value. This
curve is termed as membership function and usually denoted by the symbol µ. Such
smooth transition classify people not only into short and tall people, but also into
other categories such as not so tall, not so short, neither short nor tall, etc.

Logical Operations

Now that we have understood the membership functions, then lets see how it con-
nects with the logical operations of Fuzzy inference.

As it is evident that fuzzy logic set is a super set of Boolean logic set. In short,
if we keep the fuzzy values at their extreme points, that is either 1 (complete truth)
or 0 (complete false), then standard Boolean operation would hold. As an example,
let the Boolean logical operation (AND, OR, and NOT) be shown in the fig. 4.3.

Figure 4.3: Truth Table of Boolean logical operators

Now, can these logical operation table be altered in case of fuzzy set?, as truth
is a matter of degree as per Fuzzy reasoning. The input vector space range is the
same, that is between 0 and 1. The question is that which operator preserves the
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result of AND operation as well as extend to all other real numbers between 0 and
1.

The solution for AND operation is the minimum operator. This is to say that, for
input A and B, the AND operation can be obtained by using the function min(A,B).
Similarly for the case of OR operation, it is the max(A,B) operator that is used. At
last, the NOT A is transformed into the operation (1-A).

If-Then Rules

Like in English grammar there are subject and verb, similarly logical operators and
fuzzy set are verb and subject of fuzzy logic reasoning. Therefore the if-then rules
are the conditional statement used in decision making.

Suppose a single rule is given by "if x is A, then y is B". Here A and B are the
adjectives describing the variable x and y (universe of discourse). The rule presented
is divided into two parts. The "if x is A" part is known as antecedent or premise,
whereas the second part, "then y is B" is known as consequent or conclusion. An
example is discussed in the following paragraph.

"If service is good then tip is average"

There is a value assigned to the word "good", which varies from 0 to 1, and so
antecedent is a number expressing the word good. On the other hand, "average"
is described as a fuzzy set, and the conclusion is a process that assigns the entire
fuzzy set B to output variable y. Therefore, the meaning of the whole rule changes if
the antecedent and consequent are interchanged. In programming terminology, this
difference is analogous to relational operator "==" and assignment operator "=".
Thus following line can be programmed as a fuzzy rule

"If service == good, then tip = average"

4.2.4 Fuzzy Inference system

The process of mapping the input vector space to that of output vector space by
using Fuzzy Logic is termed as Fuzzy inference. Such a mapping provides the base
for formulating the if-then rules and thereby take decision. All of the above pieces
discussed such as Membership functions, Logical operations, and if-then rules forms
the essential part of Fuzzy inference process.

Some characteristics of the Fuzzy inference system (FIS) are as follows:-

• The output of FIS is always a fuzzy set, irrespective whether input is crisp or
fuzzy.

• When it is used as a controller, then it becomes essential to have output as
fuzzy set.

• Ultimately the output fuzzy value from FIS is converter to crisp variables using
Defuzzification.
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FIS Functional Block diagram

Construction of the FIS can be easily understood by the five functional blocks. They
are shown in the Fig. 4.4. They are described as follows [52]:-

• Rule Base: IF-THEN rules are contained in it.

• Database: Membership functions are defined upon which the rules apply.

• Decision making Unit: Rules operation is performed.

• Fuzzification : Conversion of Crisp values into Fuzzy values.

• Defuzzification : Conversion of Fuzzy values into crisp values.

Figure 4.4: block diagram of fuzzy interference system

Types of FIS

FIS can be broadly divided into methods. They have different conclusion of fuzzy
rules:-

1. Mamdani Fuzzy Inference System

2. Takagi-Sugeno Fuzzy Model (TS Method)

Mamdani Fuzzy Model

Ebhasim Mamdani proposed this model in the year 1975. It was actually formulated
for steam engine and boiler combination by producing the fuzzy set rules obtained
from the people working on the train system.

FIS output can be computed by following the steps given in [52]. They are:-

• Step 1 - Determine the fuzzy rule set.

• Step 2 - Input variable is made fuzzy by using membership functions.

• Step 3 - Rule strength is established by combining the fuzzified input in
accordance to fuzzy rules .
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• Step 4 - Combine rule strength and output membership function to determine
conclusion of rule.

• Step 5 - All consequents ar combined to get output distribution.

• Step 6 - A defuzzified output distribution is achieved.

4.2.5 Proposed Fuzzy control strategy

There is need to control output current of the PV inverter due to power fluctuations
on the input side. This issue can be easily solved by using an inverter current
control using fuzzy logic controller (FLC). This section deal with designing such
a control system by deciding proper input variables, membership functions, and
output variables. The architecture of FLC have two inputs in discrete times, that
is the error signal (e(k)), and rate of change of error (de(k)/dt). The fuzzy control
output variable is denoted by u(k). An error is calculated by subtracting measured
current from the reference current . The inverter output current is the output
control variable. In steady state operation, the output current and the desired
current should be as close as possible.

Rule-Based Fuzzy Decision

In this project, a single output and double input is considered to construct the overall
structure. The input and output variable are normalized between the values -1 and
+1, and this is done due to the AC signals present in the system. For all variables,
there are five triangular and two trapezoidal membership functions, as shown in
the Fig. 4.5. The seven fuzzy sets are Positive Big (PB), Positve Medium (PM),
Positive Small (PS), Zero (ZE), Negative Small (NS), Negative Medium (NM), and
Negative Big (NB), assigned for all the three variables [53][54].

Figure 4.5: Membership function for both the input variables and output variable

For each input variable, there can be 49 rules applied due to presence of seven
membership functions (Fuzzy sets). For an easy design, the rules have been pre-
sented in a tabular form given in Table 4.1
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Error/change in error PB PM PS ZE NS NM NB
PB PB PB PM PM PS PS ZE
PM PB PM PM PS PS ZE NS
PS PM PM PS PS ZE NS NS
ZE PM PS PS ZE NS NS NM
NS PS PS ZE NS NS NM NM
NM PS ZE NS NS NM NM NB
NB ZE NS NS NM NM NB NB

Table 4.1: Rules of the proposed FLC system

The above fuzzy rules dictates the decision of the controller. Following are the
rules generated as per the table 4.1:

Rule 1: IF error is PB AND ∆ error is PB THEN ∆u is PB
Rule 2: IF error is PM AND ∆ error is PB THEN ∆u is PB
Rule 3: IF error is PS AND ∆ error is PB THEN ∆u is PM
.
.
.
Rule 49: IF error is NB AND ∆ error is NB THEN ∆u is NB
The 49 rules are manually written in the fuzzy rules editor one by one. The

discrete time output of the fuzzy controller u(k + 1)Ts varies in accordance with Ts
till it reaches the desired output and stabilizes there. The expression is shown in
(4.1) [55].

u(k + 1)Ts = u(kTs) + ∆u(kTs) (4.1)

where ∆u(kTs) represents the present step value of the output variable at time
t = kTs and k represents an integer value 0, 1, 2, 3,.....

At the final stage, a Defuzzification process is applied to obtain crisp output (non
fuzzy output) from the FLC output fuzzy set [56]. It converts the numerical data
from the fuzzy controller into a usable variable which is able to drive the control
signals. There are many method but most popular method of Defuzzification is
by using Center of Gravity (COG) method. The COG of the aggregate output
membership function is performed using the eqn. (4.2) [57]. It basically calculates
the balance point in the fuzzy output region [55].

COG =

∑
k µk(uk)× uk∑

k µkuk
(4.2)

where uk denotes the output fuzzy value, whereas µk(uk) denotes the output
membership function value. The simulated Fuzzy controller is shown in the Fig. 4.6
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Figure 4.6: Block diagram of the Proposed Fuzzy controller for inverter current
control

4.3 Model Predictive Control

4.3.1 Predictive Control types for Power Converters

Basically predictive control contains a wide variety of controllers and it has only
recently found its applications in power electronics converters. Fig. 4.7 depicts the
classification of different predictive control methods present in the literature [20].

The optimization function required for a hysteresis type predictive control method
is to keep the controlled variable withing the hysteresis band [58], whereas in trajec-
tory predictive control, the variable is forced to follow a predefined path [59]. The
control in a deadbeat predictive method tries to make the error zero in the next
sampling time itself [60]. The model predictive control however uses a more flexible
criteria known as cost function, used to minimize the error [61].

One fairly common advantage of predictive control method lies in the absence
of a cascaded structure, quite common in linear controller. This increases the tran-
sient response of the control system. Speed control of motor using trajectory based
predictive control is one such example shown in [58].

There is no need to linearize the given system, as model predictive can handle
non-linear nature. This is because it models the converter in state space, thus it is
stable for a wide range of conditions. In addition to that, there can be constraints put
on some variables in the optimization criteria. These merits are more pronounced
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Figure 4.7: Predictive control method classification in Power converters [20]

in case of MPC, rather than the deadbeat controller, where it is not so explicitly
controlled.

4.3.2 MPC working principle

MPC is among the top of the advance control techniques used in the industrial
process today, advanced as in better than the standard PID controllers. The idea of
MPC technique as an optimal control theory was developed way in the 1960s, but it
got the attention of the industry a decade later in 1970s. Since then, MPC has been
applied in the chemical process industry as the time constant are very large in such
process and all calculation cal easily be performed. The entry of MPC in the field of
power electronics took place in 1980s, in power system converters with low switching
frequency [58]. It could not be used in high switching frequency applications due
to high calculation required per cycle. This limitation has been eliminated with the
advent of advanced micro-controllers and microprocessors with very high operating
frequency.

MPC undertakes many controller strategies, not just one or two . The common
Sequence of Operation (SOP) consists of modeling of the system, using the model
to predict the future value of the controlled variable until a predefined horizon in
time, choosing the most optimal solution of the cost function. Such a SOP has many
merits. They are:

• Easy and intuitive concepts.

• Many systems can apply this concept.

• can easily handle multi-variable objective function.
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• Compensation of the dead time can be incorporated.

To mention some of the disadvantages, MPC requires a rather large number of
calculations than classic controllers. The model of the system also affects the design,
and if parameters of the system changes with time, then some adaptive or intelligent
algorithms are required to compensate changed parameter. In short, the basic idea
of MPC are as follows:

• Use state space model to predict the future value of the controlled variable
until a horizon in time.

• An optimization criteria in the form of cost function is defined.

• The optima value is obtained by minimizing the cost function.

To model the system in a micro-controller, a discrete time model of the system
is required. The state space model is given by eqn. (4.3) (4.4):

x(k + 1) = Ax(k) +Bu(k) (4.3)

y(k) = Cx(k) +Du(k) (4.4)

A cost function representing the desired condition is to be defined. It considers
all three quantities namely, reference signal, future value, and future control signal
[62]:

J = f(x(k), u(k), ..., u(k +N)) (4.5)

Therefore, MPC consists of an optimization problem with cost function, which
is to be minimized at each interval, for a horizon time of N, owing to system model
and other system restrictions. This results into sequence of N optimal solutions, and
the controller applies only the first element in this sequence

u(k) = [1 0......0]argminuJ (4.6)

Where the problem is solved at each sampling step, using the new reference and
future value, and finding the new sequence of solution. Receding horizon strategy
is termed for such design method.

Figure 4.8: MPC working diagram [63]
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The basic working principle of the MPC is shown in Fig. 4.8. The future value
of the control state is found out for the horizon in time (k+N), using the state space
model and information measured till time k. Thereafter, the sequence of optimal
solution is calculated by minimization of the cost function, and the first element of
the sequence is chosen. A general schematic for MPC is shown in Fig. 4.9, which is
used in power electronic converters and drives as in [62].

Figure 4.9: General MPC scheme for power converters [63]

4.3.3 Current control using MPC

The control strategy employed is based on the fact that power converters have finite
states, and that the system model can be used to predict the the future behavior
of the controlled variable for each sampling state. A selection criteria is required
to select the desired switching state at that sampling time. The cost function is
the criterion that is evaluated to get the predicted value of the controlled variable.
Prediction of the future value is calculated for each switching state, and which ever
makes the cost function minimum is the required switching state in that time instant.

It is summarized into following points [20]:

• A cost function ’g’ is defined.

• Form the state space model of the system and its total finite switching states.

• Select the optimum state using cost function for prediction of current.

Cost Function

The difference between reference current and measured current represents the op-
timization criteria of the controller. It is mathematically termed as Cost Function.
It is represented as shown in (4.7), that is the error between reference current and
predictive value of the measured current:

g = |i∗(k)− i(k + 1)| (4.7)

Where i is the predicted inverter output current, for a given voltage vector. The
predicted value is found out from the state space model of the converter. The i∗
denotes the reference current from the outer voltage loop. For simple calculation,
an assumption is made that the reference current remains the same in one sampling
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interval, i.e. i∗(k + 1) = i∗(k). If a high sampling frequency is considered, then this
one sample delay does not introduce much error.

Model of single phase inverter

For an H-bridge single phase inverter, with four switches, as in Fig. 2.1. It is known
that the two switches in a leg operates in a complimentary fashion, so as to avoid
short circuit. The switching states of the two legs can be described by (4.8) and
(4.9) [61]:

Sa =

{
1, if S1 is ON and S4 is OFF.
0, if S4 is ON and S1 is OFF.

(4.8)

Sb =

{
1, if S3 is ON and S2 is OFF.
0, if S2 is ON and S3 is OFF.

(4.9)

The switching state decides the output voltage vector. Such as

van = Sa(Vdc) (4.10)

vbn = Sb(Vdc) (4.11)

Where Vdc represents the DC link voltage. The output voltage is therefore,

v = VdcS (4.12)

The S is a vector given by (4.13)

S = 1.(Sa + aSb) (4.13)

where, a = ejπ = −1;

Value Process
1. The reference current i∗(k) is measured from the outer voltage loop

and the inverter output current i(k) is measured.
2. The inverter current is predicted for the next interval i(k + 1)

using the state space model of the converter
3. The error between reference current and

predicted current in the next interval is evaluated in the cost function G
4. The switching state that minimizes the cost function value

is selected and corresponding voltage is generated.

Table 4.2: MPC algorithm for current control

Considering the gating possibilities of the single phase inverter, four voltage
vectors can be generated, as presented in the Table 4.3. Out of these, two voltage
vectors corresponds to zero vector.

It is important to note that a complex model can also be formulated, if high
switching frequency is taken into account. For example, dead time, IGBT saturation
voltage, and diode forward voltage drop can also be included at high frequency
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model. But, a simple model of the single phase inverter is emphasized in this thesis,
to highlight the fact that a simple MPC controller is still a better control system
than a classical controller [64].

Sa Sb vector v
0 0 0
0 1 -Vdc
1 1 0
1 0 +Vdc

Table 4.3: H-bridge inverter switching states

Discrete time model conversion

Taking into account the Equivalent Series Resistance (ESR) of the filter inductance,
the inverter output voltage can written in the form, as shown in (4.14). [65]

v = e+R1L1 + L1
di1
dt

+R2L2 + L2
di2
dt

(4.14)

Where, v denotes the inverter output voltage vector; e is the grid voltage; L1

and L2 are the LCL filter inductances, whereas R1 and R2 are corresponding ESR
of the inductances, respectively.

The equation (4.14) is transformed into discrete time domain model with sam-
pling time Ts. This model is used to predict the inverter output current value, by
using the voltages and currents at the kth instant. There are good number of meth-
ods to convert a continuous equation into a discrete form. Due to the simple first
order differential equation, a simple approximation of the derivative can be used to
discretized the above equation. However, a more precise conversion is required for
system involving higher order differential equations, as the error introduced by this
approximation increases significantly.

The inverter output current derivative (di
dt

) is approximated using forward Euler
method. It is depicted in (4.15) from [20]:

di

dt
≈
{
i(k + 1)− i(k)

Ts

}
(4.15)

Equation (4.15) is substituted in (4.14) to obtain the discrete time state space
model to calculate the future value of inverter current, for each of the two voltage
vectors v(k) at each interval. There after, it is expressed as

i(k + 1) = (1− (R1 +R2)Ts
(L1 + L2)

)i(k) +
Ts

(L1 + L2)
(v(k)− e(k)) (4.16)

where, e(k) is the grid voltage vector.
Equation (4.16) is evaluated for four states, giving three predicted value. The pre-
dicted value which is closer to the reference current value is chosen, and in the
next sampling time, the corresponding voltage vector is applied. It means that the
predicted valued which gives the minimum value of the quality function is the one
selected to be applied to the switches.
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The MPC method can be designed using the flowchart shown in the Fig. 4.11. As
presented in the program flowchart, the switching state corresponding to the pre-
dicted output current is selected based on which of them minimizes the cost function
for that interval [65].

4.3.4 Proposed MPC Strategy

Figure 4.10 represents the block diagram of the overall control system. The outer
voltage loop is controlled by a PI controller which produces the current reference
signal. The reference current is converted to sinusoidal signal by synchronizing it
with grid voltage via Phase Locked Loop (PLL). The gains K1 and K2 are used to
normalize the grid voltage and inverter current to unity.

Figure 4.10: Block diagram of the proposed MPC current controller

All the three state variable i1, i2, and vc needs to be controlled in a traditional
MPC control system. But the proposed method only sense the inverter output
current as shown in the Fig. 4.10. The grid side current reference is generated by
the outer voltage loop. That same reference is supplied to the MPC block. This
is because the filter capacitance is neglected and both inverter output current and
grid current are assumed to be equal [66].

The program flow chart for the proposed model predictive control method is
shown in the Fig. ??. As presented in the program flowchart, the switching state
corresponding to the predicted output current is selected based on which of them
minimizes the cost function for that interval.
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Figure 4.11: MPC program flowchart

Instead of using the three reference and three sensor signal, there is a simple
way to track the grid current. The design of MPC controller for an inverter with
LCL filter is fairly complex due to the presence of three state variables (iL1, iL2,
and vC) [62]. The proposed control scheme neglects the filter capacitance and the
design develops into that of the system with only L filter. The two inductor currents
are also assumed to be same and thus obtaining only one state variable, namely iL.
The error introduced is fairly low as compared to the computation reduction, and
therefore implementing it becomes simple.

4.4 Simulation Results

The simulation settings is same as that in the previous chapter. It is once again
written for easy reference. It is again shown by the fig. 4.12.

1. Initially the irradiance is 300W/m2 and the temperature is set to 25 ℃.

2. At 0.4 second, the irradiance is increased to 1000W/m2, and temperature is
increased to 55 ℃.

3. Lastly, at 0.8 second, the irradiance is reduced to 400W/m2, and the temper-
ature is reduced to 30 ℃
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Figure 4.12: Irradiance and temperature change for the give simulation

Figure 4.13: MPPT plot for FLC and MPC
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4.4.1 Fuzzy Logic Controller

Figure 4.14: DC link capacitor voltage variation (FLC)

Figure 4.15: Id and Iq nominal values
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Figure 4.16: Grid current % THD (FLC)

4.4.2 Model Predictive Controller

Figure 4.17: DC link capacitor voltage variations (MPC)
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Figure 4.18: Grid current Total Harmonic Distortion (%THD)

Figure 4.19: Plot of reference current and grid current



76

4.5 Conclusion

The results shows that both the controllers are stable for all the applied disturbances.
There are few observations that can be drawn from the resultant graphs. These
difference are tabulated in the below table 4.4:-

Parameters Fuzzy controller MPC controller
Initial Overshoot High low
Settling time low Medium

Computational complexity High low
Grid current %THD low (1.71%) Medium (2.05%)

Table 4.4: Modern controllers performance

• The initial response of MPC is better than the FLC. The overshoot is very
negligible in case of model predictive controller.Whereas there is a huge dip
initially in case of FLC

• From the DC link capacitor voltage graphs(Fig. 4.14 and Fig. 4.17), the
settling time of the FLC is less than the MPC.

• The computational power required by FLC is very high, compared to the MPC.
This is observed by recording the time it takes to run the simulation. For each
sample, the fuzzy needs to check 49 rules simultaneously. Therefore it takes a
lot of processing power.

• The %THD of the grid current is lower than 5% in both cases, but it is
minimum for the FLC (1.71%)

• Out of the two discussed modern current controllers, FLC provides better
performance qualities than its counterpart.
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Chapter 5

HARDWARE DESIGN OF A
SINGLE PHASE INVERTER WITH

LC FILTER

5.1 Overview

This chapter discusses about the hardware implementation of a standalone single
phase inverter with an LC filter supplying a resistive load (similar to an uninter-
rupted power supply). This hardware is built as a stepping stone for implementing
a grid connected PV inverter. This setup can act as a basic structure upon which
a grid connected inverter can be constructed. Section 5.2 deals with the H-bridge
topology and its intuitiveness and simplicity. It also presents the design of auxil-
iary power circuit and level shifter circuit required by the IGBT driver. The next
section 5.3, discusses about the procedure of designing the LC filter, as standalone
inverter does not really require an LCL filter. Section 5.4 takes account of the micro-
controller used and its features are discussed briefly. The next two sections 5.5 and
5.6 presents the implemented setup and output results. .

5.2 H-Bridge Topology

Inverter circuits form an intergral part in many technological applications, namely
renewable energy resources, HVDC power transmission, Electric drives, and many
more modern applications. In all the applications, the goal of an inverter remains
the same, that is to convert DC power to AC power in an efficient way possible.
There are many inverter topologies in the literature to convert the power. And the
most common of the topology is the H-bridge topology, which is simple and efficient.
The schematic of the H-bridge topology and working is presented in the Fig. 5.1.
This topology can be controlled using either a square wave signal or a PWM signal
[67] [68].

Four IGBT are used for the configuration. Each IGBT have an anti parallel diode
internally, which is useful in case of a R-L load, so these diodes are also known as
feedback diodes.

Positive half cycle (0-T/2):

• For square wave control, switch S1 and S2 are turned ON, whereas switch S3
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(a) (b)

Figure 5.1: (a) when S1 and S2 are switched ON (b) when S3 and S4 are switched
ON

and S4 are turned OFF.

• current flow is given by A-B-C-D.

• Vdc is the voltage across the load resistor.

Negative half cycle (T/2-T):

• For square wave control, switch S1 and S2 are turned OFF, whereas switch S3

and S4 are turned ON.

• current flow is given by A-C-B-D.

• −Vdc is the voltage across the load resistor.

As the load shown in the Fig. 5.1 is purely resistive, therefore feedback diodes
do not come into play.

5.2.1 IGBT specification

SKM75GB12T4 – SEMIKRON

Properties:

• IGBT4 = 4th generation Infineon IGBT.

• CAL4 = 4th generation CAL diode

• Direct Bonded Copper (DBC) technology for insulated base plate

• Gate resistor is internally integrated

• Switching frequency is upto 20kHz

The IGBT module parameter’s maximum value are shown in the table 5.1, and
the IGBT module used in the hardware setup is shown in the Fig. 5.2
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Parameter Max. value
Vces 1200 V
Icnom 75 A
Vges -20 . . . 20 V
Vce(sat) 2.1 V (@Ic = 75A)
Rce 22 mΩ

Table 5.1: Maximum value of IGBT module parameters

Figure 5.2: IGBT – SKM75GB12T4 (SEMIKRON)

5.2.2 Driver circuit

The interface between the controller and the IGBTmodules constitutes the SKYPER
PRO 32 driver circuit core. It is used to control half bridge modules. The integra-
tion of protection, potential separation, and driving the switch is internally designed
withing. Therefore, it can be easily be used to drive the IGBT module. The driver
module has the following properties:

• Channel output is two in number

• Potential free power supply for the secondary side is integrated

• Short Pulse Suppression (SPS)

• Protection of under voltage for both primary and secondary side

• Under Voltage Reset (UVR)

• Drive interlock

• Short circuit protection

• Soft Turn-Off (STO)

• Handle voltage (DC) up to 1200V
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Figure 5.3: Skyper 32PRO 3D model (SEMIKRON)

5.2.3 Auxiliary power and level shifter circuit

The auxiliary power circuit is required to supply 15 V power to the driver circuit
and 5 V to Arduino UNO board. It is implemented using LM7805CT/15CT linear
regulator IC. It also supplies power to the level shifter circuit.

Figure 5.4: Auxiliary power circuit schematic (MULTISIM)

The level shifter circuit is used to perform two important functions. First, it
converts the 5V pulses from the Arduino to 15V pulses for the driver circuit. Second,
it isolates the Arduino from the power circuit so as to protect the low power control
circuit from any damage. This is implemented using opto-isolator IC MCT2E. The
schematic diagram for both the sub-systems is shown in the Fig. 5.4 and Fig. 5.5.
The simulation of both circuits is performed on the MULTISIM software.



81

Figure 5.5: Level shifter circuit schematic (MULTISIM)

5.3 LC filter design

In this section, a procedure for designing a single phase inverter with a LC filter is
presented. First, derivation of the total harmonic inductor current and capacitor
voltage is performed along with its analysis. As the solution of designing the LC
values results into infinite solutions, another criteria of reactive power absorbed by
the filter is used to find specific design values. The hardware setup is built upon the
calculated values from the procedure described in[69].

Figure 5.6: Schematic of Single phase inverter with LC filter

In Fig. 5.6, the schematic of single phase inverter with LC filter and load is
given, and this is used as the reference circuit. Following assumptions are used for
the derivation [70] :

• The input dc source Vdc is constant and ripple free.

• Semiconductor switching devices are considered ideal in nature.

• The ESR of filter capacitor is neglected.
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• Linear load (a resistance) is connected.

The voltage equation can be written as in eqn. (5.1). It is with reference to
shown as per Fig. 5.6.

vs = vo +R1is + L1
dis
dt

(5.1)

Where, vo represents the capacitor or output voltage; vs is the inverter output
voltage; i1 is the current through filter inductor, and R1 is the internal resistance of
the inductor.

5.3.1 Design procedure

Based on the analysis shown in [71], the steps to design the LC filter values are as
follows:-

1. The nominal modulation index (k) is calculated on the basis of input dc voltage
(Vdc), and output load voltage (Vo). The voltage drop across the filter inductor
is assumed to be negligible, as the value of L1 is not known yet. This is a
fairly valid assumption because the drop in inductor is compensated by the
shunt capacitor. Therefore, the rms value of inverter output voltage can be
approximated to be equal to the rms value of load voltage, thus we get,

k =
√

2
Vo
Vdc

(5.2)

The nominal modulation index (k) in eqn. (5.3) is used to find the factor K,

K =

[
k2 − 15

4
k4 + 64

5π
k5 − 5

4
k6

1440

]1/2

(5.3)

2. Based on the factor K calculated above, fundamental output and switching
frequency, fr and fs; nominal load current Io,rms, and the rms value of total
harmonic of load voltage Vo,rms, the optimal value of L1 is calculated using the
eqn. (5.4).

L1 =
Vo,rms
Io,rmsfs

{
K

Vdc
Vo,av

[
1 + 4π2

(
fr
fs

)2

K
Vdc
Vo,av

]}1/2

(5.4)

3. Finally, using the eqn. (5.5) the value of filter capacitor is calculated.

Cf = K
Vdc

L1f 2
s Vo,av

(5.5)

Just to note that if the DC input voltage source is varying, then the value used
should be the one that gives the most worse harmonic value. This way design will
still remain validated [71].
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5.4 Micro-controller unit

5.4.1 Arduino Uno

The controller used is Arduino Uno for generating the unipolar SPWM gating pulse.
The micro-controller unit (MCU) integrated in Arduino Uno is Atmega328p from
AVR [72]. The board’s pin description is as shown in the Fig. 5.7. The SPWM
program coded into the Arduino is such that it can change three parameters of the
inverter output voltage as per the user via UART (serial communication). The three
parameters are namely:-

1. Modulation Index

2. frequency

3. Phase angle

These parameters flexibility makes the system appropriate for manual synchro-
nization with the grid as the system needs to synchronize the wave with that of
grid waveform. This automation also paves the way for automatic synchronization
program in future.

Figure 5.7: Arduino UNO Pin Configuration [72]

AtMega 328P specifications

The ATmega 328P is a low cost CMOS, 8 bit micro controller by AVR, which is
based on the RISC architecture. Most of the instructions are executed in one cycle.
This fact improves the speed of the controller, and thus giving a throughput of
million instructions per second (MIPS). The power consumption is also very low
due to the use of CMOS technology

Some of the peripheral features of the 8 bit microcontroller family are:-
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• Two timers/counters of 8 bit size, along with prescalar and compare mode
options

• Two timers/counters of 16 bit size, along with prescalar and compare mode
options

• Real Time Counter with Separate Oscillator

• PWM channels - 6

• 10 bit ADC - 8 (SOIC package)

• Programmable I/O pins - 23

5.5 Hardware setup

The complete hardware setup is shown in the Fig. 5.8. The two half bridge IGBT
modules are placed on top of a heat-sink in the center. The snubber capacitors are
also connected with them. On the right side of the setup, the micro-controller and
level shifter circuits are kept. They are also shown in the Fig. 5.9. Four opto-
isolators are used for four switch signals. On the left hand side of the Fig. 5.8 are
the LC filter components. Four 5µF capacitors are connected in parallel to form
20µF filter capacitor. The filter is followed by a DPST switch to connect the system
to load.

Figure 5.8: Complete Hardware setup
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Figure 5.9: Auxiliary power supply and level shifter circuit

5.6 Results

The design parameters for the implemented hardware setup and the simulation in
MATLAB is shown in the table 5.2. The dead band given in the Arduino code to the
switches is 16µs which is much larger than their on/off time. The results are divided
into two subsections; the first part shows the inverter output voltage without any
filter connected, whereas second part shows the same quantity with the LC filter
present. Thus, it becomes easy to visualize the difference.

Parameter Value
Voltage source (Vdc) 20 V
Filter inductance (L1) 4.4 mH
Filter Capacitance (Cf ) 20 uF

ESR of Filter inductance (R1) 0.01 Ω
Load Resistance (RL) 14 Ω

Switching frequency (fs) 1 kHz

Table 5.2: Parameter values for the hardware setup
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5.6.1 Without filter

Figure 5.10: FFT analysis of Unfiltered inverter output voltage (MATLAB)

Figure 5.11: Output Voltage without LC Filter
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Figure 5.12: FFT Analysis of inverter output voltage without LC Filter (Hardware)

5.6.2 With filter

Figure 5.13: FFT analysis of Filtered inverter output voltage (MATLAB)
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Figure 5.14: Output Voltage and Current with Filter

Figure 5.15: FFT Analysis of inverter output voltage with Filter (Hardware)

5.7 Conclusion

This hardware deals with the analysis and design of Single Phase H-Bridge inverter
with Unipolar SPWM. The Simulink model has been designed in MATLAB with
two states(with and without filter). The SPWM switching shifts the harmonics to
higher order and hence the filter size required reduces. The %THD has also reduced
to less than 5% with filter.The is in agreement with the simulation results obtained
for the same .In addition to it,the controller used(Arduino Uno) is fully capable of
generating as well as manual controlling SPWM pulses in open loop configuration.
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Chapter 6

CONCLUSION AND FUTURE
SCOPE

6.1 Conclusion

Four current controllers have been designed and simulated. Their performance is
analyzed and compared under varying atmospheric conditions. The following con-
clusion can be drawn from the presented thesis:

• Before the design of the control system, the simulation of the power circuit is
built with stable results. The design of LCL filter, Bipolar SPWM, and DC
link capacitance is carried out and a working model is obtained successfully.

• Proportional Resonant control gives better performance than the d-q con-
troller. Though its response is not as good as the modern controllers but the
ease of implementing it makes it a good option.

• Fuzzy logic control transient response is fastest of all but requires high com-
putational power to go through all the rules in each sample. Also, It produces
the grid current with least %THD.

• Model Predictive control modeled is a simpler form of the more complex type.
It is an approximate model with reduced computation and the performance is
comparable to the classical control methods.

• Single phase inverter prototype have been developed in laboratory and circuits
such as level shifter, auxiliary power supply, and micro-controller programming
have been implemented. Performance of inverter is tested satisfactorily in an
open loop configuration.

• From the results it is observed that modern controllers performance is better
than that of the conventional controllers. Due to the advancements and re-
duction in prices of digital micro-processors, such techniques can be realized
easily.
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6.2 Future Scope

The presented system in the thesis is an assembly with very much simplicity, so
as to observe the performance of the current controllers easily, without making it
complex. This project can be extended in the following direction of work:-

• A look into active damping methods of LCL filter, as passive damping results
into reduction in system efficiency.

• Complete hardware implementation of the described power circuit and its con-
trol system, to verify the simulation results.

• Response of the control system in case of non-linear loads and practical grid
supply (with harmonics present).

• Use of the adaptive MPPT algorithms, which unlike P&O method, do not
have steady state oscillations, .
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