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ABSTRACT 

 

 

In general speed control is essential in drive system. This involves variable frequency 

and voltage. Many pulse width modulation techniques are used for obtaining variable 

frequency and voltage from an inverter. The space vector pulse width modulation 

method with proportional integral control of induction motor drive is widely used in 

high performance drive system. It is due to its characteristics like good power factor 

and high efficiency. In this dissertation the voltage source inverter type space vector 

pulse width modulation using proportional integral control, ANN control and ANFIS 

control model design and implementation has been done through MATLAB/Simulink 

software for the speed control of induction motor. The performance of speed is 

increased by PI controller, ANN controller and ANFIS controller. The simulation 

results provide a smooth speed response and high performance under various dynamic 

operations. Space vector pulse width modulation (SVPWM) is more efficient among 

all other pulse width modulation (PWM) techniques due to its key characteristics like 

better DC voltage utilization, switching losses reduction and easiness in digital 

implementation. The complete mathematical model of the system is described and 

simulated in MATLAB/Simulink. 
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CHAPTER 1 

 

INTRODUCTION AND LITERATURE REVIEW 

 

 

 

1.1 INTRODUCTION 

Induction motor are utilized in many applications for example heating, air-conditioning, 

ventilation, Industrial drives and powertrain (electric vehicles) etc. There hasibeen great 

demand of controllable speed drives in industries in recent years. Control Techniques 

ofiInduction Motor (IM)iare Variable frequencyicontrol techniques of IM. It canibe 

divided intoitwo major types:iscalar control, vectoricontrol methods. Scalaricontrol is 

also known as V/Ficontrol. The configuration is normallyiused with speedifeedback. 

However, thisicontroller does not attain aigood precision in both speediand torque 

responses, predominantly because of the fact thatistator flux anditorque are notidirectly 

controlled. 

 

1.1.1 THREE-PHASE VSI 

The wordiinverter in theicontext ofipower electronics designates aiclassiof power 

conversioni(or power conditioning)icircuits that operatesifrom aidc voltageisource oria 

dcicurrent source andiconverts it into ac voltageior current. Even thoughiinput to an 

invertericircuit is a dc source,iit is not uncommonito have this dciderived from aniac 

source such asiutility ac supply. If theiinput dc is a voltageisource, the inverteriis called 

a voltage source inverter (VSI). Current source inverter (CSI), whereithe input toithe 

circuit isia current source. TheiVSI circuit has directicontrol over ‘outputi(ac)ivoltage’ 

whereas theiCSI directly controlsi ‘output (ac)icurrent’. Shapeiof voltageiwaveforms 

outputiby an ideal VSIishould beiindependent ofiload connected atithe output. 



2 
 

Some examplesiwhere voltage sourceiinverters areiused are: uninterruptibleipower 

supply (UPS)iunits, adjustable speedidrives (ASD) for acimotors, electronicifrequency 

changericircuits etc. 

 

Fig.1.1 General Structure of 3-Phase VSI 

It requires only a single dcisource and for mediumioutput power applicationsithe 

preferred devices arein-channel IGBTs.iEdc is theiinput dcisupply and ailarge dc link 

capacitori(Cdc) is putiacross the supplyiterminals. Capacitors andiswitches are 

connected to dcibus usingishort leads toiminimize the strayiinductance betweenithe 

capacitor and the inverteriswitches. Q1, Q2, Q3 etc. are fast andicontrollable switches. 

D1, D2, D3 etc. are fastirecovery diodes connected inianti-parallel with theiswitches. 

‘A’, ‘B’ and ‘C’ are outputiterminals of the inverter that geticonnected to the ac load. 

A three-phaseiinverter has three load-phaseiterminals whereas a single-phaseiinverter 

has only oneipair of loaditerminals. 

 

1.1.2 PWM METHOD 

Pulseiwidth modulated (PWM) invertersiare among the mostiused power-electronic 

circuitsiin practical applications. Theseiinverters are capable ofiproducing ac voltages 

of variableimagnitude as well asivariable frequency. The PWMiinverters are very 

commonlyiused in adjustable speediac motor drive loads whereione needs to feedithe 
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motor withivariable voltage, variableifrequency supply. There areiseveral different 

PWMitechniques, differing initheir methods ofiimplementation. 

The Space Vector Pulse Width Modulation (SVPWM)imethod is aniadvanced, 

computationiintensive PWM methodiand possibly the bestiamong all theiPWM 

techniques forivariable frequencyidrive application. Itiexhibits the featureiof good dc-

busivoltage utilizationiand Low totaliharmonic distortioni (THD) compared toiother 

PWMimethods. SVPWMiis more suitableifor digitaliimplementation and caniincrease 

the obtainableimaximum outputivoltage with maximumiline voltageiapproaching 

70.7% of the DCilink voltage in theilinear modulationirange. Because ofiits superior 

performanceicharacteristics, itihas been findingiwidespread applicationiin recent years.  

SVPWM tookiplace due to itsieasy digitaliimplementation, betteriharmonics 

performance,ihigh DC voltage utilization ratio, reduced switching losses and 

convenienceifor capacitor voltageibalancing. Moreover, theiSVPWM has 15% higher 

linearimodulation rangeithan that of SPWM.iHowever, by increasingithe number of 

levels, SVPWMifaces the problemiof more complexicomputations asicompared to 

carrier-basediPWM. Therefor manyiefforts have beenimade to achieveithe SVPWM’s 

performanceiby using zero sequenceivoltage injectioniin carrier-basediPWM. 

 

1.2 LITERATURE REVIEW 

The Space Vector Pulse Width Modulation (SVPWM)imethod is aniadvanced, 

computationiintensive PWM methodiand possibly the bestiamong all theiPWM 

techniques forivariable frequencyidrive application [1]. Induction motoriare used in 

manyiapplications such asiHVAC (heating, ventilation and air-conditioning), Industrial 

drivesi (motion control, robotics), automotiveicontrol (electricivehicles), etc. Inirecent 

yearsithere has been aigreat demand iniindustry foriadjustable speedidrives. 

With theidevelopment ofimicrocontrollers, SVPWMitook place dueito its easyidigital 

implementation, betteriharmonics performance, highiDC voltage utilizationiratio, 

reducediswitching losses andiconvenience for capacitorivoltage balancing. Moreover, 

theiSVPWM has 15% higher linear modulation range than that of SPWM [2]. However, 

byiincreasing the numberiof levels, SVPWMifaces the problemiof moreicomplex 

computations asicompared toicarrier-based PWM. Thereforimany effortsihave been 
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madeito achieve theiSVPWM’s performanceiby using zero sequenceivoltage injection 

inicarrier basediPWM [3]-[7]. 

The Space Vector Pulse Width Modulation (SVPWM)imethod is aniadvanced, 

computationiintensive PWM methodiand possibly the bestiamong all theiPWM 

techniques forivariable frequencyidrive application. Itiexhibits the featureiof good dc-

busivoltage utilizationiand Low totaliharmonic distortion (THD) icompared toiother 

PWMimethods. SVPWMiis more suitableifor digitaliimplementation andican increase 

theiobtainable maximumioutput voltage withimaximum lineivoltageiapproaching 

70.7% of the DC link voltage in the linear modulation range [10]. 

A Model Predictive Control scheme was used in [22] entitled 'Artificial Neural Network 

Based Controller for Speed Control of an Induction Motor using Indirect Vector 

Method’. In theiriwork, the plantiwas first identifiediusing the NNiToolbox. Thisiled 

to theigeneration of trainingidata which wasiused to trainithe network toiobtain 

optimumivalue ofiweights andibiases. 

Artificial Intelligent Controller (AIC)icould be the best controller foriInduction Motor 

control. Overithe lastitwo decadesiresearchersihave beeniworking toiapply AICifor 

induction motor drives [23-27]. Thisiis because thatiAIC possessesiadvantages as 

comparedito theiconventional PI, PIDiand theiriadaptiveiversions. TheiArtificial 

Intelligence (AI) itechniques, such asiExpert System (ES), FuzzyiLogic (FL), Artificial 

Neural Network (ANN or NNW) and Genetic Algorithm (GA) haveirecently been 

appliediwidely in power electronicsiand motoridrives. The performanceiof inverter is 

comparedifor variousiswitching frequenciesifor differentiarchitectures have been 

presentediin [34]. 

CompetitiveiNN based SVMiwas first proposediin [35] for underimodulation region. 

A multiilayer feed forwardinetwork based SVMiproposed in [36] is shownito perform 

welliin both regionsiof modulation. Theoreticallyiit has beenishown thatiincrease inithe 

number ofilayers improvesithe performanceiof theinetwork. 

A comprehensiveisurvey ofineuro fuzzyirule generationialgorithms forireal-time 

applicationsiis examined byiS. Mitra et al. [37]. Fuzzyilogic has a goodicapability of 

interpretabilityiand can alsoiintegrate expert'siknowledge. Theihybridization ofiboth 

paradigmsiyields theicapabilities ofilearning, goodiinterpretation andiincorporating 

prioriknowledge [38]. 
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CHAPTER 2 

 

SPACE VECTOR PWM BASED INVERTER 

 

 

 

2.1 SPACE VECTOR PWM: 

The space vector modulation technique is somewhat similar to the Sine+3rd harmonic 

PWMitechnique butithe method ofiimplementation isidifferent. Beforeigoing into 

detailsiof thisitechnique, itiwould beiuseful toiexplore theiconcept ofivoltage space-

vector, inianalogy withithe conceptiof fluxispace-vectorias used inithree-phaseiac 

machine. Theistator windingsiof a three phaseiac machinei(with cylindricalirotor), 

whenifed with aithree phaseibalanced currentiproduce a resultantiflux space vectorithat 

rotates atisynchronous speediin theispace. Theiflux vectoridue to aniindividual phase 

windingiis orientedialong theiaxis of thatiparticular windingiand itsimagnitude 

alternatesias theicurrent throughiit isialternating. Theimagnitude ofithe resultantiflux 

due toiall threeiwindings is, ihowever, fixediat 1.5itimes theipeak magnitudeidue to 

individualiphaseiwindings. Theiresultant flux isicommonly knownias the 

synchronouslyirotating fluxivector. Now, inianalogy withithe fluxes, iif a three phase 

balancedivoltage isiapplied to theiwindings of aithree phase machine, airotating voltage 

spaceivector mayibe talkediof. Theiresultant voltageispace vector willibe rotating 

uniformlyiat the synchronousispeed andiwill have aimagnitude equalito 1.5 timesithe 

peakimagnitude of theiphase voltage. Fig.2.1 showsia set ofithree phaseibalanced 

sinusoidalivoltages. Letithese voltagesibe applied toithe windingsiof a three phaseiac 

machine asishown in Fig.2.1(b). Now, duringieach timeiperiod of theiphase voltages 

sixidiscrete time instantsican be identified, asidone in Fig.2.1(a), whenione of theiphase 

voltages haveimaximum positive orinegative instantaneousimagnitude. Theiresultants 

of theithree spaceivoltages at theseiinstants haveibeen namediV1 to V6. Theispatial 

positionsiof theseiresultant voltageispace vectors haveibeen showniin Fig.2.1(b). At 

theseisix discreteiinstants, theseivectors areialigned alongithe phaseiaxes having 
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maximumiinstantaneousivoltage. As showniin Fig.2.1(a) ithe magnitudeiofithese 

voltageivectors is1.5 timesithe peakimagnitude ofiindividual phaseivoltage.   

Theiinstantaneous voltageioutputifromiai3-phaseiinverter,idiscussediiniearlier lessons, 

cannot beimadeitoimatchitheithreeisinusoidaliphaseivoltagesiofiFig.2.1(a)iatiall time 

instants. Thisiisisoibecauseitheiinverterioutputsiareiobtainedifromirectangular pole 

voltagesiandicontain,iapartifromitheifundamental,iharmonicivoltagesitoo. However, 

theiinstantaneousimagnitudesiofitheiinverterioutputsianditheisinusoidalivoltages can 

be madeitoimatch atithe sixidiscrete instantsi(talked above) ofithe outputicycle. At 

theseisix discreteiinstants oneiof theiphase voltagesiis at its positiveior negativeipeak 

magnitudeiand the otheritwo have halfiof the peakimagnitude. The polarityiof theipeak 

phase-voltageiis oppositeito thatiof the other twoiphase-voltages. Aisimilar patterniis 

seen inithe instantaneous phaseivoltages outputiby a 3-phaseiinverter andiis explained 

below.  

Fig.2.2ishowsiaithree-phase voltageisource inverteriwhose outputiterminals areifed to 

theithree terminal ofia three-phase acimachine (in factito anyithree-phase balanced 

load). Fromithe knowledgeiof 3-phase voltageisource inverters, itimay beiobvious that 

theitwo switchesiof eachiinverter pole conductiin a complementaryimanner. Thus, the 

six switches of the three poles will have a total of eight different switching 

combinations. Outiof theseieight combinations, twoicombinations whereiniallithe 

upperiswitches oriall the loweriswitches of eachipole areisimultaneously ONiresult in 

zero outputivoltage from theiinverter. Theseitwo combinationsiare referredias null 

statesiof theiinverter. The remainingisix switchingicombinations, whereinieither twoiof 

the highiside (upper)iswitches andione ofithe lowiside (lower) switchiconduct, orivice 

versa,iareiactive states. Accordingly,iinstantaneous magnitudeiof two ofithe phase 

voltagesiare 1/3rdiEdc andithe thirdiphase voltageiis 2/3rd Edc (whereiEdc is theidc 

linkivoltage). Theivoltage polaritiesiofitheitwoiphasesigettingi1/3rdiEdciare identical 

and oppositeito theithirdiphaseihavingi2/3rdiEdc.iFig.2.2ialsoishows,iinia tabular 

form, theiinstantaneousimagnitudesiofitheithreeiload-phaseivoltagesi(normalized by 

the dcilink voltageimagnitude) duringithe sixiactive statesiofithe inverter. The 

switchingistatesiofitheiinverterihaveibeeniindicatedibyiai3-bitiswitchingiword. The 1st 

(MSB)ibitiforilegi‘A’,i2ndibit forilegi‘B’iandi3rdibit forilegi‘C’.iWhenia particular 

bitiisi1, theihighi(upper)isideiswitchiof thatilegiisiONiandiwhen theibitiisi0,ithe low 

sideiswitch isiON.iThus,ia switchingiwordi101 indicatesithatihigh sideiswitches of 
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legs ‘A’iandi‘C’iand low side switch of leg ‘B’iconduct. The resultingivoltage pattern 

isiidentical toitheivoltage patterniofispace voltageivectoriV1 ofiFig.2.1 provided 

2/3rdiEdc equalsithe peakimagnitudeiof phaseivoltage iniFig.2.2. Theitable giveniin 

Fig.2.2ishowsihowisixiactiveistatesiofitheiinverteriproduceispaceivoltageivectorsiV1 

toiV6 that canibe identifiedion oneitoione basisiwithithe sixivoltage vectorsiof Fig.2.2. 

Thereiare someiimportant differencesibetween theiresultant spaceivoltage vectors due 

to theisinusoidal phaseivoltagesiof Fig.2.1(a)iandithe spaceivoltage vectorsiformed 

byithe inverterioutputivoltages. 

 

 

Fig.2.1 The concept of voltage space vectors: (a) 3-phase balanced voltages,  

          (b) The voltage space vectors. 

 

 

 

Fig.2.2 Space vectors output by a 3-phase voltage source inverter 
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2.2 SMOOTHLY ROTATING SPACE VOLTAGE VECTOR 

FROM INVERTER 

The continuouslyivarying sinusoidaliwaveforms, asishowniin Fig.i2.1,iresultiinia 

space voltageivectoriofifixedimagnitudeirotatingiatifixedi(synchronous)ispeediinithe 

space. If theiinverter couldihave producediideal sinusoidali3-phase voltages,ithe 

resultant spaceivoltage vectoriwould haveialso movedismoothly inispaceiwith 

constantimagnitudeiand constantiangular speed.iHowever, byinowithe readeriwould 

knowithat theipractical powerielectronic invertericould neveriproduce theiperfectly 

idealisinusoidal voltages.iInifact,iwhenithe inverteriswitchesifromione activeistateito 

another,itheispaceivoltageivector changesiitsidirection abruptly,itheiabrupt changeiin 

directionibeing inimultiples ofi60ielectrical degrees.iIfiatia timeionlyione bitiofithe 

inverter switching word changes (i.e., only one leg of the inverter changes the switching 

state)itheiabruptichangeiinispaceivectoridirectioniisibyi60ielectricalidegrees.Knowing 

thatitheiinverter cannot produceiideal sinusoidal voltageiwaveforms, aigood PWM 

inverteriaimsitoiremoveilowifrequencyiharmonicicomponentsifromitheioutputivoltage

iatitheicostiof increasingihigh frequencyidistortion. Theihighifrequency rippleiinithe 

outputivoltage canieasilyibe filterediby aismall externalifilter oriby the load 

inductanceiitself. Initermsiofivoltage spaceivectors,ithe aboveitrade-offibetweenilow 

andihigh frequency ripplesimeansithat theiresultantivoltage vectoriwill haveitwo 

components;i(i)ia slowlyimovingivoltage vectorioficonstant magnitudeiandiconstant 

speedisuperimposediwithi(ii)iaihighifrequencyirippleicomponentiwhoseidirectioniand 

magnitudeichangesiabruptly. 

The space-vector PWM techniqueiaims toirealizeithis slowlyirotating voltageispace 

vectori(corresponding toifundamental componentiof output voltage) fromithe six active 

stateivoltageivectorsianditwoinullistateivectors.iiTheiactiveistateivoltageivectorsihave

aimagnitude equal to Edc anditheyipointialongifixedidirectionsiwhereasinullistate 

vectorsihaveizero magnitude.iFig.i2.3ishowsithe voltage space-vectoriplaneiformed by 

theiactiveistateiandinull stateivoltageivectors. Theinullistateivoltage vectorsiV7iandiV8 

areieach representediby aidot atitheiorigin ofitheivoltagei spaceiplane. Theiswitching 

word foriV7iis 000,imeaning allilower sideiswitches areiON andifor V8iisi111, 

corresponding toialliupper sideiswitches ON.iTheiactive-state voltageispace vectors 

point alongidirections shownipreviously iniFig.i2.1(b). Airegularihexagon isiformed 
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after joiningithe tips of the six active voltage vectors. Theispace planeiof Fig.i2.3 can 

beidividediinisixiidenticalizonesi(IitoiVI). Theioutputivoltageivectorifrom theiinverter 

(barring high frequencyidisturbances) shouldibe rotatingiwith fixedimagnitude and 

speed inithe voltageiplane. Nowiitiis possibleitoiorient theiresultant voltageispace-

vectorialong anyidirection initheispace plane usingithe six activeivectors ofithe 

inverter. Suppose oneineeds toirealizeia spaceivoltageivectorialongiaidirectionithat lies 

exactly in theicentre ofisector-I ofitheispace planeishowniin fig.2.3.iFor thisithe 

inverterimayibeicontinuouslyiswitchedi(atihighifrequency)ibetweeniV1iandiV2iactive

states, withiidentical dwellitime alongithese twoistates. Theiresultant vectoriso realized 

willioccupy theimean angulariposition ofiV1iandiV2 anditheimagnitude ofithe 

resultantivectoricanibeifounditoibei0.866itimesitheimagnitudeiofiV1ioriV2i(beingithe

vectorisum ofi0.5iV1iandi0.5iV2). Further, theimagnitude ofithe resultantivoltage 

vector canibeicontrolledibyiinjectingisuitableidurationsiofinullistate. 

 

 

Fig.2.3 Theivoltageispaceivectorsioutputibyiai3-phaseiinverter 
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2.3 ALGORITHM FOR PRODUCING SINUSOIDAL OUTPUT 

VOLTAGES USING SVPWM 

TheiSV-PWMiis concernediwithithe controliofiinverter outputivoltages iniaiunified 

manner. Itidoes noticontrol theiindividualiphase voltagesiseparately. Theiinstantaneous 

magnitudeiand directioniofithe desirediresultantivoltage vectoriisidecided asiperithe 

frequencyiand magnitudeiofiinverter’s fundamentalioutputivoltage. TheiSV-PWMiis 

best realizediwith the helpiof aidigital computingidevice, likeimicroprocessor or 

Digital SignaliProcessor. Theialgorithmitoibeiexecutediisioutlinedibelow:  

(1) Getitheiinputidatailike;iinputidcilinkivoltagei(Edc),idesiredioutputifrequencyi‘fOP’

(this will determineithe speediof theiresultant voltageivector), desired phase 

sequence of output voltage (will determineiwhich way, clockwise or anticlockwise, 

theiresultantivoltage vectoriisimoving), desiredimagnitudeiof outputivoltageiand 

theiidesired switchingiifrequency. Itiiwill beiishown lateriithat theiiswitching 

frequency (fSW)iandisamplingitimeiperiodi(TS)iareirelated.iDuringieachisampling 

time period three switching takeiplace,iwhere oneiturn-on andione turn-offiis taken 

asioneiswitching. 

(2) Calculateimagnitude factori‘α’ifromithe knowledgeiofiinputidc linkivoltageiand 

theiidesirediioutput voltageii(αiEdci=i3/2itimesiipeak ofiiphaseiivoltage).iiAlso, 

calculateitheisamplingitimeiperiodiTSi=i1/(3fSW). 

(3) Initializeisectoripositioni=iI,iandianglei‘θ’=0. Assumeithe rotatingispaceivoltage 

vectoritoiremainistallediatithisipositioniforitheisamplingitimeiperiodi‘TS’.iOutput

theiinverter switchingipulsesias peritheicalculateditime durationsisoiasitoirealize 

theispaceivectorsiinitheifollowingisequence:iV8(111),iV1(101),iV2(100),iV7(000). 

(4) Calculateitheinextipositioniangleiθi=i2TSiπifOPi+θoldiforiclockwiseirotationiinithe

vectorispace-planeiofiFig.i2.3.iRecalculateitheitimeidurationsiasiinistepi(3) above 

butithisitimeitheiswitchingisequenceiwillibeiV7(000),iV2(100),iV1(101),iV8(111). 

(5) Step(4)iisitoibe repeated butievery timeithe switchingisequence alternatesibetween 

theisequencesigiveniinistepsi4iandi5.iThisihelpsiinireducingitheiswitchingilosses.

Weishouldinoteithatithis wayithereiareionly 3iswitchingiper samplingiperiod.iThe 

switchingitoinext spaceivector involvesichangeiof onlyioneibitiof theiswitching 

wordi(i.e. only oneiturn-oniand oneiturn-off). Whenithe spaceivector enters sector-

II (foriθi≥iπ/3), theivectoriV1iisireplace byiV2iandiV2iis replacedibyiV3. Atithe 
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sameitime,iangular positioniisireset to a valueiwithiniπ/3i≥iθi≥i0ibyisubtracting 

60ºifromithe oldivalue. Everyitime theivoltage vectorienters ainewisector the angle 

θiis readjustediso thatiitivaries betweeni0ºiandi60º. Theiactive stateivectorsiare 

also reassigned as described above. The process continues to produce a 

continuouslyirotatingivoltageispaceivectoriofifixedimagnitudeiandifixedispeed. 

 

2.4 THREEiPHASEiVOLTAGEiSOURCEiPWMiINVERTER 

Theicircuitimodeliof aitypicalithree phaseivoltageisource PWMiinverteriisishowniin 

fig.2.4 S1itoiS6iareitheisixipoweriswitchesithatishapeitheioutput,iwhichiare controlled 

byitheiswitchingivariablesia,ia′,ib,ib′,iciandic′. Whenianiupper transistoriisiswitched 

on,i.e.,iwhenia,ibioriciisi1, theicorrespondingiloweritransistoriisiswitchedioff,ii.e. the 

correspondingia′,ib′ioric′iisi0. Therefore,itheioniandioffistatesiofithe upperitransistors 

S1,iS3iandiS5icanibeiuseditoidetermineitheioutputivoltage. 

 

 

Fig.2.4 Three phase voltage source PWM inverter 
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Table 2.1 Switching vectors, phase voltages and output line to line 

voltages 

Voltage 

Vectors 

Switching Vectors Line to neutral voltage Line to line voltage 

a b c Van Vbn Vcn Vab Vbc Vca 

V0 0 0 0 0 0 0 0 0 0 

V1 1 0 0 2/3 -1/3 -1/3 1 0 -1 

V2 1 1 0 1/3 1/3 -2/3 0 1 -1 

V3 0 1 0 -1/3 2/3 -1/3 -1 1 0 

V4 0 1 1 -2/3 1/3 1/3 -1 0 1 

V5 0 0 1 -1/3 -1/3 2/3 0 -1 1 

V6 1 0 1 1/3 -2/3 1/3 1 -1 0 

V7 1 1 1 0 0 0 0 0 0 

 

2.5 DETERMINATION OF SWITCHING TIME OF EACH 

SWITCH 
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Fig. 2.5 SpaceiVectoriPWMiswitchingipatternsiatieachisector 

 

BasedioniFig.i2.5,itheiswitchingitimeiatieachisectoriisisummarizediiniTablei2,iandiiti

willibeibuiltiiniSimulinkimodelitoiimplementiSVPWM. 

 

Table 2.2 SwitchingiTimeiCalculationiatiEachiSector 

Sector Upper Switches (S1, S3, S5) Lower Switches (S4, S6, S2) 

1 

S1 = T1 + T2 + T0/2 

S3 = T2 + T0/2 

S5 = T0/2 

S1 = T0/2 

S3 = T2 + T0/2 

S5 = T1 + T2 + T0/2 

2 

S1 = T1 + T0/2 

S3 = T1 + T2 + T0/2 

S5 = T0/2 

S1 = T2 + T0/2 

S3 = T0/2 

S5 = T1 + T2 + T0/2 

3 

S1 = T0/2 

S3 = T1 + T2 + T0/2 

S5 = T2 + T0/2 

S1 = T1 + T2 + T0/2 

S3 = T0/2 

S5 = T2 + T0/2 

4 

S1 = T0/2 

S3 = T2 + T0/2 

S5 = T1 + T2 + T0/2 

S1 = T1 + T2 + T0/2 

S3 = T2 + T0/2 

S5 = T0/2 
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5 

S1 = T2 + T0/2 

S3 = T0/2 

S5 = T1 + T2 + T0/2 

S1 = T2 + T0/2 

S3 = T1 + T2 + T0/2 

S5 = T0/2 

6 

S1 = T1 + T2 + T0/2 

S3 = T0/2 

S5 = T2 + T0/2 

S1 = T0/2 

S3 = T1 + T2 + T0/2 

S5 = T2 + T0/2 

 

 

2.6 MATHEMATICAL ANALYSIS OF SVPWM 

 

Voltage is converted from abc voltage to dqo transformation. 

 

2.6.1 Determination of Vd, Vq. Vref and Angle alpha (α) 

𝑉𝑑 = 𝑉𝑎𝑛 − 𝑉𝑏𝑛𝑐𝑜𝑠60 − 𝑉𝑐𝑛𝑐𝑜𝑠60 2.1 

𝑉𝑑 = 𝑉𝑎𝑛 −
1

2
𝑉𝑏𝑛 −

1

2
𝑉𝑐𝑛 2.2 

𝑉𝑞 = 0 + 𝑉𝑏𝑛𝑐𝑜𝑠30 − 𝑉𝑐𝑛𝑐𝑜𝑠30 2.3 

𝑉𝑞 = 𝑉𝑎𝑛 +
√3

2
𝑉𝑏𝑛 −

√3

2
𝑉𝑐𝑛 2.4 

[
𝑉𝑑

𝑉𝑞
] =

2

3
[
 
 
 1 −

1

2
−

1

2

0
√3

2
−

√3

2 ]
 
 
 

[
𝑉𝑎𝑛

𝑉𝑏𝑛

𝑉𝑐𝑛

] 2.5 

|𝑉𝑟𝑒𝑓
̅̅ ̅̅ ̅| = √𝑉𝑑

2 + 𝑉𝑞
2 2.6 

𝛼 = 𝑡𝑎𝑛−1 (
𝑉𝑞

𝑉𝑑
) = 𝜔𝑡 = 2𝜋𝑓𝑡, 2.7 

Where, f = fundamental frequency  
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Fig.2.6 d-q transformation 

 

2.6.2 Switching time duration at sector 1 

 

 

 

Fig.2.7 SwitchingiTimeiDuration 

∫ 𝑉̅𝑟𝑒𝑓𝑑𝑡 =
𝑇𝑧

0

∫ 𝑉̅1𝑑𝑡 +
𝑇1

0

∫ 𝑉̅2𝑑𝑡 +
𝑇1+𝑇2

𝑇1

∫ 𝑉̅0𝑑𝑡
𝑇𝑧

𝑇1+𝑇2

 2.8 

𝑇𝑧 ∙ 𝑉̅𝑟𝑒𝑓 = (𝑇1 ∙ 𝑉̅1 + 𝑇2 ∙ 𝑉̅2) 2.9 

𝑇𝑧 ∙ |𝑉̅𝑟𝑒𝑓| ∙ [
𝑐𝑜𝑠𝛼
𝑠𝑖𝑛𝛼

] = 𝑇1 ∙
2

3
∙ 𝑉𝑑𝑐 ∙ [

1
0
] + 𝑇2 ∙

2

3
∙ 𝑉𝑑𝑐 ∙ [

𝑐𝑜𝑠 (
𝜋

3
)

𝑠𝑖𝑛 (
𝜋

3
)
] 2.10 

(𝑤ℎ𝑒𝑟𝑒, 0 ≤ 𝛼 ≤ 60°)  
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𝑇1 = 𝑇𝑧 ∙ 𝑎 ∙
𝑠𝑖𝑛 (

𝜋
3 − 𝛼)

𝑠𝑖𝑛 (
𝜋
3)

 2.11 

𝑇2 = 𝑇𝑧 ∙ 𝑎 ∙
𝑠𝑖𝑛(𝛼)

𝑠𝑖𝑛 (
𝜋
3)

 2.12 

𝑇0 = 𝑇𝑧 − (𝑇1 + 𝑇2), (𝑤ℎ𝑒𝑟𝑒, 𝑇𝑧 =
1

𝑓𝑧
  𝑎𝑛𝑑 𝑎 =

|𝑉̅𝑟𝑒𝑓|

2
3𝑉𝑑𝑐

) 2.13 

 

 

2.6.3 Switching time duration for any sector 

𝑇1 =
√3 ∙ 𝑇𝑧 ∙ |𝑉̅𝑟𝑒𝑓|

𝑉𝑑𝑐
(𝑠𝑖𝑛 (

𝜋

3
− 𝛼 +

𝑛 − 1

3
𝜋)) 2.12 

𝑇1 =
√3 ∙ 𝑇𝑧 ∙ |𝑉̅𝑟𝑒𝑓|

𝑉𝑑𝑐
(𝑠𝑖𝑛 (

𝑛𝜋

3
− 𝛼)) 2.13 

𝑇1 =
√3 ∙ 𝑇𝑧 ∙ |𝑉̅𝑟𝑒𝑓|

𝑉𝑑𝑐
(𝑠𝑖𝑛

𝑛𝜋

3
∙ 𝑐𝑜𝑠𝛼 − 𝑐𝑜𝑠

𝑛𝜋

3
∙ 𝑠𝑖𝑛𝛼) 2.14 

𝑇2 =
√3 ∙ 𝑇𝑧 ∙ |𝑉̅𝑟𝑒𝑓|

𝑉𝑑𝑐
(𝑠𝑖𝑛 (𝛼 −

𝑛 − 1

3
𝜋)) 2.15 

𝑇2 =
√3 ∙ 𝑇𝑧 ∙ |𝑉̅𝑟𝑒𝑓|

𝑉𝑑𝑐
(−𝑐𝑜𝑠𝛼 ∙ 𝑠𝑖𝑛

𝑛 − 1

3
𝜋 + 𝑠𝑖𝑛𝛼 ∙ 𝑐𝑜𝑠

𝑛 − 1

3
𝜋) 2.16 

∴ 𝑇0 = 𝑇𝑧 − (𝑇1 + 𝑇2), (
𝑤ℎ𝑒𝑟𝑒, 𝑛 = 1 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 6 (𝑖. 𝑒. 𝑠𝑒𝑐𝑡𝑜𝑟 1 𝑡𝑜 6)

0 ≤ 𝛼 ≤ 60°
) 2.17 
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Fig.2.8 Gate Pulse of All Sectors 
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2.7 FLOW CHART OF SVPWM 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2.9 Flow Chart of SVPWM 
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CHAPTER 3 

 

PI CONTROLLER 

 

3.1 PI CONTROLLER 

Because of easy design, low cost and simple structure the proportional integral 

controllers are most widely used in industries. As an on-off controller the proportional 

integral controller eliminates forced oscillation and steady state error. The overall 

stability and response of the speed will have negative impact due to integral mode. 

Therefore, the proportional integral controller will not increase the speed of the 

response. Because proportional controller does not have means to predict what will 

happen with the error in near future. So, by introducing derivative mode this problem 

will be solved. So now the proportional controller now gets the ability to predict error 

in future and then decreases reaction time. In industries speed of the response is not an 

issue then proportional integral controller is most widely used. Actually, proportional 

integral controller is an integral error compensation scheme.  

The integral of the actuating signal is the reason for the response of the output. The 

output produced by this type of controller consists of two terms. In those two terms one 

is the proportional to the actuating signal and other is proportional to its integral. 

Therefore, in general this type of controller is known as PI controller or proportional 

plus integral controller.  

A PID controller has proportional, integral and derivative terms that can be represented 

in transfer function form as, 

 

𝐾(𝑠) = 𝐾𝑝 +
𝐾𝑖

𝑠
+ 𝐾𝑑𝑠 3.1 

 

where Kp represents the proportional gain, Ki represents the integral gain, and Kd 

represents the derivative gain, respectively. 
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Fig.3.1 PID Controller 

 

Output of PI controller can be written as,  

𝑂𝑢𝑡𝑝𝑢𝑡(𝑡) = 𝐾𝑃𝑒(𝑡) + 𝐾𝐼  ∫ 𝑒(𝑡)𝑑𝑡
𝑡

0
 3.2 

Where, e(t) = setireferenceivaluei-iactualicalculatedivalue 

𝑒(𝑡) =  𝜔𝑟𝑒𝑓 –  𝜔𝑚(𝑡) 3.3 

𝑇𝑟𝑒𝑓(𝑡)  =  𝑇𝑟𝑒𝑓(𝑡 − 1)  + 𝐾𝑃 [𝑒(𝑡) − 𝑒(𝑡 − 1)]  + 𝐾𝐼 𝑒(𝑡) 3.4 

Where, KP and KI – speed controllers gain 

 

3.2 IMPLEMENTATION OF CONSTANT V/f STRATEGY 

ImplementationiofitheiconstantiVolt/Hzicontrolistrategyiforitheiinverterifediinduction

imotoriin closeiloopiis showniiniFigurei4.2. Theifrequency commandifs
*iis enforcediin 

theiinverteriand theicorresponding dcilinkivoltageii controlledithrough theifront-end 

converter. 

The outputiofiPIiregulatoriisimachineislipiandiitiisiaddeditoitheimachineispeedito get 

reference frequency of the inverter. To keep the machine V/f ratio constant, the 

reference frequency also generates the reference voltage of the inverter. 
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PI Controller

 

Fig.3.2 ImplementationiofitheiconstantiV/ficontrolistrategyiforitheiinverter-

fediinductionimotoriinicloseiloop 

Aniiouter speediiPI controliiloop in theiiinduction motoriidrive, showniiniFigurei3.2 

computes theifrequency andivoltage setipointsifor theiinverter.iThe limiteriensures that 

the slip-speedicommandiisiwithinitheimaximumiallowableislipispeediofithe induction 

motor. Theislip-speedicommandiis addeditoielectrical rotorispeedito obtainitheistator 

frequencyicommand. 

The equationiforitheiinducediemfiinitheiinductionimachine, 

𝑉 = 4.44𝑁𝜑𝑚𝑓 3.5 

whereiNiisitheinumberiofitheiturnsiperiphase,iφmiisithe maximum flux in the air gap 

and f is the frequency. The above equation is valid under the condition where stator 

voltage drop negligible compared to the applied voltage. 

Iniorderitoireduce theispeed,ifrequency needsitoibeireduced. Ififrequencyiisireduced 

keepingithe voltageiconstant,ithereby requiringitheiamplitudeiof theiEMFitoiremain 

same,ifluxihasitoiincrease. Thisiisinotiadvisableisinceitheimachineiisilikelyitoienteriin 

deepisaturation. Toiavoidithis, theiflux mustibeikept constant whichimeans voltage 

mustibeireduced withifrequency. Thisiratioiisiheldiconstant iniorderitoimaintainithe 

flux leveliforimaximumitorqueicapability. 

Essentially, it is the voltage across the magnetizing branch of exact equivalent circuit 

which is to be kept constant and it is determined by induced EMF. Inithisimodeiof 

operation, theivoltage acrossitheimagnetizing inductanceiin the exact equivalenticircuit 

reducesiiniamplitudeiwithireductioniinifrequencyiandisoidoesithe inductiveireactance. 
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This implies that the current through the inductance and the flux in the machine remains 

constant. 

If E is the voltage across the magnetizing branch and f is frequency of excitation, then  

𝐸 = 𝑘𝑓, where k is constant of proportionality and the torque developed can be given 

by 

𝑇𝐸
𝑓⁄

=
𝑘2𝑓2

(
𝑅𝑟

′

𝑠 )
2

+ (𝜔𝐿𝑙𝑟
′ )2

𝑅𝑟
′

𝑠𝜔
 3.6 

Ifithisiequationiisidifferentiatediwithirespectitoisiandiequateditoizeroitoifindislipiat 

maximumitorque,iweiget 

𝑠𝑚 = ±
𝑅𝑟

′

𝜔𝐿𝑙𝑟
′  3.7 

Theimaximumitorqueicanibeiobtainedibyisubstitutingithisivalue in torque equation, 

𝑇𝐸
𝑓⁄ 𝑚𝑎𝑥

=
𝑘2

8𝜋2𝐿𝑙𝑟
′  3.8 

Above equation shows that this maximum value is independent of the frequency and 

𝑠𝜔 isiindependentiofifrequency,iwhichimeansithatimaximumitorqueialwaysioccursiat 

aispeedilowerithan synchronousispeedibyia fixedidifference, independentiof frequency 

and resultant torque-speed curve for constant E/f can be shown in figure 3.3 

 

Fig.3.3 Torque-speed curve for constant E/f 
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Eiisian internalivoltage whichiisinot accessible. Itiisionlyitheiterminal voltageiV which 

weihaveiaccessitoiandicanicontrol. ForiaifixediV, Eichangesiwithioperatingislipi(rotor 

branch impedanceichanges)iand furtheridueitoithe statoriimpedanceidrop. Thus, 

approximatediE/f asiV/fiandiresulting torque-speed characteristics can be seen in figure 

3.4, which isifarifrom the desired speed-torque curve. 

 

Fig. 3.4 Torque-Speed Curve for constant V/f 

Atilowifrequencies andihenceilow voltagesitheicurvesishow aiconsiderableireduction 

iniipeakiitorque. Atilowifrequencies (andihenceiat lowivoltages)ithe dropiacrossithe 

statoiiimpedanceiipreventsiisufficientiivoltageiiavailability.iiTherefore,iiiniiorderiito 

maintain sufficientitorqueiatilowifrequencies,iaivoltageimoreithaniproportionalineeds 

toibeigiveniatilowispeeds. With this kind of control, it is possible to get a good starting 

torque and steady state performance. 

The adjustment of parameters is implemented by trial and error. In the end Kp = 3, and 

Ki = 9. So, the actual transfer function of PI controller is shown in equation 3.9 

𝐺(𝑠) =
3𝑠 + 9

𝑠
 3.9 
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CHAPTER 4 

 

ARTIFICIAL NEURAL NETWORK 

 

 

4.1 Introduction to ANN 

The ability to learn, memorize and still generalize, prompted research in algorithmic 

modelling of biological neural system is Artificial Neural Network. ANN are 

foundations of Artificial Intelligence and have self-learning abilities and produce 

betteriresults asimoreidata becomeiavailable. ANNsiareibuiltilikeihuman brains,iwith 

neuroninodesiinterconnectedilikeiaiweb. ANNihasihundreds of thousandsiofiartificial 

neuronsiiicallediiprocessingiiiunitsiiandiitheyiiareiiiinterconnectediibyiinodes.i These 

processing unitsiare madeiupiofiinput andioutputiunits. Theiinputiunitsireceiveivarious 

forms andistructuresiof informationibasedionian internaliweighting system,iandithe 

neuralinetwork attempts toilearn about the informationipresented to produceione output 

report. ANNs useiaisetiofilearningirulesicalledibackpropagation,ianiabbreviationifor 

backwardsipropagation,itoiperfectitheirioutputiresults.iAniANNiinitiallyigoesithrough

aitraining phaseiwhereiit learnsitoirecognize patternsiinidata, duringithisiphase, the 

networkicomparesiitsiactual outputiproducediwith whatiitiwasimeant toiproduce,ii.e. 

theidesiredioutput.  

 

Fig.4.1 Structure of ANN 
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Theidifferenceibetweenibothioutcomesiisiadjusted usingibackpropagation. Thisimeans 

thatitheinetworkiworks backward goingifrom theioutput unitito theiinput unitsito adjust 

theiweightiofiitsiconnectionsibetweenitheiunitsiuntilitheidifference betweenitheiactual 

andidesiredioutcomeiproduces theilowestipossibleierror. Neural networksiareitypically 

organizediinilayers.iLayersiare madeiupiofiainumber ofiinterconnectedi'nodes'iwhich 

containian 'activationifunction'. Patternsiare presenteditoithe networkiviaithei'input 

layer', whichicommunicates toione orimorei'hiddenilayers' whereitheiactualiprocessing 

isidone viaiaisystem ofiweightediconnections. Theihiddenilayers thenilinkitoioutput 

layeriwhereithe answeriisioutputiasishown initheigraphicibelow. ANNsicontainisome 

formiofi'learningirule'iwhichimodifiesitheiweightsiofitheiconnections accordingitoithe 

inputipatternsithatiitiisipresentediwith. 

4.2 Artificial Neural Network Model 

 

 

Fig.4.2 Model of ANN 
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An ANNiiasiiaicomputingisystemiiisiimadeiiupiofiiaiinumberiofiisimple,iiandiihighly 

interconnectediprocessingielements,iwhichiprocesses informationibyiitsidynamicistate 

responseiitoiiexternaliiinputs. Artificial neural Networks (ANNs) areiimadeiiupiiofiia 

numberiof simpleiand highly interconnectediProcessingiElements (PE)icalledineurons. 

Theiibasiciicomputationaliielementii(modelineuron)iiisiioftenicallediainodeioriunit. It 

receivesiinput fromisomeiotheriunits, oriperhapsifromianiexternalisource. Eachiinput 

hasianiassociatediweightiw, whichicanibeimodifiedisoias toimodelisynapticilearning. 

Theiunit computesisomeifunctioniof theiweightedisumiofiits inputsiwhichiareishown 

in figure 4.2. 

 

4.3 Performance Plot of ANN 

This is plot between error vs epoch forathe training, validation, andatest performances 

of the training recordareturned by the functionatrain. 

 

Fig.4.3 Performance Plot 

 

Generally, the error reduces afterimore epochs of training, butimight start to increase 

on theivalidation data set as the network startsioverfitting the training data. In the 

defaultisetup, the training stops afterisix consecutive increases in validationierror, and 

the best performanceiis taken from the epoch with theilowest validation error. 
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4.4 Training State Plot 

It is plot of the training state from aatraining record returned by train. 

 

Fig.4.4 Training State Plot 

 

4.5 Error Histogram Plot 

 

Fig.4.5 Error Histogram Plot 
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The total error from neural network ranges from -3.948 (leftmost bin) to 1.038 

(rightmost bin). This error range is divided into 20 smaller bins, so each bin has a width 

of, 

1.038 − (−3.948)

20
= 0.2493 

Each vertical bar represents the number of samples from dataset, which lies in a 

particular bin. 

 

4.6 Regression Plot 

This shows how accurately the trained model fits the dataset. If the value of coefficient 

of regression(R2) is close to 1 then it shows that the modelaprediction is very close to 

the actual dataset. If it is zero then it shows that the model completely fails in making 

a correct prediction. 

 

Fig.4.6 Regression Plot 
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4.7 Different Types of Architecture 

 

4.7.1 Single Layer Perceptron Network 

Perceptron is the simplest single layer network, considered as a linear classifier. The 

principal weakness of the perceptron model is that it can only solve problems that are 

linearly separable. However, most of the real-world problems are non-linear in nature. 

These type of feed forward networks contain only one layer i.e. the input layer. 

Moreover, it is called feed forward network because of the direction of flow of 

information i.e. input to output. 

 

Fig.4.7 Single Layer Perceptron Network 

 

4.7.2 Multilayer Perceptron Network 

A Multilayer Perceptron (MLP) is a feed forward neural network model that maps sets 

of input data onto a set of appropriate output. It is a modification of the standard linear 

perceptron using three or more layers of neurons (nodes) with nonlinear Activation 

functions. Hence, it is more powerful than the perceptron as it can distinguish data that 

is nonlinearly Separable.  

The Network consists of an input and an output layer with one hidden layer of 

nonlinearly-activating nodes. Each node in one layer connects with a certain weight wij 

to every other node in the following layer. 
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Fig.4.8 Multilayer Perceptron Network 

The network is trained with back propagation algorithm. These type of feed forward 

networks consist of three different layers namely input layer, hidden layer and output 

layer. 

 

4.7.3 Radial Basis Function Network 

These types of feed forward networks work on Radial basis function. These functions 

are used in multidimensional space for the purpose of interpolation. Here the hidden 

weights formulate the output with the help of some linear function. 

 

Fig.4.9 Radial Basis Function Network 
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4.7.4 Hopfield Network 

Hopfield networks are single layer feedback networks. It is an auto associative fully 

interconnected network, moreover it is also symmetrically weighted network. Hopfield 

networks are constructed from artificial neurons. These artificial neurons have N inputs. 

With each input there is a weight associated. They also have an output. The state of the 

output is maintained, until the neuron is updated. Updating the neuron entails the 

following operations: 

1 The value of each input, xi is determined and the weighted sum of all the Inputs, 

wixi is calculated. 

2 The output state of the neuron is set to +1 if the weighted input sum is larger or 

equal to 0. It is set to -1 if the weighted input sum is smaller than 0. 

3 A neuron retains its output state until it is updated again. 

A Hopfield network is a network of N such artificial neurons, which are fully 

connected. The connection weight from neuron to neuron is given by a number w. The 

collection of all such numbers is represented by the weight matrix W, whose 

components are wij. 

 

Fig.4.10 Hopfield Network 
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CHAPTER 5 

 

ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM 

 

 

 

5.1 INTRODUCTION 

Controliof nonlinear systemsibasedion conventionalimathematical toolsiisiaidifficult 

problem becauseino systematic tools are availableito deal withiill-defined and uncertain 

systems.iiByiicontrast,ia ifuzzyiiinference system employing fuzzyiiif-theniirulesiican 

modelitheiqualitativeiaspectsiofihumaniknowledge andireasoningiprocessesibutilacks 

standardidesigniprocedureitoiemployipreciseiquantitativeianalyzes. Neural networks 

workibyidetectingipatternsiinidata,ilearningifromithearelationshipsaandaadaptingato 

them. This knowledge is then used to predict the outcome for new combinations of data. 

Adaptivejsystems canjbe described byjconstructing ajsetjofjfuzzy if-thenjrulesjthat 

representilocalilineariinputioutputirelationsiofitheisystem. TheiANFISicombinesiboth 

fuzzyalogic principleaandathe conceptaofathe neuralanetworks. TheaANFISahas 

advantagesasuchaasasmoothnessapropertyafromatheafuzzy principleaandaadaptability 

propertyifromitheineuralinetworksitrainingistructure. 

 

5.2 FUZZY LOGIC 

Fuzzy set theory is aapowerfulatoolatoadealawithatheaimprecisionacharacteristicsain 

decision-makingAproblemsAinvolvingAuncertaintyAandAvaguenessAofAreal-world 

applications. FuzzyIinferenceIisIa processIofImapping fromIaIgiven inputItoIan output 

datasetiusingitheitheoryiofifuzzyisets. Knowledgeiisiencodediasiusingia setiofiexplicit 

linguisticirules.iFuzzyisystemsiimplementinonlinear systems usingilinguisticivariables 

inaaastraightforwardawhenaadequateaknowledge aboutitheisystem isiavailable. Unlike 

Booleanilogicioriclassicalilogic, whichiassumesithatieveryifact is either entirely true or 

false,ifuzzyilogiciextendsiBooleanilogicito handle vagueiand impreciseiexpressions. A  
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fuzzyisystemiconsistsiofiaisetiofifuzzyiIF-THENirulesithatidescribeitheiinput-output 

mappingirelationshipiofitheinetworks. 

Hybridiisystemsi utilizeiimethodologiesi ofiisoftiicomputingi (fuzzyiilogic,iineural 

computing,iigeneticiicomputingiietc)iprovideiiaiiperspectiveiimethodiitoiibuildiifuzzy 

inferenceisystemiwheniinformation about objectisystem incomplete. Mainicomponents 

ofifuzzyilogic areifuzzification, whichitranslates crispi(real-valued) inputsiintoifuzzy 

values;iiruleiibaseiireasoning,iianiiinferenceiengineiithatiiappliesiiaiifuzzyiireasoning 

mechanismitoiobtainiaifuzzyioutputiusingirules;iandidefuzzification,iwhichitranslates 

thisilatterioutputiintoiaicrispivalue,iasishowniinifigure 5.1. 

 

Fuzzifier

Rules

Defuzzifier

Inference

inputs

Crisp Crisp

outputs

Fuzzy

Input sets

Fuzzy

Output sets
 

Fig.5.1 Framework of fuzzy logic system 

 

The purposeiofifuzzificationiis to map systemiinputivaluesifrom 0 to 1 via defined 

inputAmembershipAfunctions. InAruleAbasedAreasoning,AtheAfuzzyAinputAvalues 

membershipivaluesiareimappeditoiclassifyifuzzy outputithroughiaitableicontaining if-

thenarules.aRulesaareaexpressedaasaaalogicaimplicationap→qawhere paisacalledathe 

antecedentiofitheiruleiandiqiisicalleditheiconsequenceiofitheirule. Defuzzificationiisia 

processiwhichiproducesisingleisystemioutputi(crisp) valuesibyiusingiaidefuzzification 

formulaiandifuzzyioutputimembership outputs. The fuzzy inference system is a popular 

computing frameworkibased onitheiconceptsiof fuzzyisetitheory, fuzzyiif-thenirules, 

andifuzzyireasoning.  

 

5.3 RULE BASED REASONING 

Fuzzy sets are an aid in providing symbolic knowledge information in a more human 

understandableiioriinaturaliiform,iiandiicaniiholdiiuncertaintiesiiatiivariousiilevels. 
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Manipulating a fuzzy rule based system involves the derivation of the desired “If-Then” 

fuzzyirules,ipartitioningiofiuniverses,iandiaddressingiofitheimembershipifunctions. 

Fuzzyirule-basedisystemsiuseilinguisticivariablesitoirationaleiusingiaiseriesiofilogical 

rulesiithatiicontaini IF-THENiirulesiiwhichi connectiiantecedentsiiandiiconsequents, 

respectively. Aniantecedent isiaifuzzy clauseiwith aicertain degreeiofimembership 

(betweeni0iandi1).iFuzzyirulesicanihaveimultipleiantecedentsiconnected with AND or 

ORioperators,iwhereiallipartsiareiconsideredisimultaneouslyiand resolved into a single 

number.iiConsequentsiicaniialsoiibeiicomprisediiofiimultipleiiparts,iiwhichiiareiithen 

aggregatediintoiaisingleioutputiofiaifuzzyiset. 

 

5.4 DEFUZZIFICATION 

Defuzzificationaisamappingaprocessaproducesaaanon-fuzzyacontrolaactionathatabest 

represents theapossibility distributionaofaan inferredafuzzy controlaaction.aThe 

defuzzificationihas theicapability toireduceifuzzyisetiinto aisingle-valuediquantityior 

intoaaacrispaset. thereaisanoaunique defuzzificationamethodaand eachadefuzzification 

methodihasiadvantagesiandidisadvantages. 

Defuzzificationiis theiprocessiof producingiaiquantifiable resultiiniCrispilogic,igiven 

fuzzyisetsiand correspondingimembershipidegrees. Itiisitheiprocessithatimapsiaifuzzy 

setato aacrispaset. Itaisatypically neededain fuzzyacontrolasystems. Theseawillahaveaa 

numberiof rulesithat transformiainumber ofivariablesiinto aifuzzyiresult, thatiis,ithe 

resultiisidescribediinitermsiofimembershipiinifuzzyisets. 

  

5.5 ARCHITECTURE OF ANFIS 

Aniiadaptiveiinetworkiiisiiaiimultilayeriifeed-forwardiinetworkiicomposediiofiinodes 

connectedibyidirectedilinks,iiniwhichieachinodeiperforms a particularifunctionioniits 

incomingisignals toigenerate aisingleinodeioutput. Eachilinkiinian adaptiveinetwork 

specifies theidirection of signaliflow from one node toianother; no weightsiis associated 

withitheilink. Moreispecifically, theiconfigurationiofian adaptiveinetworkiperformsia 

staticinodeifunctionioniitsiincomingisignalsito generateiaisingleinodeioutputiandieach 

nodeafunctionaisaa parameterizedafunctionawith modifiableaparameters; byachanging 

theseaparameters,atheanodeafunctionsaasawell asitheioverallibehavioriofitheiadaptive 

network, areachanged. Figurea5.2ashowsaentireasystemaarchitectureaconsistsaofafive 
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layers,inamelyifuzzyilayer,iproductilayer,inormalizedilayer,ide-fuzzyilayerianditotal 

output layer. 

 

Fig.5.2 Architecture of ANFIS 

 

Withiinput/outputidata forigivenisetiofiparameters, theiANFISimethod modelsiaifuzzy 

inferenceisystem (FIS) whoseimembershipifunction parametersiareituned. Theimain 

objectiveiof theiANFISiis toidetermine theioptimum valuesiofithe equivalentifuzzy 

inferenceAsystemAparametersAby applyingAaAlearningAalgorithm. TheAparameter 

optimizationiis doneiinisuchia wayiduringithe trainingisessionithat theierroribetween 

theitargetianditheiactualioutputiisiminimized. 

 

Fig.5.3 ANFIS Model Structure 
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ANFIS networkiis five layeriarchitecture, where the first layer contains membership 

functions that determine membershipidegree of each inputaaccording to the shape of 

membership function.aThe second layeriis for inference between IF andiTHEN part of 

the rule-base.aSecond layer performs productioperation on the membership degreesiin 

order to calculate the firingistrength of each rule. Thirdilayer normalizes the firing 

strengthiof each rule against all the rules. Fourthilayer is a linear polynomialiequation. 

The last layer is simplyisummation of the outputs ofarules calculated in previous layer. 

 

5.6 LAYERS OF ANFIS 

A brief summary of five layers of the ANFIS algorithm is shown below.  

 

5.6.1 Layer-1 

Each input node i in this layer is an adaptive node which produce membership grade of 

linguistic label. It is a fuzzy layer, in which v and d are input of system. O1,i is the output  

of the ith node of layer l. Each adaptive node is a square node with square function 

represented using equation, 

𝑂1,𝑖 = 𝜇𝑣,𝑖(𝑣) for i=1,2   &    𝑂1,𝑗 = 𝜇𝑑,𝑗(𝑣)    for i=1,2 5.1 

Where O1,i and O1,j denote output function and µv,i and µd,j denote membership function. 

For example if triangular membership function is selected then, µv,i(v) is given by: 

𝜇𝑣𝑖(𝑣) = 𝑚𝑎𝑥 [𝑚𝑖𝑛 (
𝑣 − 𝑎𝑖

𝑏𝑖 − 𝑎𝑖
,
𝑐𝑖 − 𝑣

𝑐𝑖 − 𝑏𝑖
) , 0] 5.2 

Where ai, bi and ci are the parameter of triangular membership function. Parameters in 

this layer are referred to as "Premise Parameter". 

 

5.6.2 Layer-2 

This layer checks weights of each membership function, it receives input values vi from 

first layer and acts as a membership function to represent fuzzy sets of respective input 

variables. Every node in this layer is fixed node labeled with M and output is calculated 

via product of all incoming signals. The output in this layer can be represented using 

equation, 

𝑂2,𝑖 = 𝑤𝑖 = 𝜇𝑣,𝑖(𝑣). 𝜇𝑑,𝑖(𝑑) for i=1,2 5.3 

Which are the firing strengths of the rules. 
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5.6.3 Layer-3 

Every node in this layer is fixed marked with circle labeled with N, indicating 

normalization to the firing strength from previous layer. This layer performs pre-

condition matching of fuzzy rules, i.e. they compute activation level of each rule, the 

number of layers being equal to number of fuzzy rules. The ith node in this layer 

calculate ratio of ith rule's strength to the sum of all rules firing strength. The output of 

this layer can be expressed as 𝑤𝑖 using Eq.  

𝑂3,𝑖 = 𝑤𝑖̅̅ ̅ =
𝑤𝑖

𝑤1+𝑤2
,  i=1,2 

5.4 

For convenience, outputs of this layer will be called as normalized firing strengths. 

 

5.6.4 Layer-4 

This layer provides output values y, resulting from the inference of rules. The resultant 

output is simply a product of normalized firing rule strength and first order polynomial. 

Weighted output of rule represented by node function as: 

𝑂4,𝑖 = 𝑤𝑖̅̅ ̅𝑓𝑖 = 𝑤𝑖̅̅ ̅(𝑝𝑖𝑣 + 𝑞𝑖𝑑 + 𝑟𝑖),  i=1,2 5.5 

Where O4,i represents layer 4 output. In this layer, pi, qi and ri are linear parameter or 

consequent parameter. 

5.6.5 Layer-5 

This layer is called output layer which sums up all the inputs coming from layer 4 and 

transforms fuzzy classification results into crisp values. This layer consists of single 

fixed node labeled as ∑. This node computes summation of all incoming signals 

calculated using Eq.  

𝑂5,𝑖 = ∑ 𝑤𝑖̅̅ ̅𝑓𝑖𝑖 =
∑ 𝑤𝑖𝑓𝑖𝑖

𝑤1+𝑤2
, i=1,2 5.6 

Thus, it is observed that when the values of premise parameter are fixed, the overall 

output of the adaptive network can be expressed as linear combination of a consequent 

parameter. Overall output of a system (z) can be expressed as in Eq. 11. It can be 

observed that ANFIS architecture consists of two adaptive layers, namely the first layer 

and the fourth layer. The three modifiable parameters {ai ,bi ,ci} are so-called premise 

parameter in first layer and in the fourth layer, there are also three modifiable 
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parameters pi, qi and ri pertaining to the first order polynomial. These parameters are 

so-called consequent parameters  

𝑧 =
𝑤1

𝑤1 + 𝑤2
𝑓1 +

𝑤2

𝑤1 + 𝑤2
𝑓2 + ⋯+

𝑤𝑛

𝑤1 + 𝑤2
𝑓𝑛 5.7 

5.7 Neuro-Fuzzy Designer 

Neuro-fuzzy designer is used to design, train and test ANFIS usingainput/output 

training data. 

Neuro-FuzzyiDesigner has been used to train a fuzzyiinference system that: 

1. Has a singleioutput. 

2. Uses weighted average defuzzification. 

3. Has output membership functions all of the same type, for 

example linear or constant. 

4. Has complete rule coverageiwith no rule sharing; that is, theinumber of rules 

must match the number of outputamembership functions, and every ruleimust 

have a different consequent. 

5. Has unityiweight forieach rule. 

6. Does not useicustom membershipifunctions. 

 

Fig.5.4 Neuro-Fuzzy Designer 
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5.8 Membership Function Editor 

In fuzzy setitheory, a membershipifunction defines the degreeiof truth, of a crisp value. 

Membership function is a function which returns membership degree of how crisp value 

isimapped to an input spaceireferred to as universe of disclosure. Each membership 

functionicontains a curve which representsieach point in a specified inputipartition. 

 

Fig.5.5 Membership Function Editor 
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CHAPTER 6 

 

MODELING OF PROPOSED SYSTEM IN 

MATLAB/SIMULINK 

 

 

In this chapter simulation of all the components of project is shown. The first part of 

the project is three-phase inverter, simulation of this is shown in section 6.1. Switching 

of this three-phase inverter is given by using space vector pulse width modulation 

(SVPWM)atechnique and its simulation is shown in section 6.2. All the parts of 

SVPWM is also shown in this section. Three types of controllers are used in this project. 

First PI controller is used to control the speed ofainduction motor; simulation of PI 

controller is shown in section 6.3. In section 6.4, all the parameters of induction motor 

and mathematical analysis are shown. Then induction motor is run with artificial neural 

network (ANN), therefore simulation for ANN is shown in section 6.5 and various plots 

are plotted while training the ANN is also shown. Then simulation of ANFIS controller 

for speed control of induction motor isashown in section 6.6. 

 

6.1 THREE PHASE VOLTAGE SOURCE INVERTER 

Figure 6.1ashows the simulated model of three-phase voltage source inverter. The 

switches used are IGBT with anti-parallel diode. It has DC supply of 400V and gives 

three phase output. Gate pulses to switches are given by space vector pulse width 

modulationatechnique. 

The three-phase output of inverter is given to three-phase induction motor and operation 

of induction motor is seen without speed controller, with PI controller, ANN based 

speed control method and ANFIS controller based speed controller. 

Inverter has three legs with three upper switches and three lower switches. Switching 

is done such that when upper switch is turned on,alower switches remains off and when 

lower switch is turned on,aupper switch remains off. 
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Fig.6.1 Three-Phase VSI Simulation 

 

6.2 SVPWM 

SVPWM generates pulses for three phase inverter switches. Simulation of SVPWM is 

divided into seven steps for the generation of gate pulse, these are 

1. Three-phase reference sine generation 

2. Low pass filter 

3. α-β transformation 

4. Sector selection 

5. Ramp generation 

6. Switching time calculation 

7. Gate pulse logic 

Each step is explained in this section. These switching pulses are givenato the upper 

and lower switches of three-phase inverter. 

 

6.2.1 Three-phase reference sine generation 

The three-phase generator produces three sine waves withavariable frequency and 

amplitude.aThe three signals are out of phase with each other bya120 degrees. The 

inverter-requested frequency and voltage areatwo of the block inputs. 

A 

C 
B 
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Fig.6.2 Three-phase reference sine generation 

For the generation of three-phase sine wave magnitude is given in terms of volt and 

frequency of operation of induction motor, these three sine waves are made 120 apart. 

 

6.2.2 Low Pass Filter 

The low pass bus filter removes fastatransients from the DCabus voltage measurement. 

This filtered voltage computes the voltage vector appliedato the motor. 

 

Fig.6.3 Low Pass Filter 

 

6.2.3 α-β transformation 

In alpha-beta transformation, variables are converted from theathree-phase system to 

the two-phase αβ system. This three-phase input is given from three-phase reference 

sine generator and output is magnitude of Vα, Vβ and angle between them. Angle is 

given to sector selector and magnitudes are given to switching time calculator. 
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Fig.6.4 α-β transformation 

 

6.2.4 Sector selection 

The αβ vector sector finds the sector of theaαβ plane in which the voltage vectoralies. 

The αβ plane is dividedainto six different sectors spaced by 60º. 

 

Fig.6.5 Sector Selection 
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Figure 6.5 is the Simulink diagram of sector selection and figure 6.6 shows theaflow 

chart of sector determination. In flow chart it can see that first step is to read Vα and Vβ. 

First, Vβ is checked, whether it is positive or negative, in both case it is compare if 

|V𝛼| > |
V𝛽

√3
⁄ | and V𝛼 ≥ 0. 

 

Fig.6.6 Flow Chart for Sector Determination 

1. If Vβ is positive and |V𝛼| > |
V𝛽

√3
⁄ | and also V𝛼 ≥ 0, then sector-1 is selected. 

2. If Vβ is positive and |V𝛼| ≤ |
V𝛽

√3
⁄ |, then sector-2 is selected. 

3. If Vβ is positive and |V𝛼| > |
V𝛽

√3
⁄ | and V𝛼 < 0, then sector-3 is selected. 

4. If Vβ is negative and |V𝛼| > |
V𝛽

√3
⁄ | and V𝛼 < 0, then sector-4 is selected. 

5. If Vβ is negative and |V𝛼| ≤ |
V𝛽

√3
⁄ |, then sector-5 is selected. 

6. If Vβ is negative and |V𝛼| > |
V𝛽

√3
⁄ | and also V𝛼 ≥ 0, then sector-6 is selected. 
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6.2.5 Ramp generation 

The ramp generator produces a unitary ramp at the PWMaswitching frequency. This 

ramp is a time base forathe switching sequence. 

 

Fig.6.7 Ramp Generation 

This ramp signal is given to gate pulse logic block for comparison with switching time 

calculated and then it gives gate pulsesafor switching the switches of inverter. 

 

6.2.6 Switching time calculation 

 

Fig.6.8 Switching time calculation 
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The switchingatime calculator calculates the timingaof the voltage vectoraapplied to 

the motor. The block input is theasectorain which the voltage vector lies. This sector 

number decides the function which will be used for calculation of switching time by 

using multiport switch, there are three such multiport switches each for one leg and 

ensures that when upper switchais on lower switch remains off and when lower is on 

upper switch remains off.a 

 

6.2.7 Gate pulse logic 

The gates logic receives theatiming sequence from theaswitching time calculator and 

the ramp from the ramp generator. In this process ramp signal generated and switching 

sequence is compared. The first and second switching sequence is then multiplied using 

AND operator and output is given to upper switch. This output is inverted using NOT 

operator and sent to lower switch. 

 

Fig.6.9 Gate pulse logic 

 

6.3 INDUCTION MOTOR 

6.3.1 Electrical system of the Double Squirrel-Cage Machine 

A simple steady state equivalent circuit modelaof an induction motor is a very important 

toolafor analysis and performanceaprediction under steady-state conditions. Figure 

6.10 shows the steady-stateaequivalent circuit for the analysis and design of induction 

motor. In the equivalent circuit, all rotor parameters are referred to the stator. 
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Fig.6.10 q-axis model 

From KVL in fig.6.10 and fig.6.11, q-axis voltage and d-axis voltage are given by 

equation 6.1 and 6.2 respectively as, 

𝑉𝑞𝑠 = 𝑅𝑠𝑖𝑞𝑠 +
𝑑𝜑𝑞𝑠

𝑑𝑡
+ 𝜔𝜑𝑑𝑠 6.1 

𝑉𝑑𝑠 = 𝑅𝑠𝑖𝑑𝑠 +
𝑑𝜑𝑑𝑠

𝑑𝑡
− 𝜔𝜑𝑞𝑠 6.2 

Applying KVL in equivalent model of cage 1 in q-axis and d-axis model will give 

equations 6.3 and 6.4 respectively, 

0 = 𝑅𝑟1
′𝑖𝑞𝑟1

′ +
𝑑𝜑𝑞𝑟1

′

𝑑𝑡
+ (𝜔 − 𝜔𝑟)𝜑𝑑𝑟1

′ 6.3 

0 = 𝑅𝑟1
′𝑖𝑑𝑟1

′ +
𝑑𝜑𝑑𝑟1

′

𝑑𝑡
+ (𝜔 − 𝜔𝑟)𝜑𝑞𝑟1

′ 6.4 

Applying KVL in equivalent model of cage 2 in q-axis and d-axis model will give 

equations 6.6 and 6.6 respectively, 

0 = 𝑅𝑟2
′𝑖𝑞𝑟2

′ +
𝑑𝜑𝑞𝑟2

′

𝑑𝑡
+ (𝜔 − 𝜔𝑟)𝜑𝑑𝑟2

′ 6.5 

0 = 𝑅𝑟2
′𝑖𝑑𝑟2

′ +
𝑑𝜑𝑑𝑟2

′

𝑑𝑡
− (𝜔 − 𝜔𝑟)𝜑𝑞𝑟2

′ 6.6 

Electromagnetic torque in double cage rotor is given by equation 6.7, 

𝑇𝑒 = 1.5𝑝(𝜑𝑑𝑠𝑖𝑞𝑠 − 𝜑𝑞𝑠𝑖𝑑𝑠) 6.7 

 



48 
 

 

Fig.6.11 d-axis model 

Stator q and d-axis fluxes are given by theaequations 6.8 and 6.9 respectively, 

𝜑𝑞𝑠 = 𝐿𝑠𝑖𝑞𝑠 + 𝐿𝑚(𝑖𝑞𝑟1
′ + 𝑖𝑞𝑟2

′ ) 6.8 

𝜑𝑑𝑠 = 𝐿𝑠𝑖𝑑𝑠 + 𝐿𝑚(𝑖𝑑𝑟1
′ + 𝑖𝑑𝑟2

′ ) 6.9 

Rotor q and d-axis fluxes of cage 1 are given by equations 6.10 and 6.11 respectively, 

𝜑𝑞𝑟1
′ = 𝐿𝑟1

′ 𝑖𝑞𝑟1
′ + 𝐿𝑚𝑖𝑞𝑠 6.10 

𝜑𝑑𝑟1
′ = 𝐿𝑟1

′ 𝑖𝑑𝑟1
′ + 𝐿𝑚𝑖𝑑𝑠  6.11 

Rotor q and d-axis fluxes of cage 2 are given by equations 6.12 and 6.13 respectively, 

𝜑𝑞𝑟2
′ = 𝐿𝑟2

′ 𝑖𝑞𝑟2
′ + 𝐿𝑚𝑖𝑞𝑠 6.12 

𝜑𝑑𝑟2
′ = 𝐿𝑟2

′ 𝑖𝑞𝑟2
′ + 𝐿𝑚𝑖𝑑𝑠 6.13 

Three additional quantities, stator and rotor inductances for cage 1 and cage 2, are 

now defined as: 

𝐿𝑠 = 𝐿1𝑠 + 𝐿𝑚 6.14 

𝐿𝑟1
′ = 𝐿1𝑟1

′ + 𝐿𝑚 6.15 

𝐿𝑟2
′ = 𝐿1𝑟2

′ + 𝐿𝑚 6.16 
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6.3.2 Mechanical System 

 

𝑑𝜔𝑚

𝑑𝑡
=

1

2𝐻
(𝑇𝑒 − 𝐹𝜔𝑚 − 𝑇𝑚) 

6.17 

𝑑𝜃𝑚

𝑑𝑡
= 𝜔𝑚 

6.18 

 

6.4 PI CONTROLLER 

The speed controller models a PIaspeed regulator for induction motor. The output of PI 

regulatorais the machine slip, which is added to theamachine speed to get the reference 

frequencyaof the inverter, the reference frequency also generates the reference voltage 

of the inverter by using a multiplying factor, this multiplying factor has been decided 

using trial and error method. 

Fig.6.12 PI Controller 

 

The input reference speed input given is a constant desired speed. This speed is 

converted to frequency and then this frequency is compared withathe frequency of 

actual speed ofathe motor. Difference in frequency is given to PI controller and output 

of PIacontroller is then subtracted to the actual frequency to get new controlled 

operating frequency. This frequency is then multiplied to a constant to get new 

operating voltage and these voltage and frequency are given at the input of SVPWM. 
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Fig.6.13 BlockaDiagram of simulation with PI controller 

 

The block diagram of operation of induction motorais shown in figure 6.13. The 

simulation consists of four parts that is Inverter, SVPWM, Induction motor and 

controller. Three phase inverter gives three phase supply to induction motor. The speed 

of induction motor is given to PI controller which gives voltage as output. This voltage 

is given at the input of SVPWM, it generates gate pulses for the inverter according to 

reference speed. 

 

6.5 ARTIFICIAL NEURAL NETWORK 

ANN is usedaas speed controller in place of PI controller. ANN is trained for a speed 

of 1440 rpm and for mechanical torques 0 N-m to 3.7 N-m. Neural network can be 

started in MATLAB using command “nnstart”. In this window ‘fitting app’ is started, 

here the inputs and target data defining desired network output from workspace is 

selected. Then network is trained and a Simulink block ‘Function Fitting Neural 

Network’ as shown in figure 6.15 is generated and deployed in simulation. 
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Fig.6.14 Block Diagram of Simulation with ANN Controller 

 

6.5.1 Simulink Diagram of ANN 

Neural network is deployed in Simulink and Simulink diagram is generated as shown 

in the figure 6.16. 

Fig.6.15 Simulink diagram of ANN 
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START

GENERATE INPUT AND TARGET 

DATASET

SELECT ANN STRUCTURE WITH 

NUMBER OF LAYERS AND 

ACTIVATION FUNCTION

SELECT TRAINING ALGORITHM AND 

TRAIN NETWORK

GENERATE CONTROL 

SIGNAL(SVPWM)

SEND CONTROL SIGNAL TO INVERTER

END

CHECK IF 

REFERENCE SPEED 

IS ACHIEVED

NO

YES

 

Fig.6.16 Flowchart of ANN Control Implementation 
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6.6 ANFIS CONTROLLER 

ANFIS controller can be implemented using ‘Fuzzy Logic Controller with Ruleviewer’ 

block in simulation, for this .fis file is created and deployed in this block by training the 

ANFIS. To train ANFIS, Neuro-Fuzzy designer has been used which can be opened 

using command “anfisedit” in MATLAB. In Neuro-Fuzzy designer window, data is 

loaded from workspace, generate FIS and then FIS is trained. After training this trained 

data is tested. Then this FIS file is exported to workspace from where it is deployed in 

‘Fuzzy Logic Controller with Ruleviewer’ block in simulation. 

3-Phase Inverter

ANFIS Controller
Space Vector Pulse Width 

Modulation

3-Phase Induction Motor3-Phase Supply

G
at

e 
Pu

ls
e

Sp
ee

d

Voltage

 

Fig.6.17 Block Diagram of Simulation with ANFIS Controller 

 



54 
 

 

F
ig

.6
.1

8
 S

im
u
li

n
k

id
ia

g
ra

m
io

fi
m

o
d
el

iw
it

h
iP

Ii
b
as

ed
iV

/f
is

p
ee

d
ic

o
n
tr

o
ll

er
 



55 
 

 

F
ig

.6
.1

9
 S

im
u
li

n
k
 d

ia
g
ra

m
 o

f 
m

o
d
el

 w
it

h
 A

N
N

 b
as

ed
 s

p
ee

d
 c

o
n
tr

o
ll

er
 

 



56 
 

 

F
ig

.6
.2

0
 S

im
u
li

n
k
 d

ia
g
ra

m
 o

f 
m

o
d
el

 w
it

h
 A

N
F

IS
 b

as
ed

 s
p

ee
d
 c

o
n
tr

o
ll

er
 

 



57 
 

 

CHAPTER 7 

 

RESULTS AND DISCUSSION 

 

 

 

In this chapter, results of simulation are presented. Initially the induction is run without 

any speed controller and its response with load change is observed and it is seen that 

there is drop in speed with increase in load, this observation is taken in table-1 and in 

simulink waveforms. Then same induction motor is run with speed controllers. First 

speed controller used is PI controller; this controller is tuned using hit and trial method 

and it is found that for Kp=9 and Ki=3, this controller is giving good results. Then 

response of induction motor with load change is observed and it is found that this 

controller is giving good speed control with vey less error in speed. The rise time and 

settling time using this controller can be seen in table-2. 

Induction motor is also run with artificial neural network (ANN) based controller.aIn 

this controller neural network is trained with data for reference speed 1440 rpm and a 

simulink model of neural network is created and it is placed in place of PI controller 

and induction motor operation is observed with load changes and it is found that error 

in speed variation is even lesser using this controller as compared to PI controller. Rise 

time and settling time after every load change can be seen in table-3. 

Then adaptive neural-fuzzy inference system (ANFIS) is used as speed controller and 

its response with induction motor is observed. ANFIS is also trained using dataset for 

same speed as ANN that is 1440 rpm. After training, a .fis file is created and is called 

in fuzzy logic controller block in simulink, this block is placed in place of PI controller. 

The error in speed, rise time and settling time are found to be even better with ANFIS 

controller. Error in speed is negligible, rise time and settling time can be seen in table-

4 with respective change in load. 
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7.1 SVPWM OUTPUT 

Parts of SVPWM are sector selection, gate switching time and gate pulses. There are 

six sectors with 60 degrees of interval each. The position of reference vector decides 

the sector number to be selected for switching as shown in figure 7.1 and switches to 

be turned on and accordingly gate switching time is obtained as shown in figure 7.2. 

Gate pulses decide which switch is to be turned on according to the gate switching time, 

these gate pulses are shown on in figure 7.3 for all the switches. 

7.1.1 Sector selection: 

The figure 7.1 shows the sector number in which the inverter is operating. The interval 

of each sector is 60 degrees. It can see that minimum value of waveform is 1 and 

maximum value is 6, it gives the complete control on all the six sectors. 

Fig.7.1 Sector Selection 

In this waveform 1 represents sector 1, 2 represents sector 2 and so on. The time period 

is 20 m-sec therefore frequency 50 Hz, from this It can be veried that each sector is of 

60 degrees. 

7.1.2 Gate Switching Time 

The figure 7.2 shows the M-W type of gate pulse switching time as required for 

switching of inverter switches in space vector pulse width modulationatechnique. The 

upper waveform is for upper switches and lower waveform is for lower switches. 

According to these switching time, gate pulses are obtained. 
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Fig.7.2 Gate Switching Time and Gate Waveforms 
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7.1.3 Gate Pulse 

Figure 7.3 shows the gate pulses of all theaswitches. The switches are switched 

according to the switching time provided by M-W type of waveform shown in fig.7.2. 

First, third and fifth waveforms are of upper switches and second, fourth and sixth 

waveforms are for lower switches. The width of gate pulses changes according to the 

changes in load, because of change in speed. 

7.1.4 Inverter Output Line and Phase Voltages 

The developed gate pulses are extended for vector controlled drive and given to inverter 

switches and corresponding line and phase voltages waveforms are shown in figurea7.3 

and figurea7.4 respectively. These waveforms are same throughout the time for 

operation of induction motor without speed controller because frequency is constant, 

but for the operation of induction motor with speed controllers the waveforms change 

its frequency according to the changes in load to maintain the speedaof induction motor 

constant at the reference speed. 

 

Fig.7.3 Line Voltages 
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Fig.7.4 Phase Voltages 

 

7.2 INDUCTION MOTOR OPERATION WITHOUT SPEED 

CONTROLLER 

The induction motor is operated without any speed controller, switching to the inverter 

is given by SVPWM. Here the response of induction motor with changes in load has 

been observed. The table below shows theavariation in stator current (ia), speed with 

respect to change in mechanical torque. This stator current is rms value of phase a, 

therefore phase current. The rise time and settling time are noted by starting induction 

motor on the respective mechanical torque. 

When high load is applied to induction motor, it ran in opposite direction gradually 

increasing in simulation indicating the pull-out of rotor and therefore no observation 

could be taken. 
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Table-7.1 Induction Motor Operation without Speed Controller 

S. No. 
Mechanical 

Torque (N-m) 

Stator 

Current (A) 

Speed 

(rpm) 

Rise Time 

(sec) 

Settling 

Time (sec) 

1. 0 0.77 1476 0.35 0.95 

2. 0.5 1 1451 0.43 1.1 

3. 1 1.39 1423 0.48 1.2 

4. 1.5 1.81 1392 0.6 1.45 

5. 2 2.27 1354 0.835 1.9 

6. 2.5 2.82 1308 1.13 2.5 

7. 3 3.44 1251 1.963 4.1 

8. 3.5 4.27 1163 - - 

9. 3.7 4.71 1106 - - 

 

Figure 7.5 is the waveform of mechanical and electromagnetic torque; here the load 

change done in a particular time can be seen. For this load is 0 N-m till 2 second and 

then load is changed to 1.5 N-m for 1.5 second, after that load is again changed at 3.5 

second to 2.5 N-m and in the end ran the motor at full load of 3.7 N-m at 5 second. It 

has been made sure that motor reaches steady state before applying any load change. 

This simulation has been done for 7 seconds. 

Fig.7.5 Mechanical and Electromagnetic Torque 

Figures 7.6 and 7.7 shows the stator current and speed of induction motor respectively. 

The variation in stator current is according to mechanical torque variations shown in 
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figure 7.5. It can be seen that as the mechanical torque is increasing, there is an increase 

in stator currents and there is drop in speed. 

Fig.7.6 Stator Current 

Fig.7.7 Speed 
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The change in speed can clearly be seen in the waveform. As the load torque is 

increased, it causes the motor to slow down and increases the slip and this increased 

slip causes rotor current to increase. To keep the speed of induction motor constant even 

with load changes, speed controllers have been used. In an AC machine speed 

isigoverned by theiequation 𝑁 =
120𝑓

𝑃
. Thus, it is evident that to change the speed it is 

needed to change the frequency of system because number of poles are fixed during the 

design of machine and hence cannot be changed. 

The induction motor’s torque depends on the air gap flux; therefore, it needs to be kept 

constant in order to achieve good torque performance. This air gap flux depends on V/f 

ratio hence to have good torque at all speeds it is important to vary voltage in 

accordance with frequency. 

 

7.3 INDUCTION MOTOR OPERATION WITH PI 

CONTROLLER 

The table 7.2 shows the variation in statoracurrent (ia) and speed with respectato change 

in mechanical torque. This stator current is rms value of phase current of phase a. 

Settling time is theatime required by theamotor to settle to a reference speed and it is 

noted for different loads in induction motor, rise time is also observed similarly. 

Table-7.2 Induction Motor Operation without Speed Controller 

S. No. 
Mechanical 

Torque (N-m) 

Stator 

Current (A) 

Speed 

(rpm) 

Rise Time 

(sec) 

Settling 

Time (sec) 

1. 0 1.1 1441 0.761 1.2 

2. 0.5 1.18 1442 0.762 1.1 

3. 1 1.29 1439 0.766 1.3 

4. 1.5 1.45 1443 0.768 1.18 

5. 2 1.6 1438 0.736 1.15 

6. 2.5 1.87 1442 0.476 10 

7. 3 2.1 1437 0.606 3 

8. 3.5 2.3 1441 0.498 8 

9. 3.7 2.4 1442 0.515 9 
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Figure 7.8 is waveform of torque with respect to time, in this waveform load changes 

of induction motor in the form of mechanical torque is shown. From this figure it can 

be observed that first induction motor is run at no load till 3 seconds and then load of 

1.5 N-m is applied toainduction motor for another 1.5 seconds and then load is 

increased to 2.5 N-m for another 1.5 seconds and then induction motor is run at full 

load of 3.7 N-m. 

Fig.7.8 Mechanical and Electromagnetic Torque 

Fig.7.9 Stator current 
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Figure 7.9 is stator current waveform of induction motor. In this waveform change in 

current corresponding to change in mechanical torque shown in figure 7.8 can be 

observed. From table 7.1 and table 7.2, it can be observed that operating current is less 

when speed control is used as compared to induction motor operation without speed 

controller. 

It can also be concluded that stator current required is less when control is applied as 

compared to without controller. The reason is that slip is not increasing when the 

mechanical torque load is increased and because there is very less change in slip, there 

is less increase in stator current. 

 

Fig.7.10 Speed 

Figurea7.10 represents the speed of induction motor. In figure 7.10 shows that even 

with change in mechanical torque, there is almost no to very slight change in speed 

which even cannot be seen in speed waveform in fig.7.11, therefore to see the change 

in speed, an enlarged waveform is also shown in figurea7.10, in this figureiit can 

beiseen that there is variation ofa1 to 4 rpm. 
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7.4 INDUCTION MOTOR OPERATION WITH ANN 

The table 7.3 shows the variation in stator currenta (ia) and speed with respect to change 

in mechanical torque. In this table also stator current is rms value of phase a. Rise time 

and settling time are obtained for different loads 

Table-7.3 Induction Motor Operation with ANN  

S. No. 
Mechanical 

Torque (N-m) 

Stator 

Current (A) 

Speed 

(rpm) 

Rise Time 

(sec) 

Settling 

Time (sec) 

1. 0 0.76 1431 1.376 3.4 

2. 0.5 1 1440 0.55 1.4 

3. 1 1.3 1440 0.374 0.9 

4. 1.5 1.5 1440 0.252 0.8 

5. 2 1.7 1440 0.2 0.7 

6. 2.5 1.86 1440 0.16 0.55 

7. 3 2 1440 0.142 0.45 

8. 3.5 2.15 1440 0.135 0.37 

9. 3.7 2.2 1440 0.124 0.32 

 

Figure 7.11 shows the torque variation; the mechanical torque is changed three times at 

3 sec, 4.5 sec and 6 sec from 0 N-m to 1.5 N-m, 2.5 N-m and 3.7 N-m respectively. 

Fig.7.11 Mechanical and Electromagnetic Torque 
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Figure 7.12 shows the waveform of stator current with changes in mechanical torque. 

From table 7.3, the variation in current can be seen with respect to change in mechanical 

torque. Here it can also be seen that there is no variation in speed with load changes 

except in one case, the no load speed is not as expected. Induction motor is running at 

1430 rpm in no load but for other loads, speed is as desired and there is almost no 

change in speed. 

It can also be seen fromafigure 7.12 that stator currents are more balanced than PI 

controller used for speed control. These balanced currents can be seen more clearly in 

same figure with enlarged image. 

Tables 7.1, 7.2 and 7.3, also shows that there is very slight difference in stator currents 

of ANN controlled induction motor and PI controlled induction motor. 

 

Fig.7.12 Stator Current 

Figure 7.13 shows the waveform of speed. This figure shows that there is no variation 

in speed in steady state and rotor speed follows the reference speed. However, motor is 
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not running at desired speed at no load but it is running at slightly lesser speed of 1430 

rpm and at other loads it is running at reference speed even on full load. 

 

Fig.7.13 Speed 

7.5 INDUCTION MOTOR OPERATION WITH ANFIS 

The table below shows the variationain stator current (ia) and speed with respect to 

change in mechanical torque. In this table stator current is the rms value of phase a 

current. Rise time and settling time are observed by starting induction motor at different 

loads. Here, the changes in speed with load change are almost none and motor operates 

as desired on all loads. 

In this section the results of load changes in ANFIS controlled induction motor has been 

analysed. In figure 7.14, the load changes done to see the response of induction motor 

is shown. Figure 7.15 shows the corresponding stator current waveform of induction 

motor.aThe values of phase a current can be seen in table 7.4. 
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Table-7.4 Induction Motor Operation with ANFIS 

S. No. 
Mechanical 

Torque (N-m) 

Stator 

Current (A) 

Speed 

(rpm) 

Rise Time 

(sec) 

Settling 

Time (sec) 

1. 0 0.73 1441 1.465 2.75 

2. 0.5 1 1440 0.544 1.4 

3. 1 1.31 1440 0.354 1 

4. 1.5 1.52 1440 0.252 0.7 

5. 2 1.67 1440 0.199 0.6 

6. 2.5 1.86 1440 0.158 0.46 

7. 3 2 1440 0.141 0.4 

8. 3.5 2.15 1440 0.114 0.35 

9. 3.7 2.2 1440 0.124 0.33 

 

Fig.7.14 Mechanical and Electromagnetic Torque 

In figure 7.15 the enlarged waveform of stator current can be seen when mechanical 

torque is 3.7 N-m, in this waveform it can be seen that stator currents are balanced. 

Waveform of the speed can be seen in figure 7.16. By looking at the speed waveform 

it can be concluded that time taken to regain the reference speed is least in ANFIS 

controller. 
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Fig.7.15 Stator Current 

 

Fig.7.16 Speed 



72 
 

7.6 SPEED COMPARISON 

The variation of speed can also be observed using graphs. From the data of table 7.5 

shown, a graph in figure 7.17 is drawn.  

Table-7.5 Induction Motor Speed Comparison 

S. No. 
Mechanical 

Torque (N-m) 

Speed (rpm) 

Without 

Controller 

PI 

Controller 

ANN 

Controller 

ANFIS 

Controller 

1. 0 1476 1441 1431 1441 

2. 0.5 1451 1442 1440 1440 

3. 1 1423 1439 1440 1440 

4. 1.5 1392 1443 1440 1440 

5. 2 1354 1438 1440 1440 

6. 2.5 1308 1442 1440 1440 

7. 3 1251 1437 1440 1440 

8. 3.5 1163 1441 1440 1440 

9. 3.7 1106 1442 1440 1440 

 

 

Fig.7.17 Speed Graphs 
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This graph only shows the speed when steady state is reached and therefore all the 

controllers are almost in one line and variation cannot be seen, however there is 

difference in time of reaching the steady state speed after the application of load change 

which can be seen in table-7.5. 

7.7 CURRENT VARIATION 

Table-7.6 shows the changes in stator current with load change. It is to mention that 

these currents are rms value of stator current of phase a. 

Table-7.6 Stator Current Comparison 

S. No. 
Mechanical 

Torque (N-m) 

Stator Current (A) 

Without 

Controller 

PI 

Controller 

ANN 

Controller 

ANFIS 

Controller 

1. 0 0.77 1.1 0.76 0.73 

2. 0.5 1 1.18 1 1 

3. 1 1.39 1.29 1.3 1.31 

4. 1.5 1.81 1.45 1.5 1.52 

5. 2 2.27 1.6 1.7 1.67 

6. 2.5 2.82 1.87 1.86 1.86 

7. 3 3.44 2.1 2 2 

8. 3.5 4.27 2.3 2.15 2.15 

9. 3.7 4.71 2.4 2.2 2.2 

 

The stator current noted in table-7.6 are rms value of phase-a current. Here, it can be 

observed that current of induction motor without any controller or in open loop is 

increasing with increase in load very sharply whereas in case of speed controllers, it is 

increasing but these increases are gradual and less. 

Also, no load current can be observed to be very high in PI based V/f controller whereas 

it is low in ANN and ANFIS based controllers. 

With this graph it can be conclude that for better speed regulation ANN and ANFIS 

based speed controllers are much better than PI controller as they will consume less 

power and therefore losses will also be less. 
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The graph of stator current variation is shown in figure 7.18. Both ANN and ANFIS 

controllers are showing approximately same stator current and hence in figure 7.18.  

 

Fig.7.18 Stator Current Graph 

 

7.8 RISE TIME VARIATION 

Rise time is very important characteristic which tells how fast the induction motor gains 

the speed from 0 rpm to reference speed. Table-7.7 shows the rise time of speed with 

various controllers.  

From table-7.7, it can be seen that in case of without controller, rise time is increasing 

with load and when motor is put on full load, it ran in opposite direction which 

indicating the pull-out of induction motor. When PI controller is used, rise time curve 

shows very peculiar behavior, it remained almost constant up to 2 N-m and then reduced 

and then decreased. With ANN and ANFIS controller rise time is very high at the 

starting and is gradually decreasing with increase in load, it is because that the ANN 

and ANFIS controllers are trained according to mechanical torque and speed of the 

induction motor. 
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Table-7.7 Rise Time Comparison 

S. No. 
Mechanical 

Torque (N-m) 

Rise Time (sec) 

Without 

Controller 

PI 

Controller 

ANN 

Controller 

ANFIS 

Controller 

1. 0 0.35 0.761 1.376 1.465 

2. 0.5 0.43 0.762 0.55 0.544 

3. 1 0.48 0.766 0.374 0.354 

4. 1.5 0.6 0.768 0.252 0.252 

5. 2 0.835 0.736 0.2 0.199 

6. 2.5 1.13 0.476 0.16 0.158 

7. 3 1.963 0.606 0.142 0.141 

8. 3.5 - 0.498 0.135 0.114 

9. 3.7 - 0.515 0.124 0.124 

 

 

Fig.7.19 Rise Time Graph 

In case of PI controller, control voltage of SVPWM increases gradually with increase 

in speed whereas ANN and ANFIS controllers are trained so that it gives specific 

SVPWM control voltage at specific mechanical torque. 
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7.9 SETTLING TIME VARIATION 

Table 7.8 is the settling time of induction motor without and with various controllers 

and figure 7.20 is graph plotted with these data. 

Table-7.8 Settling Time 

S. No. 
Mechanical 

Torque (N-m) 

Settling Time (sec) 

Without 

Controller 

PI 

Controller 

ANN 

Controller 

ANFIS 

Controller 

1. 0 0.95 1.2 3.4 2.75 

2. 0.5 1.1 1.1 1.4 1.4 

3. 1 1.2 1.3 0.9 1 

4. 1.5 1.45 1.18 0.8 0.7 

5. 2 1.9 1.15 0.7 0.6 

6. 2.5 2.5 6 0.55 0.46 

7. 3 4.1 7.3 0.45 0.4 

8. 3.5 - 8 0.37 0.35 

9. 3.7 - 9 0.32 0.33 

 

 

Fig.7.20 Settling Time Graph 
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Settling time is the timearequired for a pulse to reach its steady state value or withinathe 

limits of steady state value. The settling time increases as the load is increased in an 

induction motor if induction motor is operated without any controller as it can be seen 

in grey color line of figure 7.20. Similar to rise time, in settling time graph also PI 

controller is showing very peculiar pattern. Rise time was changing suddenly so is the 

settling time increasing suddenly at 2.5 N-m mechanical torque. With ANN controller, 

settling time with no load is highest but as the load is increased, settling time reduces 

and induction motor becomes faster and its controlling is also faster as compared to PI 

controller. In case of ANFIS controller also settling time waveform is normal and 

showing gradual decay. 
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CHAPTER 8 

 

CONCLUSION AND FUTURE SCOPE 

 

 

 

8.1 CONCLUSION 

Simulation of SVPWM based control of induction motor drive using PI control, ANN 

control and ANFIS control method is done in MATLAB/Simulink.aThe simulation is 

made for without speed controller and with speed controllers and anticipated output is 

obtained. The speed of induction motor is controlled to referenceaspeed with changes 

in load. 

The variation of speed of induction motoraisaobserved by varying load torque with and 

without speed controllers and results are noted in table. It is observed that overall 

performanceaof induction motor is good with ANFIS controller. Speed is found to be 

reference speed in all loading conditions, stator current is least in almost all the loads 

among all the controllers. Though rise time is high during no load but with increased 

load, ANFIS controller gives least rise time, also settling time is less with increase in 

load. 

8.2 FUTURE SCOPE 

Some workable recommendations for future work to the work carried out in this 

dissertation are given below: 

• The experimental execution of induction motor drive can be carried out using 

dSpace. 

• SVPWM technique can also be carried out for multilevel inverter in order to further 

reduce theaharmonics. 
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APPENDIX 

 

 

INDUCTION MOTOR 

Induction motor isathe load used in this project. It’s a half hp double cage induction 

motor. Simulink block of double cage induction motor isashown in figure 6.12. 

 

Fig.6.12 Induction Machine 

Induction motor used for the load has the following parameters: 

Nominal line to line rms voltage   : 400 V 

Nominal frequency     : 50 Hz 

Nominal (full load) line current (In)   : 2.33 A 

Nominal (full load) mechanical torque (Tn)  :  3.69 N-m 

Synchronous speed     : 1500 rpm 

Starting current to nominal current ratio (Ist/In) : 7 

Starting torque to full load torque ratio (Tst/Tn) : 2.2 

Stator resistance (Rs)     : 13.08 Ω 

Stator inductance (Ls)     : 6.32 mH 

Cage 1 resistance (Rr1`)    : 10.39 Ω 

Cage 1 inductance (Lr1`)    : 6.49 mH 

Cage 2 resistance (Rr2`)    : 10.42 Ω 

Cage 2 inductance (Lr2`)    : 6.32 mH 

Mutual inductance (Lm)    : 0.4859 H 

Pole pairs      : 2 
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