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ABSTRACT 
 

 

Digital technologies have gained immense attention of the researchers recently due to 

extensive use of digital techniques in everyday life. Our government has also started 

programs like Digital India, which has also enhanced the use of Digital media and 

mostly Digital images in everyday life and thus its use in forensics has also increased 

tremendously. Digital images are quite simple to tamper because advanced image 

processing and editing tools are easily available today. Today, adding or removing 

important features from an image without leaving any visible mark that the image has 

been tampered is very easy, which is a serious social issue as well as it is used by 

criminals to alter the important features of the image so that they can escape 

punishments easily. As information processing in digital domain is replacing analog 

processors and the digital image and video cameras replacing analog ones, the 

requirement to authenticate the digital images to legitimize their content, and detecting 

copy move forgery is only increasing. In this thesis, a special type of widely used image 

tampering method i.e. cloning, in which a single or multiple portions of an image are 

copied and then they are moved somewhere else in the same image and pasted there with 

the motive to hide any important detail of the image or to replicate the given feature 

many times in the image of interest. Image forgery is the technique of detecting image 

modification, either with the previous information about the source image (active) or 

without (passive). Further the images can be scaled, rotated, shifted or flipped, thus 

detection of the forgery in the image is further made difficult. In comparison to the 

earlier studies, our thesis1gives a better representation as well as comparison, challenges 

and future work in a well organized manner. 

 

 In this thesis, we study a new feature based technique which when combined with 

clustering, SWT, RANSAC will provides us better results. Following techniques are 

used to detect the cloned image and localization of the cloned areas of the image which 

describe the thesis in a nutshell.  
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Cloning detection is a block based technique which use extensive search to detect the 

cloned portions of the image. There are 2 block based search algorithms that can be used 

in this technique, which are Exact Match and Robust Match. Exhaustive search is done 

after computing the autocorrelation of the given image and then it is ready for 

application of various feature based and non feature based techniques which are 

described below:  

 

 DCT based technique: In this a sliding window of 16X16 dimension is used to 

compute the DCT matrix of the image whose coefficients are quantized and 

inserted in a row which is lexicographically sorted. Rows that match exactly will 

give the location of the cloned portions of the image. 

 

 SIFT based technique: In this SWT is computed to preprocess the image then 

SIFT is computed on the approximate sub band produced during SWT. The 4 

steps used to calculate SIFT and then key points are extracted and then matching 

and clustering of the extracted key points is done and at last RANSAC is used to 

remove false positives in this image. This technique will also provide the cloned 

regions but is better than DCT because it can be used for rotated rescaled clones. 

 

 MIFT based technique: In this SWT is computed to preprocess the image same 

like we did in SIFT to compute the approximate sub band. The 4 steps used to 

calculate MIFT which generates quality vectors with the help of their 

neighborhood and then descriptor is formed and then matching and clustering of 

the extracted key points is done and at last RANSAC is used to remove false 

positives in this image. This technique will also provide the cloned regions but is 

better than DCT because it can be used for rotated rescaled clones. 

1 2 3 1 2 1  2  3  1 2  1 12 1 2 3 1 2 1  2  3  1 2  1 11 2 3 1 2 1  2  3  1 2  1 12 1 2 3 1 2 1  

2  3  1 2  1 12 1 2 3 1 2 1  2  3  1 2  1 11 2 3 1 2 1  2  3  1 2  1 121 2 3 1 2 1  2  3  1 2  1 

12 1 2 3 1 2 1  2  3  1 2  1 11 2 3 1 2 1  2  3  1 2  1 12 1 2 3 1 2 1  2  3  1 2  1 12 1 2 3 1 2 



(vii)  

CONTENTS 

 

Candidate’s Declaration              i 

Certificate                ii 

Acknowledgement                    iii 

Abstract                iv 

Contents                vi 

List of Figures                            ix 

List of Tables               xii 

List of Symbols, abbreviations                                                                                                 xiii 

CHAPTER 1     INTRODUCTION                                                                                          1 

1.1 Motivation          5                                   

1.2 Applications                                  7 

1.3 Evolution of Image Forgery Detection Technique         7 

1.4 Summary          10 

 

CHAPTER 2     CLONING                                                                                                      12                   

2.1 Copy Move Forgery          12                                 

2.2 Detection of Cloning          13  

2.3 Exhaustive search          14                                 

2.4 Autocorrelation                                   16 

2.5 Detection of iCloning with Block Matching iTechnique         18 

2.6 Resampling Detection Method                22 

2.7 Histogram Method             25 

2.8 DCT Method                                                                                                                  30 

2.9 SIFT Algorithm              31 

2.10 MIFT Algorithm                                                                                                           39 

 

 



(viii)  

CHAPTER 3     RESULTS                                                                                                       42 

3.1 DCT Algorithm             42                                 

3.2 SIFT Algorithm             46                    

3.3 MIFT Algorithm      50 

3.4 Comparison between Feature based methods and DCT                                                56 

3.5 Experimental Parameters used in computation                                                             58 

3.6 FutureWork                                                                                             

 

 REFERENCES                                                                                                                         60 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



(ix)  

LIST OF FIGURES 

 

Fig 1.1  After and before applying image retouching technique 

Fig 1.2  Cloning or copy move image forgery to remove one pencil 

Fig 1.3  Splicing of 3 different images to form forged image 

Fig 1.4  Watermarking of image to protect it from tempering 

Fig 1.5  The face of A. Lincoln was cloned over that of J. Calhoun with the help of copy move 

technique 

Fig 1.6  Tempered picture of Osama Bin Laden published by British Newspaper Mail, 

Times,Telegraph, Sun & Mirror and also broadcasted by Pakistani news channel 

Fig 1.7  The forged image in the left shows George Bush holding the book upside down and 

its original image at the right. 

Fig 1.8  The forged image in the left shows George Bush holding the book upside down and 

its original image at the right 

Fig 1.9  Flow diagram of Re-sampling detection technique 

Fig 1.10  Flow diagram of Contrast enhancement detection technique 

Fig 2.1  Forged picture is above where jeep is hidden with the help of cloning, downside is 

real picture 

Fif 2.2 Flow diagram image cloning detection tecnique 

Fig2.3  Result obtained out of cloning detection Block matching technique in the exact match 

mode when the Block size(A) is taken to be 1 

Fig 2.4  Histogram  analysis of compressed and doubly compressed images 

Fig 2.5  Histogram of original image and that obtained after the compressed image is pasted 

over non compressed image 

Fig 2.6 Method to detect image forgery with the help of cluster based technique 

Fig 2.7  Flow diagram of SIFT based method 

Fig 2.8  Demonstrates the image generated after decomposition by 2D-SWT on input image. 

Fig 2.9 Pictorial representation of calculation of DOG of an image 

Fig 2.10 Pictorial representation to find out the maxima out of 26 neighbourhood pixels 

Fig 2.11  Initial position of the key points generated in the first step of SIFT i.e. with the help 



(x)  

of DOG to find out scale space extrema of the given image 

Fig 2.12  Precisely Selected Key-points generated in the second step of SIFT with the help of 

thresholding using Taylor series expansion 

Fig 2.13 Feature vector of MIFT showing twice the number of features than SIFT 

Fig 3.1  Left: Original picture; Middle: Input picture; Right: Output picture with threshold 10 

and quality factor 0.5 

Fig 3.2  Left: Original picture; Middle: Input picture; Right: Output picture with threshold 27 

and quality factor 0.35 

Fig 3.3  Left: Original image; Middle: Input image 

Fig 3.4  Top Right: Output image with threshold 32 and quality factor 0.745; Bottom Right: 

Test  image showing only the regions that were highlighted 

Fig 3.5  Left: Original image with box around the region that will be copied; Middle: Input 

image where the highlighted region from left was scaled by 150% and used to cover numbers 

3, 4, and 5. Right: Output image showing no highlighting, quality factor 0.75 and threshold 

10. 

Fig 3.6  Inability to detect the degree of rotation when the segment is flipped by 180 degree 

and placed on the given picture. 

Fig 3.7  Shows an input image which is forged as the bird is copied and moved to another 

place. 

Fig 3.8  DOG of given input 

Fig 3.9  (a) Real, (b) Cloned, (c) Cloning Detection 

Fig 3.10  DoG Pyramids of Approximate Components 

Fig 3.11  Final output of SIFT based technique 

Fig 3.12  Shows an input image which is forged as the bird is copied and moved to another 

place while flipping it with 180 degree. 

Fig 3.13  DOG of given input 

Fig 3.14  (a) Real, (b) Cloned, (c) Cloning Detection 

Fig 3.15  DoG Pyramids of Approximate Components 

Fig 3.16  Final output of MIFT based technique 

Fig 3.17  Shows an input image which is forged with resizing 



(xi)  

Fig 3.18  DoG Pyramids of Approximate Components 

Fig 3.19  Final output of MIFT based technique 

Fig 3.20  Shows an input image which is forged with rotation 

Fig 3.21  DoG Pyramids of Approximate Components 

Fig 3.22  Final output of MIFT based technique 

Fig 3.23  Shows an input image which is forged with rotation 

Fig 3.24  DoG Pyramids of Approximate Components 

Fig 3.25  Final output of MIFT based technique 

Fig 3.26  Original image and its modified picture with splicing effect. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



(xii)  

LIST OF TABLES 

 

 

     Table 3.1- Performance analysis Factors  

     Table 3.2- Outcome of proposed method  

Table 3.3- Performance of proposed method 

Table 3.4- Comparison of performance based on different attacks on image 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



(xiii)  

 

LIST OF SYMBOLS, ABBREVIATION 

 

CMFD : Copy Move Forgery Detection 

SIFT : Scale Invariant Feature Transform 

MIFT : Mirror Reflection Invariant Feature Transform 

DCT : Discrete Cosine Transform 

SWT : Stationary Wavelet Transform 

RANSAC : Ranom Sample Consensus  

TP : True Positive 

TN : True Negative 

FP : False Positive 

FN: False Negative 

TPR : True Positive Rate 

FPR : False Positive Rate 

 

 

 

 

 

 



1  

CHAPTER 1 INTRODUCTION 

 

In recent years, broad research has been led to detect the copy move picture forgery or 

cloning in digital images because of various advancements in the digital technology. The 

simple accessibility of cutting edge image processing and editing softwares makes it 

simple to remove any important part of the digital picture or add any critical part from 

one or numerous digital pictures, without leaving any visible mark that the given picture 

has been manipulated. Digital manipulation can be of any kind and these sorts ca 

n likewise be improved. In light of this Genuinity of pictures can't be determined by just 

looking the image. The kind of picture forgery is classified into 3 frames. This is done 

based on cloning system.  

Image retouching is considered as the least destructive kind of digital image 

manipulation, which does not fundamentally change a picture but rather upgrade or 

obscure certain highlights of this picture, thus help in enhancing the contrast, sharpness 

and brightness of the image. It is very well known among magazine photograph editors 

and even every individual has done this sooner or later of time to improve certain 

highlights of our picture with the goal that it will turn out to be more appealing, 

overlooking the fact that these manipulations are morally wrong. Fig.1.1 demonstrates 

the digital images before and after applying image retouching technique on it. 

 

  

Fig 1.1 After and before applying image retouching technique 
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Cloning is identified with Splicing whereas in this case, just a single picture is utilized 

for producing the forged image rather than two images. In cloning, some portion of a 

picture is copied and the consistency can be kept up with the help of blurring the edges 

of the cloned region Fig. 1.2 demonstrates a case of cloning. In the final image one of 

the pencils is hidden with the help of background area. The background grey area is 

selected from the image and a piece of this background is used to hide the pencil by 

placing this portion of the background exactly over the desired pencil. In different cases, 

the copied portion of a manipulated picture can be rotated, scaled, flipped and can even 

be retouched before cloning the given image with this segment of image. Thus this 

technique to manipulate image is very dangerous in forensics as many important parts of 

the image can be hidden with the help of this technique and also the number of any 

important detail can be enhanced any number of times. For example, instead of hiding 

the given pencil in fig 1.2, the number of pencils can be increased by copying a pencil 

and placing it on background or above other pencils. Thus this technique is really 

dangerous for forensic studies where the criminal may hide an important portion of the 

image. 

 

 

Fig 1.2 Cloning or copy move image forgery to remove one pencil 

 

Among these techniques, we will concentrate on Copy-Move image forgery or cloning. 

Another case of cloning is appeared in fig.1.3, in which the paper pattern demonstrates 3 

distinct photos were utilized in making the final picture. The 1.3 images are: Image of 

White House, Image of Bill Clinton and Image of Saddam Hussain. In this, the image of 

White House was blurred and rescaled to make a deception of an out of center 
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background. Now at that point, Bill Clinton and Saddam Hussain were cut off from their 

separate distinctive pictures and kept on the primary background to make a meaningful 

final image. The right shadow and lightning were safeguarded and the speak standing 

with microphone was deliberately acquired so this is a case of the extremely practical 

looking image cloning .  

 

 

Fig 1.3 splicing of 3 different images to form forged image 

 

The following case of digital image cloning was given in the general conference by Dr. 

Tomaso A. Poggio at Electronic Imaging 2003 in Santa Clara. In his discussion, he 

showed that the lip movement of any individual, while he is talking, can be learned by 

specialists and afterward the lips were digitally manipulated to arbitrarily change the 

spoken words. For instance, a video cut demonstrating a TV anchor who was 

broadcasting the news was forged to make him look like he is singing a well known 

melody rather, while maintaining the match between the tune and lip movement. This 

reality that individuals can utilize digital softwares to carefully tempering pictures and 

video to make unrealistic and arbitrary circumstances threatens to limit the reliability of 

videos and pictures appeared as proof in forensic analysis without realizing the fact that 

the video and images are in advanced manipulated form with the help of tempering 
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softwares. One can easily digitize the simple analog video clip, transfer it into software, 

perform the required frauds, and afterward save the generated output forged video in the 

NTSC design on a customary tape. The circumstance will additionally deteriorate as the 

software that perform imitations will get leaked from research labs and come out in the 

real world as a business tool  

The necessity for discovery of advanced digital frauds has been recognized by 

researchers, yet at present new research work and papers publication is generally less. 

Delicate content validation, content confirmation, identification of manipulation, 

localization of alterations, and recuperation of real images and videos are done through 

digital watermarking. While digital watermarks can give essential data about the picture 

integrity and we know it’s preparing history that the watermark must be available in the 

picture before the tempering of the content. Thus its application is restricted to 

constrained conditions that incorporate military frameworks or surveillance cameras. 

Tempering in the-wild will be perceivable utilizing a watermark just when all advanced 

obtaining gadgets are furnished with a watermarking chip. It may happen, yet to utilize 

inadvertent camera "fingerprints" identified with the noise of the sensor; its shading 

array, as well as its dynamic range to find the manipulated regions in pictures is 

extremely troublesome. Classifying surfaces that are present in characteristic pictures 

utilizing statistical means and discovering inconsistencies in those statistics between 

various segments of the picture is another strategy for blind forgery discovery. Such 

methodologies will give huge number of missed location and additionally false 

positives. 

 

Fig 1.4 Watermarking of image to protect it from tempering 
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MOTIVATION  

 

Picture forensics is largely utilized these days for detecting criminal. It is required in 

view of the popularity of picture and video fraud, which began in mid 1840s. The 

individual behind the deceitful picture was H. Bayradwas, he was pictured like he was 

about to commit a suicide. 

Next tempered picture came out in 1860s¸in which the face of A. Lincoln was cloned 

over J. Calhoun. The scenes which are graphical splicing are extremely common in 

Hollywood movies in which Computer graphic softwares assumes a critical position.  

Forged photographs additionally assume critical position in war publicity, where these 

are used mostly to inculcate hatred among masses. Different recordings of Osama Bin 

Laden came into picture in the tragic episode of  9/11 which, after further examination, 

were identified to be tempered. Fig 1.6 shows the tempered pictures of Osama Bin 

Laden shown by Pakistani news channel and was also published in British Newspaper 

Mail, Times, Telegraph, Sun & Mirror. 

Today different instruments are accessible by which the advanced pictures can be 

adroitly and effortlessly tempered. In light of this foreseeing the Genuinity of 

photograph has turned out to be very troublesome. 

 

Fig 1.5  The face of A. Lincoln was cloned over that of J. Calhoun with the help of copy move technique 
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Thus we saw the trend of image forgery was started in 19th century and after that it has 

increased on a rapid scale. We know that the pictures speak louder than the words and 

this phrase is actually true as the images contain significantly larger information than the 

equal amount of words. Pictures can speak more than a witness can, but the 

advancedsoftwares that are tempering these images are a real drawback to the criminal 

identification system of our forensic labs. 

To detect the authenticity of the images produced as witnesses, we need advanced tools 

so that the real justice can be guaranteed and criminals may not escape the punishment 

with the use of advanced digital cloning tools to modify the witness images for their 

advantages.  

Many algorithms have been developed for the final development of an advanced digital 

software which would easily detect the tempering with greater efficiency, accuracy and 

in lesser time. This work is another such algorithm which provides faster and accurate 

results. 

 

Fig 1.6  Tempered picture of Osama Bin Laden published by British Newspaper Mail, Times,Telegraph, 

Sun & Mirror and also broadcasted by Pakistani news channel 
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APPLICATIONS 

 

The uses of image cloning detection approaches are as per the following: 

 

 Forensic examination in labs  

 Criminal examination as a witness of crime in courts 

 Insurance handling and digital pension schemes where a person has to submit a 

proof that he is living or died in order to avail benefits. 

 Surveillance frameworks in various government departments which required 

additional safety like atomic energy, foreign procurement, foreign relations and 

other departments like RBI and also private companies which requires great 

piece of safety. 

 Intelligence administrations for the safety of the nation from terrorists and 

criminals and from bank or other robbery also. 

 Medical imaging for the diagnosing of various fatal diseases at a early stage. 

 Journalism for prevention of spreading the false information or misleading the 

people of the nation 

 

It will be useful in finding the truth of a picture. Further uses are to indicate whether the 

popularity demonstrated is unique, as number of individuals can be expanded or 

diminished through cloning techniques. It is very essential to discover the manipulation 

when somebody or something is covered up in a picture. 

  

EVOLUTION OF IMAGE FORGERY DETECTION TECHNIQUES 

 

As of late, many image cloning detection algorithms and tools have been produced and 

have reviewed and in this study I have discovered that a portion of these strategies can 

be combined for cloning recognition and better efficiency with the help of feature based 
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methods like SIFT(scale invariant feature transformation) and reflexive SIFT. The 

methodologies to detect cloning are characterized into two classes:  

 Active approach (Non Blind) and  

 Passive methodology (Blind)  

 

Active cloning recognition strategies requires the previous data about the real picture 

and for this the access to the original image is required which is quite difficult in real 

time applications, for example, a reference format or various kinds of features extracted 

from the original image. Thus they are not programmed. These methods have restricted 

applications in light of the fact that the genuine picture is inaccessible in generally in 

every handy situation.  

Passive techniques are the most recent strategies and have more extensive application 

since they don't require anything from the developer. Thus the original image is not 

required and hence this technique has made many new researchers to work for it. 

Our newly devised algorithm is a further extension of the passive technique in which we 

are not provided with the original images and only forged images are available. Thus the 

features of only forged images are enough for the detection and localization of the 

cloned areas of the images. Fig 1.7 shows the manipulated image in the left in which 

George Bush is holding the upside down book whereas in the original image he is 

holding the book in the correct way. 

 

Fig 1.7  The forged image in the left shows George Bush holding the book upside down and its original 

image at the right. 
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Fig 1.8 shows the forged image of leaders in white house in left and its real image in 

right. 

 

Fig 1.8  The forged image in the left shows George Bush holding the book upside down and its original 

image at the right. 

 

Various active techniques are given below:  

 Watermarking  

 Greenspan et al. 

 Onishi and Suzuki 

 Choi and Kim In Xiong and Quek  

 Ulas et al. 

 

Various passive techniques are given below:  

 Pixel-dependent  

 Format- dependent  

 Camera- dependent  

 Physics- dependent  

 Geometric- dependent  

 Using Expectation Maximization (EM)  

 Rescaling Detection Method 



10  

                     Input image  

 

 

 

 

 

 

 

 

                                      Fig 1.9 Flow diagram of Re-sampling detection technique 

 

 Contrast enhancement (Intrinsic Fingerprinting) 

                           Input image  

 

           

 

 

 

 

 

Fig 1.10  Flow diagram of Contrast enhancement detection technique 

 

SUMMARY 

 

The above mentioned methodologies have various preferences as they can manage a 

wide range of geometric changes, blurring and disfigurement. The space and time 

required for count is likewise less as compared with square based techniques. Yet at the 

same time there are following issues. 

  

 These approaches are not suitable for flat areas of the image.  

 High false positive rate (FPR) of the recognized outcome.  
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 Accurate method for cloning localization isn't accessible.  

 Computational efficiency is relatively less.  
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CHAPTER 2  CLONING 

 

COPY MOVE FORGERY 

 

In ilight iof ithe iextraordinary iwork iof ithe iissue iand iits iexceedingly iunexplored istructure, 

ithe icategorizing iforgeries iby itheir imechanism iand ianalyzing ievery iforgery itype 

icontrastingly iis ithe ibasic inecessity. iIn iattempting ithat, ian iassorted iForensic iTool iSet iwill 

ibe iconstructed. iDespite ithe ifact ithat ievery isoftware imay inot ibe ipowerful ienough ito igive 

iadequate iproof ithat ithe iprovided iimage iis idigitally iforged, iwhen ithe ifull icombination iof 

idevices iis iutilized, ia iresearcher i ican ijoin ithe icombined iproof iand ieffectively igive ithe ibest 

ianswer. iThe iinitial imove itowards icreating ithe iFTS iis itaken iby iremembering ione 

iextremely ibroad iclass iof itempering, ithe idigital iCopy-Move iforgery, iand imaking 

iproficient ialgorithms ifor iits iaccurate ilocation.  

 

iIn ia iCopy-Move imodification, ia ipiece iof ithe ipicture iis icloned iinto ianother ipiece iof ia 

isimilar ipicture ito iinfluence ia iquestion i"to ivanish" ifrom ithe ipicture iby icovering iit iwith ithe 

ireplicated isegment. iFinished iterritories ilike igrass, ifoliage, irock, ior itexture iwith iuneven 

ipattern, iare iperfect ifor ithis ireason iin ilight iof ithe ifact ithat ithe iduplicated izones iwill 

ieffortlessly imix iwith ithe igiven ibackground iand ithe ihuman ieye ican ionly iwith isignificant 

ieffort idistinguish iit. I 

 

Since ithe icloned iportion iwas itaken ifrom ithe isame ipicture, iits icomponent iof inoise, icolor 

ipattern, idynamic irange, iand iother iessential iattributes iwill ibe iin icorrelation iwith iwhatever 

iis ileft ion ithe ipicture iand isubsequently iwon't ibe irecognizable iutilizing icalculations ithat 

isearch ifor icontrasting iqualities iin istatistical imeasures iin idifferent ifragments iof ithe 

ipicture. iTo iimprove ithe icloning, ione ican iutilize ithe ifeathered icropping ior ithe icorrect 

iretouching ito iadditionally ihide iany ihints iof ithe icloned iportions.  

 

iInstances iof ithe iCopy-Move ifalsification iare ishown iin iFig 2.1, iin iwhich, ia itruck iwas 

icovered iwith ithe ihelp iof icloning iof ifoliage. 
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Fig 2.1  Forged picture is above where jeep is hidden with the help of cloning, downside is real picture 

 

DETECTION iOF iCLONING 

 

In icloning idetection, ithere iis icomparability ibetween ithe igenuine ipicture iand ithe 

ireplicated isection iof ithe ifake iimage. iThis icorrelation ibetween idifferent isections iof ithe 

iimage ican ibe iutilized ifor ithe iidentification iof ithis isort iof imodification, ias ithe ichange iwill 

ipresumably ibe isaved iat isome ilocation iin ithe ilossy iJPEG idesign iand ithe iutilization iof ithe 

iretouching itools ior idiverse ilocalized iimage imodification ialgorithms, ithe ifragments iwill 

ijust iroughly icorrelate inot icompletely. iHenceforth, iwe ican ilocate ithe iaccompanying 

inecessities ifor ithe idetection ialgorithm: i 

 

 The irecognition ialgorithm ior ithe idetection itool iought ito igive ian iinexact iand 

iinappropriate imatching ior icorrelation iof ithe ipicture isegments. i 

 

 Less icomputational itime ifor idetecting ithe iimage iis iforged ior inot iand ialso ifor ithe 

idetection iof ithe iexact iplace iwhere icloning iis iperformed ion ithe iimage ii.e. 

ilocalization iof icloning. 



14  

 False ipositives ishould ibe idetected iand ilocalized iin ithe iimage iso ithat iunwanted 

icomplications idon’t iarise iin ithe idetection iof icloning. 

 

 The icloned iportion iwill ibe ia iconnected ifragment iinstead iof ian iaccumulation iof 

icontracted ipatches ior icouple iof ipixels. 

 
 i i i i i 

 i 
 i i i 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2 Flow diagram image cloning detection tecnique 

 

The iprocess ifor iidentification iand ilocalization iof icloned iregions iis igiven ibelow i: 

 

EXHAUSTIVE iSEARCH 

 

This iis ithe idirect iand imost iconspicuous istrategy. iIn ithis imethodology, ithe ipicture iand iits 

icircularly ishifted iduplicate ior imodified iimage iare iconfronted isearching ifor iexceptionally 

Preprocessing of the given picture 
to make it suitable for further 
steps. 

Technique 
using Key-
Points 

Technique 
using 
Blocks 

Extraction of Features of given 
Image 

Feature Matching  

Filtering of matches to remove false positives 

Postprocessing of the 
given picture 
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icorrelating ipicture ifragments. i 

Envision ithat i𝑥𝑖𝑗  iis ithe ipixel iestimation iof ia igrayscale ipicture iof isize iL×M iat ithe iposition 

i(i, ij). iThe iaccompanying icontrasting ivalues iare irecorded: 

 

|𝑥𝑖𝑗-𝑥𝑖+𝑘mod(L).(j+l).mod(M)|,                                                                                       ...1 

 

Where; 

k= i0,1,…………L-1; 

n= i0,1,…………M-1 ifor iall ii iand ij. 

 

On icomparing i𝑥𝑖𝑗  iand iits icyclical ishift i[k,n] iis iequivalent ito icontrasting i𝑥𝑖𝑗  iand iits 

icyclical ishift i[k',n'], iwhere ik'=L– ik iand in'=M– in. iConsequently, iit isatisfactory ito iidentify 

ijust ithose imovements i[k,n] iwith i1≤ ik i≤ iL/2, i1≤ in i≤ iM/2. iHence ithe icomplexity iof 

icomputation iwas icut iby ia ifactor iof i4. For ievery ishift i[k,n], ithe idistinctions iΔ𝑥𝑖𝑗  iare 

ifigured iand ithresholded iwith ia ivery ismall ilimit it ibut ithe idetermination iof ithe ithreshold 

ilimit iis icomplicated, iin ilight iof ithe ifact ithat iin inormal ipictures, ithe ipairs iof ithe ipixel iwill 

iprovide icontrasts iunderneath ithe igiven ithreshold it ibut iwe iare ijust iinterested ion iassociated 

ifragments iof icertain inegligible isize. I 
 

Henceforth, ithe ithresholded icontrast iΔ𝑥𝑖𝑗  iis ithen imodified iutilizing ithe imorphological 

iopening ifunction iin iwhich, ithe iimage iis ifirst ieroded iand iafter ithat idilated iwith ithe 

ineighboring ipixels icomparing ito ithe iinsignificant isize iof ithe iduplicated iterritory. iThe 

iopening ifunction iexpels iisolated ipoints. iDespite ithe ifact ithat ithis itechnique iis ipowerful 

iyet iis icomputationally iexpensive itoo. iIn ithis imanner, idue ito iexhaustive isearch, iit iis 

iillogical ifor imedium iand ilarge isized ipictures. i 

 

Amid ithe iidentification, iall iof ithe ishifts i[k,n] iwith i1≤ ik, il i≤ iL/2 ishould ibe idistinguished. 

iFor ievery ishift, ievery ipixel ipair iwould ibe itaken iinto iconsideration, icompared, 

ithresholded, iand iafterward ithe ientire ipicture imust ibe idilated iand ieroded. iThe icorrelation 

iand ipicture imanipulation irequire ithe iorder iof iLM itasks iper imove. 
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Therefore, ithe iaggregate icomputational irequirements iare icorresponding ito i (𝐿𝑀)2. iFor iinstance, ithe icomputational iprerequisites ifor ia ipicture ithat iis itwice ias ilarge 

iare i16 itimes ibigger. iConsequently iit iis iutilized ifor ionly ismall ipictures ias iit iwere. 

 

AUTOCORRELATION 

 

The icomputation iof iautocorrelation iof ithe ipicture ix iof ithe isize iL×M iis igiven ibelow: 

 𝑟𝑘,𝑛  i= i∑ ∑ xi,j iMJ=1Li=1 𝑥𝑖+𝑘,𝑗+𝑛                                                                                          ...2 

 

Where, 

i,k i= i0,1,…..,L-1, 

j,n i= i0,1,……,M-1, 

 

The iautocorrelation ican ibe ieffectively iand ieasily icomputed iusing ithe iFourier itransform: 

 

r i= ix*𝑥̂,                                                                                                                            ...3 

 

Where, 𝑥̂= i𝑥𝐿+1,𝑀+1−𝑗, 

Where, 

i i= i0,1,…..,L-1, 𝑖 
j i= i0,1,……,M-1, 

 

Thus, 

r i= i𝐹−1{F(x).F(𝑥̂)},                                                                                                          ...4 
 i 

The iautocorrelation ibetween ithe ireal iand ireplicated ifragments iwill iprovide ipeaks iin ithe 

iautocorrelation ifor ithe imovements ithat iwill irelate ito ithe icloned ifragments iof ithe isame 

iimage. iBe ithat ias iit imay, ion ithe igrounds ithat inatural ipictures icontain itheir ipower 

idistribution iin ithe ilow-frequency iarea iin imost iof ithe icases. i iIf ithe iautocorrelation i(r) iis 
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idetermined ifor ithe ipicture iitself ithen ivery ilarge ipeaks iwill ibe ipresent iat ithe icorners iand 

itheir ineighborhoods. In ithis iway, iwe iregister ithe iautocorrelation ifrom iits ihigh-pass 

ifiltered iadaptation iof ithe igiven iimage iso ithat ifalse ipositives iwill iget iremoved. iA ifew 

ihigh-pass ifilters iwere iattempted ilike i: 

 Marr iedge idetector 

 Laplacian iedge idetector 

  iSobel iedge idetector 

  iNoise iextraction iutilizing ithe i3×3 iWiener ifilter. 

 

Here iwe ifound iout ithat ithe ibest ione iwas ithe i3×3 iMarr ifilter. 

 

Let ithe iinsignificant isize iof ia icloned ifragment iis iB, ithe iautocorrelation iclone ilocation 

itechnique icomprises iof ithe iaccompanying imethodologies: 

 

1. iFirst itake ithe itest iimage iand iapply ithe iMarr ihigh ipass ifilter. i 

2. iFigure iout ithe ivalues iof iautocorrelation ir iof ithe ipicture iobtained iafter istep i1. i 

3. iAs ithe iautocorrelation iis isymmetric, iwe ican iremove ihalf iof ithem. 

4. iNow iwe iare ileft iwith ionly i2 icorners iand iwe ihave ito iset ir i= i0 iin ithese itwo icorners. i 

5. iLocate ithe ivalue iof ir iwhere iit iis imaxima iand ithen idistinguish ithe ishift ivector iand inow 

ilook iat ithe ishift iutilizing ithe iexhaustive itechnique i(this itechnique iis icurrently 

icomputationally iproficient iin ilight iof ithe ifact ithat iwe idon't ineed ito iplay iout ithe 

iexhaustive isearch ioperation ifor ia iwide irange iof ishift ivectors). i 

6. iOn ithe ioff ichance ithat ithe irecognized isegment iis ibigger ithan iB, istop ihere, ielse iperform 

ithe ioperation iin iStep i5 iwith ithe ifollowing imaxima iof ir. i 

 

In ispite iof ithe ifact ithat, ithis istrategy idoes inot ihave ian iexpansive icomputational 

icomplexity, iit iregularly ineglects ito iidentify ithe ifraud iexcept iof ithe icase iwhen ithe isize iof 

ithe icloned izone iis iminimum i i

14 iof ithe ilinear imeasurements iof ithe iimage. Both iof ithese 

istrategies iwere irelinquished ifor ithe ithird itechnique ithat iworked iessentially ibetter iand 

iquicker iover ithese imethods. 
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The ithird itechnique ibeing ithe iblock imatching itechnique iwhich iis isignificantly ibetter iand 

ithus ihelped ius iachieve ibetter itrue ipositive irate iand ilesser ifalse ipositive irate 

 

DETECTION iOF iCLONING iWITH iBLOCK iMATCHING iTECHNIQUE i 

 

 Exact iMatch i 

 

This itechnique iis ifor idistinguishing ithose ifragments iin ithe ipicture ithat iare iprecisely 

imatched. iDespite ithe ifact ithat ithe irelevance iof ithis ialgorithm iis irestricted, iit imight iat 

ipresent ibe ihelpful ifor iscientific iinvestigation iof ithe iimages irelated ito ithe icrime. iIt 

iadditionally iframes ithe ipremise iof ithe irobust imatch ithat iwill ibe ipresented iin ithe 

ifollowing isection iof ithe igiven iimage. 
 i 

To istart iwith, ithe iclient iindicates ithe ismall isize iof ithe iportion ithat iought ito ibe iutilized ifor 

imatch. iGive ius ia ichance ito iassume ithat ithis iportion iis ia isquare iwith iA×A ipixels. iWe iwill 

islide ithe isquare iby ione ipixel ialong ithe ipicture ifrom ithe iupper ileft icorner iright iand idown 

itowards ithe ilower iright icorner. iFor ieach isegment iof ithe iA×A iwindow, ithe ipixel 

imagnitude ifrom ithe iwindow iof ithis iblock iare iextracted iby isections iinto ia i2D iarray iof ia 

itwo-dimensional icluster iB iwith i𝐴2
 isegments iand i(L– iA+1)(M– iA+1) irow. iEach iline 

icompares ito ione iposition iof ithe isliding isquare. i 

 

Fig2.3  Result obtained out of cloning detection Block matching technique in the exact match mode when 

the Block size(A) is taken to be 1 
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Two iindistinguishable irows iin ithe imatrix iB irelate ito itwo iindistinguishable iA×A iclones. 

iTo irecognize ithe iindistinguishable irows, ithe irows iof ithe imatrix iB iare ilexicographically 

iarranged. iThis ishould ibe iperformed iin iL.Mlog(L.M) isteps. iThe irows iwhich iare imatched 

iexactly iare ieffortlessly isearched iby igoing ithrough iall iL.M irows iof ithe iarranged imatrix iB 

iand isearching ifor itwo iback ito iback irows ithat iare iexactly isame. i 

 

Fig i22.3 ishows ithe imatching iblocks ithat iare ifound iin ithe iBMP ipicture iof iJeep iof iFig i2.11 

ifor iA=8. iThe iblocks iframe ian iunpredictable iexample ithat inearly icoordinates iwith ithe 

icloned ifoliage iof ithe igiven iimage. iThe iway ithat ithe iblocks iframes ia ifew idisengaged 

ipieces irather ithan ione iassociated ifragment ishows ithat ithe iindividual iwho idid ithe icloning 

iof ithe iimage ihas imost ilikely iutilized ia imodify idevice ilike iblurring ion ithe icloned isection 

ito icover ithe ihints iof ithe iforgery. iNote ithat iif ithe imanipulated ipicture ihad ibeen isaved ias 

iJPEG, igreater ipart iof iindistinguishable iblocks iwould ihave ivanished ion ithe igrounds ithat 

ithe imatch iwould iturn iout ito ibe ijust irough iand inot icorrect. 

 

 Robust iMatch i 

 

The ithought ifor ithe irobust imatch irecognition iis ilike ithe icorrect imatch iwith ithe iexception 

ithat iwe idon’t ineed ito ido ithe iorganization iand imatch ithe ipixel irepresentation iof ithe iblocks 

iyet itheir irobust iportrayal ithat icomprises iof iquantized iDCT icoefficients. iThe iquantization 

isteps iare idetermined ifrom ia iclient iindicated iparameter iQ. iThis iparameter iis iequal ito ithe 

iquality ifactor iin iJPEG icompression, ii.e., ithe iQ ifactor idecides ithe iquantization isteps ifor 

iDCT ichange icoefficients. iSince ihigher iestimations iof ithe iQ-factor ilead ito ibetter 

iquantization, ithe isquares imust imatch iall ithe imore iintently iso ias ito ibe irecognized ias 

icomparative. iLower iestimations iof ithe iQ-factor icreate iall ithe imore icoordinating isquares 

iand ithus iwill icreate ipotentially isome ifalse imatches. i 

The irecognition istarts isimilarly ias iin ithe iexact imatch icase. iThe ipicture iis ichecked ifrom 

ithe iupper ileft icorner ito ithe ilower iright icorner iwhile isliding ia iA×A isquare iwindow. iFor 

ieach isquare iwindow, ithe iDCT itransform iis idetermined; ithe iDCT icoefficients iare 

iquantized iand iput iaway ias ione irow iin ithe imatrix iB. iThe inetwork iwill ihave i(L– iA+1)(M– 
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iA+1) ilines iand iA×A isections iconcerning iwith ithe icorrect imatch icase. I The irows iof iB iare 

ilexicographically iarranged ias ipreviously. iThe irest iof ithe imethod, ibe ithat ias iit imay, iis 

iunique. iSince iquantized iestimations iof iDCT icoefficients ifor ieach iblock iare ipresently 

ibeing ilooked iat irather ithan ithe ipixel iportrayal, ithe icalculation imay idiscover itoo imany 

imatching iclocks ithat iare ifalse imatches. i 

 

In ithis iway, ithe icalculation iadditionally itakes ia ilook iat ithe icommon iposition iof ieach 

icoordinating iblock icombine iand iyields ia iparticular iblock ipair ijust iif ithere iare inumerous 

iother icoordinating ipairs iin ithe iequivalent ishared iposition ii.e. ithey ihave ia isimilar imove 

ivector. iTowards ithis iobjective, iif itwo iback ito iback irows iof ithe iarranged imatrix iB iare 

idiscovered, ithe icalculation istores ithe iplaces iof ithe icoordinating iblocks iin ia idifferent ilist. 

iFor iinstance, ithe icoordinates iof ithe iupper ileft ipixel iof ithe iblock iwill ibe itaken ias iits 

iposition iand iincreases ia ishift ivector icounter iC. 

Let ithe iposition iof ithe icoordinating iblocks ibe i(𝑖1, i𝑖2) iand i(𝑗1, i𝑗2). iThe ishift ivector i‘s’ 

ibetween ithe itwo icoordinating iblocks iis idetermined ias i 

 

s i= i(𝑠1, i𝑠2) i= i(𝑖1–𝑗1, 𝑖𝑖2 i i– i𝑗2). I                                                                                                                                                                                                                                ...5 

 

Since ithe imove ivectors i– is iand is irelate ito ia isimilar ishift, ithe ishift ivectors is iare 

istandardized, iif ifundamental, iby imultiplying iby i– i1 iso ithat is1 i≥ i0. 

 

For ievery icoordinating ipair iof iblocks, iwe iincrease ithe istandardized imove ivector icounter 

iC iby ione: i 

 

C(𝑠1, i𝑠2) i= iC(𝑠1 i, i𝑠2) i+ i1 i. I                                                                                                                                                                                                                                         ...6 

 

The ishift ivectors iare idetermined iand ithe icounter iC iaugmented ifor ieach ipair iof iback ito 

iback icoordinating irows iin ithe iarranged imatrix iB. iThe ishift ivector iC iis iinstated ito izero 

ipreceding ithe icalculation ibegins. iTowards ithe ifinish iof ithe icoordinating iprocedure, ithe 
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icounter iC ishows ithe ifrequencies iwith iwhich idistinctive istandardized ishift ivectors 

ihappen. iAt ithat ipoint ithe icalculation iwill idiscover iall inormalized ishift ivectors. 

 

s i(1), is i(2), i…………….. i, is i(K) i, iwhose ievent isurpasses ia iclient idetermined iedge iT: iC(s 

i(r) i) i> iT ifor iall ir i= i1, i……………. i, iK. iFor iall istandardized ishift ivectors, ithe icoordinating 

iblocks ithat iadded ito ithat iexplicit ishift ivector iare ihued iwith ia isimilar icolor iand ihence 

irecognized ias isections ithat imay ihave ibeen icloned. i 

 

The iestimation iof ithe ilimit iT iis iidentified iwith ithe isize iof ithe ilittlest ifragment ithat ican ibe 

irecognized iby ithe icalculation. iBigger ivalues imay imake ithe icalculation imiss isome inot 

ireally ifirmly icoordinating iblocks, iwhile itoo ilittle ian iestimation iof iT imay ipresent ian 

iexcessive inumber iof ifalse imatches. iWe irehash ithat ithe iQ ifactor icontrols ithe isensitivity iof 

ithe icalculation ito ithe ilevel iof icoordinating ibetween iblocks, iwhile ithe isquare isize iA iand 

ilimit iT icontrol ithe iinsignificant isize iof ithe isection ithat ican ibe iidentified. i 

For ithe irobust imatch, iwe ihave ichosen ito iutilize ia ibigger isize iof iblock, iA=16, ito iforestall 

ian iexcessive inumber iof ifalse imatches ias iwe iknow ithat ithe ibigger iblocks ihave ibigger 

ifluctuation iin iDCT icoefficients. iNonetheless, ithis ibigger iblock isize iimplies ithat ia i16×16 

iquantization ilattice imust ibe iutilized irather ithan ibasically iutilizing ithe istandard 

iquantization imatrix iof iJPEG. iWe ihave idiscovered ifrom iextensive iresearch ithat iall iAC 

iDCT icoefficients ifor i16×16 iblock iare ion iaverage iconsidered i2.5 itimes ibigger ithan ifor 

i8×8 iblocks iand ithe iDC iexpression iis itwice ias ilarge. iIn ithis imanner, ithe iquantization 

imatrix i(for ithe iQ-factor iQ) ithat iis iutilized ifor iquantizing ithe iDCT icoefficients iin ieach 

i16×16 iblock ihas ithe ifollowing istructure i 

 𝑄16  i= i( 𝑄′8 2.5𝑞18𝐼2.5𝑞81𝐼 2.5𝑞88𝐼)                                                                                                          ...7 

 

Where, 

 

𝑄′8  i= i[ 2𝑞𝑜𝑜 ⋯ 2.5𝑞18⋮ ⋱ ⋮2.5𝑞81 ⋯ 2.5𝑞88] 
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also, i𝑄𝑖𝑗  iis ithe istandard iJPEG iquantization imatrix iwith iquality ifactor iQ iand iI iis ia i8×8 iunit 

imatrix i(all icomponents iequivalent ito i1). I 

 

We irecognize ithat ithis iframe iis ifairly ispecially iappointed, ibut isince ithe imatrix igave igreat 

iexecution iin ipragmatic itests iand iin ilight iof ithe ifact ithat ilittle ichanges ito ithe imatrix iimpact 

ithe ioutcomes ipractically inothing, iwe ididn't iexamine ithe idetermination iof ithe 

iquantization imatrix ifurther. i 

 

Note iin iregards ito ithe icolored ipictures: i 

In iboth iExact iand iRobust iMatch, iif ithe idissected ipicture iis ia icolor ipicture, iit iis ifirst 

ichanged iover ito ia igrayscale ipicture iutilizing ithe istandard iformula: 

 

I i= i0.299 iR i+ i0.587 iG i+ i0.114 iB,                                                                          ...8 

 

before icontinuing iwith ifurther iinvestigation. I 

 

RE-  SAMPLING DETECTION iMETHOD ii 

 

We iiused iithe iimethod iidescribed iiin iiGallagher ii(2005) iiand iiWei iiet iial. ii(2010) iifor 

iidetecting iire-sampling iiin iidigital iiimages. iiThe iisteps iiin iithe iimethod iifor iidetecting iire-

sampling iiconsists iiof iifive iisteps: 

 

(1) iiPre-processing ii 

(2) iiEdge iimap iigeneration ii 

(3) iiFrequency iitransformation ii 

(4) iiDetection iiof iirotation/rescaling 

(5) iiEstimation iiof iirotation iiangle/ iirescaling iifactor. 

 

 Pre-processing 
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The iiinput iiimage iiis iifirst iiconverted iiinto iithe iiYCbCr iicolor iispace. iiThe iimotivation iifor 

iichoosing iiYCbCr iicolor iispace iiis iithat iiit iiis iiperceptually iiuniform iiand iiis iia iibetter 

iiapproximation iiof iithe iicolor iiimage iiprocessing. iiThe iiluminance iicomponent iithat iiis iithe iiY 

iicomponent iialone iiis iithen iiseparated iifrom iithe iiYCbCr 

color iiimage. 

 

 Edge imap generation 

 

A iipattern iiof iisecond iiorder iidifference, iii.e., iithe iiedge iimap iiof iithe iiinput iiimage iiis 

iigenerated iiby iiconvolving iithe iiluminance ii(Y) iicomponent iiof iithe iiinput iiimage iiwith ii3 iiX ii3 

iiLaplacian iioperator. iiThus iithe iiremaining iisteps iiare iidone iion iithe iiedge iimap iiof iithe iiinput 

iiimag 

 

 Frequency itransformation 

 

The iione iidimensional iiDFT iiis iicalculated iifor iithe iiedge iimap. iiThere iiare iitwo iimethods iifor 

iicalculating iithe iiDFT iisuch iias iiDA ii(DFT iiþ iiAveraging) iiand iiAD ii(Averaging iiþ iiDFT) 

iimethods. 

In iiDA iiMethod, iithe iimagnitude iiof iiDFT iiis iicalculated iifor iieach iirow iiof iithe iiedge iimap 

iiandiithen iithe iiaverage iiis iitaken iiover iiall iithe iirows iito iiget iithe iihorizontal iispectrum.  

 

iiAssume iithat iiE(m, iin); ii iimϵ[1,M]; ii iinϵ ii[1,N] iiare iithe iientries iiof iithe iiedge iimap iiand iiF iiis 

iithe iiDiscrete iiFourier iiTransform. iiThe iiDA iimethod iican iibe iiexpressed iias iifollows: 

 𝐸𝐷𝐴  ii= ii

1𝑀 ∑ |𝐹[E(m, iin)]|𝑀𝑚−1                                                                                           ...9 

 

In iiAD iiMethod, iithe iiaverage iiof iiall iirows iiof iithe iiedge iimap iiis iicalculated iito iiform iia 

iihorizontal iirow iiand iithen iithe iimagnitude iiof iiDFT iiis iicalculated iito iiget iithe iihorizontal 

iifrequency iispectrum. iiThe iiAD iimethod iican iibe iidefined iias iifollows: 
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𝐸𝐷𝐴  ii= iiF{1𝑀 ∑ |E(m, iin)|}𝑀𝑚−1                                                                                        ...10 

 

 Detection of irotation/rescaling 

 

The iihorizontal iifrequency iispectra iiobtained iifrom iiDA iiand iiAD iimethods iiare iiplotted 

iiseparately iiagainst iifrequencies iito iiform iiDA iiand iiAD iicurves iirespectively. iiOnly iihalf iiof 

iithe iicurve iiis iiconsidered iibecause iithe iiDFA iiplot iiis iisymmetrical. iiPeaks iiappear iiin iiDA 

iiand iiAD iicurves iibecause iiof iimaximum iimagnitude iivalue iiin iithe iifrequency iispectrum iiif 

iithe iiimage iiis iiresampled. iiThe iiappearance iiof iipeaks iiis iidue iito iiinterpolation. Ii 

 

When iian iiimage iior iiimage iiblock iiis iire-sampled, iiinterpolation iitakes iiplace iiin iithe iire-

sampled iiimage iior iiimage iiblock. iiThe iiinterpolated iiregions iiand iitheir iiderivatives iihave 

iiinherent iiperiodicity. iiDue iito iiinterpolation-induced iiperiodicity, iithe iifrequency iispectrum 

iicontains iipeaks iidirectly iirelated iito iithe iiscaling iifactors ii(Remember iiin iirotation iialso iithe 

iiimage iiis iirescaled iiwith iia iiscaling iifactor iiproportional iito iirotated iiangle). iiThe iifrequencies 

iiof iithe iipeaks iiformed iireferred iias iipeak iifrequency iiare iiused iifor iiestimating iithe iirotation 

iiangle iiand iirescale iifactor. 

 

The iireason iifor iiusing iitwo iimethods ii(DA iiand iiAD) iiis iifor iidistinguishing iirotation iiand 

iirescaling. iiThough iirotation iiand iirescaling iibehaves iiin iia iisimilar iimanner, iithey iidiffer iiin 

iicertain iicases iiwhich iimay iibe iiused iifor iidistinguishing iithem. iiPeaks iiformed iidue iito 

iirotation iiappear iionly iiin iiDA iimethod iiand iithe iipeaks iiformed iibecause iiof iirescaling iiappear 

iiin iiboth iiDA iiand iiAD iimethods. 

 

 Estimation of irotated iangle/rescale ifactor 

 

The iirotated iiangle/rescale iifactor iican iibe iiestimated iiby iiusing iithe iipeak iifrequency 

iiobtained iifrom iithe iiDA iiand iiAD iicurves. 

Rotation iiangle iiestimation iiformula iiis iigiven iias iifollows: 
 ii 𝑓𝑟𝑜𝑡1  ii= ii1 ii- iicos iiФ ii; ii0 ii< iiФ ii≤ ii ii60 
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 ii ii ii ii ii ii ii ii ii ii ii ii iicos iiФ ii; ii60 ii ii< iiФ ii< ii ii90                                                                       ...11 

and 

 𝑓𝑟𝑜𝑡2  ii= iisinФ ii; ii0 ii< iiФ ii ii≤ ii30 

 ii ii ii ii ii ii ii ii ii ii ii ii1 ii– iisinФ ii; ii30 ii< iiФ ii< ii90                                                                       ...12 

 

where iiФ iiis iithe iirotated iiangle iiand ii𝑓𝑟𝑜𝑡1  ii, ii𝑓𝑟𝑜𝑡2  ii iiare iithe iipeak iifrequencies iiinduced iidue iito 

iirotation. iiThe iirescale iifactor iiestimation iiformula iiis iigiven iias iifollows: 

 𝑓𝑟𝑒𝑠  ii= ii ii1 ii- ii

1𝑅  𝑖𝑖; ii1 ii< iiR ii< ii ii2 

 

 𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 𝑖𝑖 1𝑅; iiR ii> ii2                                                                                                    ...13 

Or 

 𝑓𝑟𝑒𝑠  ii= ii

1𝑅 ii– ii1 ii; iiR ii< ii1                                                                                                      ...14 

 

where iiR iiis iithe iirescale iifactor iiand ii𝑓𝑟𝑒𝑠  iiis iithe iipeak iifrequency iiinduced iidue iito iirescaling. 

iiThe iifirst iiequation iiis iiused iiwhen iithe iiimage iisize iiis iienlarged iiand iithe iisecond iiequation iiis 

iiused iiwhen iithe iiimage iisize iiis iireduced. iiBy iisubstituting iithe iiobtained iipeak iifrequency 

iifrom iiDA iiand iiAD iicurve iiin iithe iiabove iiestimation iiformulae, iiQ iior iiR iican iibe iicalculated. 

iiThe iiformation iiof iirescale iifactor iiand iirotation iiangle iiestimation formulae iican iibe iireferred 

iifrom iiGallagher ii(2005) iiand iiWei iiet iial. ii(2010). 

 

HISTOGRAM METHOD ii 

 

In iithis iimethod, iia iivery iisimple iiand iieffective iimethod iiis iipresented iiwhich iiuses iithe 

ianalysis iiof iihistograms iiof iidoubly iicompressed iiimages iiand iisome iifeatures iiin iithe 

iihistogram iiare iithen iiutilized iiin iiorder iito iidifferentiate iithe iidoubly iicompressed iiarea iifrom 

iithat iiof iisingly iicompressed iiarea. iiThe iimethod iiis iieffective iiin iithe iisense iithat iiit iican iidetect 
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iiforged iiregion iiaccurately iiand iiat iithe iisame iitime, iiit iiis iicomputationally iimore iiefficient iias 

iiopposed iito iithe iiprevious iitechniques iiof iiforgery iidetection. iiIt iiuses iia iifeature iibased 

iiclustering iion iithe iigrayscale iiversion iiof iithe iiimage iiwhich iimakes iicomputationally 

iiefficient. iiIt iiclassifies iithe iiarea iiof iithe iiimage iias iioriginal iior iitampered iibased iion iifeature 

iicomputed iion iithe iihistogram iiof iia iidoubly iicompressed iiJPEG iiimage. Ii 

 

The iisubsections iipresented iiin iithis iisection iifirst iicovers iithe iistudy iiand iianalysis iiof iihow iia 

iihistogram iiof iidoubly iicompressed iiimage iidiffers iifrom iithat iiof iisingly iicompressed iiimage 

iiand iithen iia iimethod iito iidetect iiforgery iiis iipresented iibased iion iithis iianalysis. 

 

Analysis of  Histogram 

 

Here, iithe iihistograms iiof iitwo iitypes iiof iiimages iiare iianalyzed; iione iiis iisingly iicompressed, 

iiwhile iithe iiother iiis iidoubly iicompressed. iiThe iihistogram iiof iia iisingly iicompressed iiimage iiis 

iihaving iismooth iidistribution iiof iifrequencies iiwhereas iithe iihistogram iiof iia iidoubly 

iicompressed iiimage iican iibe iiseen iiin iione iiof iitwo iiways, iifirst iiit iicontains iihigh iipeaks iiand 

iideep iivalleys iiif iithe iisecond iicompression iiis iiof iilower iiquality. I 

 

Second, iithe iihistogram iicontains iiperiodic iizeroes iiif iithe iisecond iicompression iiis iiof iihigher 

iiquality. iiThe iiabove iibehaviour iiis iialso iiexplained iiin ii[2].  

 

The iiproposed iimethod iiuses iithis iianalysis iiin iiorder iito iidetect iidouble iicompression iiin iithe 

iiimage iiand iifinally iidetect iithe iiforged iiregions iiin iithe iiimage iiif iiexist. 

 

The iianalysis iishows iithat iiwhen iia iipart iiof iia iinon-compressed iiimage iiis iipasted iionto iia 

iiJPEG iiimage iiand iiit iiis iiagain iicompressed iithen iithe iihistogram iiof iisuch iian iiimage iiis iia 

iimixture iiof iitwo iihistograms, iione iicontaining iismooth iidistribution iiand iithe iiother 

iicontaining iieither iiperiodic iizeroes iior iicontaining iihigh iipeaks iiand iideep iivalleys iiwhich iiare 

iiactually iia iiresult iiof iidouble iicompressed iipart iiin iithe iiimage. Ii 

 

This iiis iishown iiin iiFig. I2.5 

. 
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Fig 2.4  Histogram  analysis of compressed and doubly compressed images 

 

 

Fig 2.5  Histogram of original image and that obtained after the compressed image is pasted over non 

compressed image.  

The iianalysis iishows iithat iithe iidistribution iiof iipixel iifrequencies iicontains iia iigreater 

iinumber iiof iioutliers iiif iithe iiimage iiis iidoubly iicompressed iiwhereas iia iisingly iicompressed 

iiimage iicontains iia iiless iinumber iiof iioutliers. 

iTherefore, iiwe iihave iichosen iia iifeature ii‘kurtosis’[12] iifor iifinding iiwhether iithe 

iidistribution iiis iioutlier iiprone iior iinot. iiThe iigreater iivalue iiof iikurtosis iidenotes iia iigreater 
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iinumber iiof iioutliers iiwhereas iia iivalue iiless iithan iior iiequal iito ii3 iidenote iithat iithe distribution 

does inot icontain outliers. 

 

Forgery Detection 

 

The iiabove iimethod iifor iidetecting iidouble iicompression iican iibe iiused iiin iidetecting iiforgery 

iiin iithe iiimage. iiThe iisame iimethod iifor iidetecting iidouble iicompression iican iibe iiapplied iifor 

iifinding iiout iiwhether iiparts iiof iiimage iihave iiundergone iia iisingle iior iidouble iicompression. 

iFor iithis, iiwe iican iiuse iithe iifeature ii‘kurtosis’[12] iifor iidetecting iithe iipresence iiof iisingle iior 

iidouble iicompression. iiNow, iiwe iidivide iithe iicomplete iiimage iiinto iiblocks iiof iisize ii512x512 

iiand iithen iieach iiblock iiis iitested iifor  the ipresence  of isingle ior idouble icompression. iiThe 

iiparts iiwhich iihave iiundergone iia iidouble iicompression iican iibe iicategorized iiin iione iicluster 

iiwhereas iithe iiother iiparts iiwhich iiare iionly iisingly iicompressed iican iibe iicategorized iiinto 

iianother iicluster. iiTherefore, iithe iiforged iiregion iiwhich iiis iijust iisingly iicompressed iican iibe 

iideclared iias iiforged. 

 

The iialgorithm iiconsists iiof iifollowing iisteps: 

 

1. iiRead iian iiimage. 

2. iiConvert iito iia iigrayscale iiimage. 

3. iiTest iian iiimage iiwhether iiparts iiof iiit iihave iiundergone iidouble iicompression iior iinot iias 

iiproposed iiin iiA. 

4. iiDivide iithe iiimage iiinto ii512x512 iiblocks. 

5. iiObtain iihistogram iiof iieach iiblock. 

6. iiCalculate iikurtosis iion iicount iiof iinumber iiof iipixels iiin iithe iihistogram. 

7. iiConstruct iia iivector iiof iithese iifeatures iiand iiuse iithem iiin iia iik-means iiclassifier. iiKeep iithe 

iivalue iiof iik iias ii3. 

8. iiSort iithe iiclusters iiaccording iito iinumber iiof iiblocks iiin iieach iicluster. 

9. iiChoose iithe iisecond iicluster iias iia iicluster iicontaining iisuspicious iiblocks. 
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Fig 2.6 Method to detect image forgery with the help of cluster based technique 

 

While iiperforming iicopy-move iiforgery, iithe iidoctored/forged iipart iiin iithe iiimage iiwill iiform 

iia iilesser iiarea iiin iithe iiimage iiin iicomparison iito iiundoctored/non-forged iiarea. iiTherefore, 

iithe iimethod iiassumes iithat iithe iiforged iiarea iiin iithe iiimage iiis iismaller iiin iicomparison iito iithe 

iinon-forged iiarea iiin iithe iiimage. iiThe iimethod iidivides iithe iiimage iiblocks iiinto iithree 

iiclusters; iiafter iidividing iiinto iithree iiclusters, iithe iiclusters iiare iisorted iiaccording iito iithe 

iinumber iiof iiblocks iiand iithen iithe iisecond iicluster iiis iichosen iias iicontaining iisuspicious 

iiblocks. Ideally, iiblocks iishould iibe iidivided iiin iionly iitwo iiclusters; iithe iiclusters iicontaining 

iiforged iiand iinon-forged iiblocks. iiThe iicluster iicontaining iia iilesser iinumber iiof iiblocks iican 

iibe iideclared iias iiforged iione. 
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But, iithe iiexperimental iiresults iihave iishown iithat iisome iiof iithe iiblocks iihave iia iifeature iivalue 

iiwhich iiis iimuch iihigher iiin iicomparison iito iithe iifeature iivalue iiof iiother iiblocks; iito iisegregate 

iithose iiblocks iihaving iivery iihigh iivalue iiof ii‘kurtosis’, iithe iiblocks iihave iibeen iidivided iiinto 

iithree iiclusters; iithe iifirst iicluster iiin iithe iisorted iiorder iiis iihaving iithose iiblocks, iiit iicontains 

iivery iifew iiblocks iihaving iiexceptionally iihigh iivalues iiof iikurtosis. iiThe iisecond iicluster iiin 

iithe iisorted iiorder iiis iinow iideclared iias iiforged. iiThe iithird iicluster iicontains iilarger iinumber 

iiof iiblocks iiand iiis iideclared iias iinonforged. iiUpon iianalysis, iiit iihas iibeen iiseen iithat iia iifew 

iiblocks iiare iihaving iiexceptionally iihigh iivalues iibecause iiof iithe iisame iicolor iidistribution iiin 

iithe iihistogram iiof iithat iiblock. iiThat iimeans, iithat iiblock iicontains iia iivery iihigh iinumber iiof 

iipixels iiat iithe iisame iiintensity iiin iithe iigrayscale iiversion iiof iithe iiimage iibecause iiof iiwhich 

iian iiexceptionally iihigh iivalue iiof iikurtosis iiis iigenerated. iiThese iivalues iiof iikurtosis iiwhich 

iiare iigenerated iifor iia iifew iiblocks iican iibe iisegregated iias iia iicluster iicontaining iiminimum 

iinumber iiof iiblocks. iiThe iisecond iicluster iihowever, iiis iidesignated iias iithe iicluster 

containing iiforged iiblocks. 

 

DCT iiALGORITHM 

 

This ialgorithm ican ibe ibroken iinto ifour isteps. i 

 

 The ifirst istep iis ito icompute ithe iDCT iof ieach i16X16 isliding iwindow iin ithe iimage. i 

 For ieach iof ithese iblocks, ithe icoefficients iof ithe iDCT iare iquantized iwith ian 

iextended iJPEG iquantization imatrix. i 

 After iall iof ithe iblocks iare iquantized, ithey iare iinserted ias irows iinto ia imatrix iand 

ithen ilexicographically isorted. i 

 Next, iadjacent irows ithat imatch iin ithe imatrix iare iidentified iand ifor ieach imatch ia 

ishift ivector iis icomputed. i 

 

The ishift ivector iis icalculated ias i 

 

s(i) i= i[x(1)− ix(2), iy(1) i– iy(2)]                                                                                                                                                      i…15 
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Where ix(i)and iy(i) iare ithe icoordinates iof ithe iblocks iin ithe iimage ithat imatch. 

 

For ieach is(i), ia icount itells ithe inumber iof itimes iit ihas ibeen iseen. iFor iall is(i) ithat ihave ia 

icount igreater ithan isome iuser ispecified ithreshold, ithe iblocks icorresponding ito ithat ishift 

ivector iare icolored iin ithe ioriginal iimage ias ipossible iforged iregions. i 

 

It iis iimportant ito ipoint iout ithat ithe ialgorithm ihas itwo iparameters ithat iinfluence iits 

ieffectiveness. iThe ifirst iinput iis ia iquality ifactor ithat iweights ithe iquantization imatrix. iThe 

ihigher ithe iquality ifactor, ithe imore ilikely idissimilar iblocks iwill ibe imarked ias imatches. 

iThe ilower ithe iquality ifactor, ithe iless ilikely iit iis ito ihave ifalse imatches iand ia ihigher iquality 

imatch iis ilikely ito ibe ifound. iThe iother iimportant iparameter iof iSheehan i3 ithe ialgorithm iis 

ithe ithreshold imentioned ibefore. iThis ithreshold idetermines ithe inumber iof ishift ivectors 

ithat imust ibe ithe isame ifor ia imatch ito ibe imarked ias ia iforged iregion. iA ihigher ishift ivector 

ienforces ia irestriction ithat imore iblocks imust ibe icopied itogether ifor ithat iregion ito imarked 

ias ia iforged iregion. 

 

After iimplementing ithe ialgorithm idescribed iabove iin iMATLAB, imany ifalse ipositives 

iwere iidentified iregardless iof ithe iparameters ichosen. iAfter imany itests, iit iwas inoticeable 

ithat ia imajority iof ithe ifalse ipositives iwere ifrom ishift ivectors i[1,0] I, [ i0,1] i, iand i[1,1]. 

iTherefore, ithe ialgorithm iwas iadjusted ito inot iconsider iany iof ithese ithree ishift ivectors ias 

iforged iregions. The iresults iof ithis islight ivariation iare ishown iin isection ithree iand ithe 

ieffectiveness iof ithis ialgorithm ion iregions iwith irotation iand iscaling iis iexplained. i 

 

SIFT iALGORITHM 

 

In iiSIFT iand iSURF ii.e. ifeature ibased imethodology ikey-point ifeature iis iextricated ito 

iframe ikey-point idescriptor ivector ithat iafterwards iis iutilized ito iproduce icluster ifor 

imatching icloned isegments. iIn iHOG ibased imethodology, i1-D iDWT iis iutilized ito iget ithe 

iapproximate ipicture ithat iis ithen ifurther isubdivided iinto ismaller iblocks iand ilater ievery 
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isuch iblock iis iutilized ito idiscover iHOG ifeatures iwhich iare ithen icorrespondingly iutilized 

ifor iframing iclusters ifor icoordinating imanipulated iareas iof ithe iimage. In iprevious isection, 

iwe iintroduced ia iblock ibased istrategy ito idistinguish icloning iforgery iutilizing iDiscrete 

iCosine iTransform i(DCT) iof ithe ipicture iblocks. Initially, iall iof ithe iblocks iare isorted 

ilexicographically iand iafterward ithe ineighboring icomparable ipairs iof ithe iblocks iare 

iviewed ias ithe iclones. iRestriction iof ithis istrategy iis ithat iit ineglects ito idistinguish ivery 

ismall iclones. i 

 

A itechnique iutilizing iPrincipal iComponent iAnalysis i(PCA) iis iutilized. iIn ithis 

imethodology, ithe ipicture iis isectioned iinto ia ifew iblocks iand iafter ithis, iat ithat ipoint itheir 

ifeature ivectors iare idetermined iand iarranged ilexicographically. iThe iadvantage iof ithis 

itechnique iis ithat iit ican idecrease itime icomplexity iand ialso iworks iuseful ifor iextensively 

ilarger ipictures. iYet, iits iaccuracy idiminishes ifor ithe ismall idigitized iblocks. 
 i 

The iidentification istrategy ifor icloning iforgery idetection idependent ion iSWT-SVD iis 

ilikewise iutilized ifor icloning iforgery irecognition. iSWT itechnique iis ishift iinvariant ias iwell 

ias inoise iinvariant iwhich iis iutilized ito idisintegrate ithe ipicture ipresented iby ithe iuser iand 

iaides iin idiscovering isimilarity ibetween ivarious iblocks iof ia ipicture. iThis imodel 

idistinguishes icloning iforgery ifor iblurred ipicture ifruitfully. i 

 

 Proposed imodel 

 

The imotivation ibehind iproposed itechnique iis ito irecognize icloning iforgery iin iadvanced 

ipictures. iTo ibegin iwith, ithe ipicture iprovided iby ithe iuser iis idecomposed iwith iSWT iwhich 

iis ilater iused ito iextricate ikey-point ifeatures iby iapplying iSIFT. iThen ithese iextricated 

ifeatures iare iutilized ito iframe iclusters iwhich ihelp ito idiscover icoordination iamong ivarious 

icloned isegments iof ithe iimage. iTo iget ithe ilast iaftereffect iof ithe ipicture, ithe icoordinating 

ioutliers iare iremoved. iThe iwork iprocess iof iour iproposed imodel iis iappeared iin iFigure i2.7. i 

 

 Pre-processing i 
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The ipreprocessing iblock iof ithe iflow idiagram iin iFig i2.7 iincludes itwo isub-steps: i 

 

Firstly, ithe iinfo ipicture iis ichanged iover ito igrayscale ion ithe icase ithat iit iis ia iRBG ipicture. 

iThe ipurpose ifor ichanging iover iit iinto igrayscale iis ito idecrease imultifaceted inature iby 

ichanging iover ia i3D ipixel imagnitude i(R, iG, iB) ito ia i1D imagnitude.  

 

 

iOther ithan idecreasing ithe icomplexity, iwe iknow ithat ithe icolor idata idoes inot icontribute iin 

idistinguishing ikey-point ifeatures. iThe iaccompanying iequation iis iutilized ito ichange iover 

ithe iRGB imagnitudes ito igrayscale imagnitudes. I 

 

The isecond istep ibeing ithe iuse iof iSWT ito iget ifour isub igroups, ifor iexample: i 

 

1.  iswa(approximate) 

2.  iswv(vertical) 

3.  iswd(diagonal) i 

4.  iswh(horizontal 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2.7  Flow diagram of SIFT based method 
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iFig i2.7 ipresents ithe iflow idiagram iof iSIFT ibased imethod ito ifind iout ithe icloned iregions iin 

ithe iinput iimage iand iFig i2.8 irepresents ithe ioutput iimage igenerated iafter idecomposition iby 

iSWT ion iinput iimage. 
 i

 

 i i i i i i i i i i i iFig 2.8  Demonstrates the image generated after decomposition by 2D-SWT on input image. 

The iimage iis idecomposed iinto i4 isegments iin ifirst ilevel iand iin inext ilevel iits iswa isub-band 

iis ifurther idivided. i 

 

 SIFT iFeature iExtraction 

 

SIFT iis iextraordinary icompared ito iother icomponent iseparating icalculation iproposed iby 

iDavid iLowe. iIt iis iinvariant ito igeometrical itransformation, iimage irotation, ichange iof 

iviewpoint iand ichange iin iintensity iin imatching ithe ifeatures iof ithe iimage. iThe icalculation 

iis iseparated iinto i4 ifundamental iprocesses. iThey iare ias iper ithe ifollowing: 
 i 

1. Scale iSpace iExtrema iDetection 

 

In ithis iprocess iGaussian iof iDifference i(DoG) iis iutilized ito idiscover ithe ipoints iof iinterest 

i(POI) iwhich iare iinvariant ito iscaling iand iorientation. iTo imake ithe idiscovery iof ikey-

focuses imore idependable, istable i iand iefficient iDoG iFunction iG i(x, iy, iσ) iis irequired. iFig 

i2.9 idemonstrates ithe iDoG ipyramid idevelopment iof ithe iapproximate ipicture iformed iin 

ithe iprevious istep. i 

The ikey-points ithat iare iat ifirst idistinguished ion ithe iapproximate ipart iof idecomposed ipicture iare 

iappeared iin ithe iFigure i2.9 iDoG iimage iD iis igiven iby i[19]. 
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D(x, iy, iσ) i= i(G(x, iy, ikσ) i− iG(x, iy, iσ)) i× iI(x, iy)                                                            

 

 i i i i i i i i i i i i i i i= iL(x, iy, ikσ) i− iL(x, iy, iσ)                                                                                    …16 

 

Where 

L(x, iy, ikσ) i= iconvolution iof ithe iinput ipicture 

 

G(x, iy,kσ) i= i iGaussian iblur 

 

 

Fig 2.9 Pictorial representation of calculation of DOG of an image 

 

 i i i i i i i i i i i i i i i i i  

Fig 2.10 Pictorial representation to find out the maxima out of 26 neighbourhood pixel 
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 i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i   

Fig 2.11  Initial position of the key points generated in the first step of SIFT i.e. with the help of DOG to 

find out scale space extrema of the given image 

 

2. Localization iof iKey-point 

 

In ithis iprocess imore iexact ikey-points iare ichosen. iFor iaccomplishing ithis ipurpose, iTaylor 

iarrangement iexpansion iof iscale ispace iis iapplied ion iit iand ithose iextrema iwhich ihave iintensity 

ivalue ilesser ithan ithe ia ipre-estimated iedge ivalue iare irejected. iThe iprecisely ichosen ikey-points ion 

ithe iapproximate ipicture iin ithe iwake iof idisposing ioff ithe iones ihaving ipoor idifference iare 

iappeared iin iFigure i16. iTaylor iseries iexpansion iof iscale ispace iis iused ito iobtain imore icorrect 

ilocation iof iextrema. iThe ikeypoint iis irejected iif ithe iintensity iof ithis iextrema iies iless ithan ia 

ipredefined ithreshold ivalue i(normally i0.003). iEdges ialso ineed ito ibe iremoved ias iDoG ihas 

ihigher iresponse ifor iedges iwhich iuses iHarris icorner idetector iis iused. iFor icomputation iof 

iprinciple icurvature, iit iuses ia i2x2 iHessian imatrix i(H). iFor ievery icandidate ikey-point iat 

icoordinate i, ithe iHessian imatrix iis icalculated ias ifollows: 

 

 i iH i= i 𝑖 [   
 ℎ11 ℎ12ℎ21 ℎ22]   

 
                                                                                                              …17 

 

Where, ℎ11  i= ip(i+1,j) i+ ip(i-1,j) i– i2p(i,j) 

 ℎ22  𝑖= iℎ21  i= ip(i+1,j) i+ ip(i,j-1) i– i2p(i,j) 

 ℎ22  i= i ip(i+1,j+1) i+ ip(i+1,j-1) i– ip(i-1,j+1) i+ ip(i-1,j-1)/4 
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If i i i i i

(ℎ11+ 𝑖ℎ22)2(ℎ11.ℎ22)− 𝑖ℎ122 i i< i i

(𝑐𝑒𝑑𝑔𝑒 𝑖+ 𝑖1)2𝑐𝑒𝑑𝑔𝑒 𝑖  i, ithen iretain ithe ikey-point,otherwise idiscard iit. iWhere i𝑐𝑒𝑑𝑔𝑒 𝑖  

iis ithe iratio ibetween ithe ilargest iand inon-zero ismallest ieigen-values iin ithe iblock iof ithe 

iimage. iFrom iHarris icorner iit iis iknown ithat ifor iedges, ione ivalue iis ilarger ithan ithe iother. I 

 

The ikeypoint iis irejected iif ithis iratio iis ihigher ithan ia ithreshold. iUsually iit iuses i10 ias ia 

ithreshold. iThis istep ieliminates ithe ilow icontrast ikeypoint iand iedge ikeypoint iand ithe ionly 

iaccurate ikeypoint iis iobtained. 

 

 i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i  

Fig 2.12  Precisely Selected Key-points generated in the second step of SIFT with the help of thresholding 

using Taylor series expansion 

 
 i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i  

3. Assignment iof iOrientation 

 

Each ikey-point iis igiven ian iorientation ias iper ithe ilocal iimage iproperties. iTo iascertain 

igradient idirection iof ikey-points, iHOG iis iutilized. iPredominant idirection iof ithe inearby 

igradient iis ishown iby iintroduction iof ithe ihistogram ipeaks. 
 i 

The iMagnitude iof ithe igradient im(x, iy) iand iorientation iƟ(x, iy) iare icalculated ias: i[15] 

 

m(x, iy) i= i((L(x i+ i1, iy) i– iL(x i– i1, iy))2 i+ i(L(x, iy i+ i1) i– iL(x, iy i− i1))2)1/2 I                                               …18 

 

Ɵ(x, iy) i= itan-1 i((L(x, iy i+ i1) i– iL(x, iy i− i1)) i/ i(L(x i+ i1, iy) i– iL(x i– i1, iy)))                       …19 
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4. Key-point iDescriptors iGeneration 

 

The iestimation iof ithe ilocal ipicture iangle iis itaken iat ithe ichosen iscale iin ithe izone iaround 

ieach ikey-point. iKey-point idescriptors iutilize ian iarrangement iof i16 ihistograms ieach 

ihaving i8 icomponents. iHence ithe ifeature ivector iconsists iof itotal i128 inumber iof ifeature 

ivectors. 

 

 Key-point iMatching i 

 

The iextricated ikey-points ifrom iSIFT imethodology iare iutilized ito idiscover ia ipool iof 

icoordinating isets iof ikey-points. iEuclidian idistance iis iregistered ifor ifinding ithe 

icoordinated isets iof ikey-points ifrom ia ispecific ikey-point ito iremaining iall iother ikey-

points. iThis iprocedure iis irepeated iiteratively iand idependent ion ipre-estimated ithreshold 

ivalue ian iarrangement iof icoordinated ipairs iare idistinguished. i 

 

 Clustering i 

 

Agglomerative ihierarchical iclustering iis iutilized ito iaggregate ithe irecognized icoordinated 

ipairs iof ikey-points. iA ifew iLinkage istrategies iare iutilized ito ifinish ithe iclustering 

iprocedure. iOn ithe ioff ichance ithat isomething ilike itwo iclusters ihaving iin iexcess iof ithree 

icoordinated ipairs iare idiscovered ithen ithe ipicture iis iconsidered ias imanipulated. i 

 

The ilinkage imethod ioperate ias ifollows i[9]: 

 

Δdist(P, iQ) i= iESS(PQ) i– i[ESS(P) i+ iESS(Q)]                                                         …20 

Where, 

 iESS(P) i= i∑ |𝑥𝑃𝑖 − _𝑥𝑃|𝑛𝑝𝑖=1  

 

 

 False iPositive iMatches iRemoval i i i 
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In ithis iprogression iwe iutilize ian iordering itool inamed iRANSAC ito ievacuate ifalse ipositive 

imatches. iIn ithis itool ivarious idiscretionary ipairs iof ipoints ifrom ithe ipool iof imatched ipairs 

iof ipoints iare ichosen iand icontrasted iand iother iremaining icoordinated ipairs ias ifar ias 

idistance ibetween ithem iis iconsidered. iA ithreshold ivalue iis iset iand icombines iwith idistance 

iinside ithe ithreshold ivalue iare iconsidered ias ireal icoordinated ipairs iand iothers iare irejected. 

i 

 

MIFT iALGORITHM 

 

SIFT ialgorithm iis iunable ito idetect ithe icloned iregion iof icompletely iflipped iclones, iwhich 

iis ia icommon ioperation iperformed iby icriminals ito ihide ithe iimportant idetails iof ithe iimage 

iof ithe iwitness ito iget iaway ifrom ithe ipunishment iof icrime. iHence iit ihas ibecome ireally 

iimportant iin iforensic ianalysis ito iwork ion ithis ishortcoming iof iSIFT ibased itechnique ito 

idetect ithe i18o idegree irotated icloned iof ithe imanipulated iimage. 

 

MIFT itechnique iis isimilar ito iSIFT ibased itechnique iand iis iused ito iextract ithe ikey ipoints iof 

ithe ipicture. iWe iknow ithat ia iquality ivector icompose ieach ikey ipoint iand ithe ineighborhood 

iis iused ifor ithe iformation iof ithe iquality ivector. 

 

 iDescriptor iis icreated iusing ithis ivector. i4×4 imatrix iusing i8 iorientation ibins iare ialso 

imodeled iby iit.128 idimension idescriptor ivector iis iselected isame ilike iSIFT iin ithis 

itechnique. 

 

 16 icells iorder: iAs idescribed iin ithe iprevious isection iof ithis ithesis, i16 icells iare 

iformed iby iSIFT. 

Both ikind iof iflipping ican ibe ipresented ii.e. ihorizontal iand ivertical ibut iin iwhen iwe 

ihave ithe ivertical iflip, ithe iorder iremains isame. iThus ithere iis ino ineed ito ido 

ianything iexcept iSIFT. i iWe ihave ifocused iin ithis ithesis ion ithe ihorizontal iflipping 

iof ithe iimage. iRight iand ileft idirections iare irequired ito ibe iselected. iDirection iis 

ifixed ibased ion ithe isum iof iall iof ithe ileft iand iright iposition ivectors. 
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                                             …21 

 

Where, 𝑁𝑏𝑖𝑛  i= iorientation ibin inumber iwhich iis i36 iin icase iof iMIFT. 𝑛𝑑= idominant iorientation iindex 𝐿𝑖  i= igradient imagnitude 

 

 
 i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i ii i i 

Fig 2.13 Feature vector of MIFT showing twice the number of features than SIFT 

(a) i= iThe ikeypoints iin ireal ipicture 

(b) i= ikeypoints iof iflipped ipicture 
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(c) i= i14th
 icell iof ib ishowing iscattering 

(d) i= i14th
 icell iof ia ishowing iscattering 

(e) i= ia’s idescriptor 

(f) i= ib’s iSIFT idescriptor 

(g) i= ib’s iMIFT idescriptor i 

 

 8 iOrientation iorder i: ireorganizing ithe iorder iof ithe ibins iis ithe iother iway. iValues iof 

i𝑚𝑙  iand i𝑚𝑟  iare irequired ifor ithis. iThe iabove ifigure ishows iit iwhen iit iis irotated iin 

ianticlockwise iand iclockwise idirection irespectively. 

 

After icalculation iof iMIFT iof ithe iapproximate iimage icomputed iusing iSWT, iwe ineed ito 

iproceed isame ias iin ithe iprevious itechnique iof iSIFT. 

 

Thus iwe ihave inow ibetter idescriptor ithan iSIFT iwhich icontains ibetter iinformation iwhich iis 

iused ito icompute ithe ilocalization iof ithe icloning iof ithe icompletely i180 idegree iflipped 

iimages. 

After icalculation iof iMIFT ikey ipoints ifollowing isteps iare iused ito idetect ithe iforged iimage: 

 

1 iClustering iand iMatching iof ithe iextracted ikey ipoints i 

2 iFalse ipositive iclusters iremoval iusing iRANSAC 

3 iLocalization iof iforged iregions iof ithe iimage 
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iCHAPTER 3 i RESULTS 

 

DCT iALGORITHM i 

 

This iDCT ialgorithm iwas itested iwith imany iinput itest iimages. iThe ialgorithm iis iworking 

iwell ion ipictures iwith icloned iregions ithat ido inot igenerate irotation ior iscale. 

Figure i17 ishows ithe iDCT ialgorithm iis irunning ion ia icrime iscene ipicture iwith ifive iobjects 

ishown ion ipavement. iDespite ithe icorrelation iof ithe ipavement, iwhen iusing ia ithreshold iof 

i10 iand ia iquality ifactor iof i0.5, ithe ialgorithm iwas icorrectly iable ito iidentify ithat ithe ififth 

iobject ihad ibeen icovered. In ithe ioutput iimage, ithe icopied iregion iis ihighlighted iand ishown 

ias ithe ipurple iregion ibeing icopied iand imoved ito ithe igreen iregion i(or ivice-versa). i 

 

 

Fig 3.1  Left: Original picture; Middle: Input picture; Right: Output picture with threshold 10 and quality 

factor 0.5 

 

iAnother iexample iis igiven iin iFigure i3.1. iIn ithis ifigure, ithe imiddle iimage ishows ithe iresult 

iof ithe iAmerican iflag ion ithe iright iside iof ithe ipicture ibeing icopied iand ipasted iabove ithe 

itelephone ipole. i 
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With iquality ifactor i0.35 iand ithreshold i27, ithe ialgorithm iwas iable ito icorrectly iidentify ithe 

iflag iin ipurple ias ithe icopied imoved iregion. IIn isome itests, ithe ialgorithm iwould ibe iable ito 

irecognize ithe iforged iregion ibut ialso iincorrectly iidentify iregions ithat iwere iflat ilike ia 

igrassy ifield ior ithe isky. iThese iregions iwould iget ihighlighted iby ithe ialgorithm ialmost 

irandomly iand iappear ias inoise iin ithe ioutput. i 

 

Fig 3.2  Left: Original picture; Middle: Input picture; Right: Output picture with threshold 27 and quality 

factor 0.35 

 

An iexample iwhere ithis ihappened iis igiven iin iFigure i3.2. i In iFigure i3.3, ithe iperson iwas 

icopied iwith ia irectangular iregion ito ithe ileft iand ithe ishadow iof ithe iperson iwas icopied iwith 

ia irectangular iregion ibelow ithe ishadow. Using ia ithreshold iof i32 iand ia iquality ifactor iof 

i0.745, ithe ialgorithm iwas iable ito iidentify iin iblue iand igreen ithe itwo icopy-moved iregions. 

However, idue ito ithe ifalse ipositives ithat iappear ias inoise iin ithe ioutput, ithis iexample ishows 

ithe ineed ifor ihuman iinterpretation iof ithe idata ifrom ia iCMFD ialgorithm. i 

 

In itests ithat iincluded ieven ia islight irotation iin ithe icopied iregion, ithe ialgorithm idoes inot 

idetect iany iof ithose iregions ias ia ipossible iforged iregion. iThis iresult iis idemonstrated iin 

iFigure i3.6. Figure i3.6 ishows ithe isame icrime iscene iphoto ias ibefore iexcept iinstead iof ia 

iregion ibeing icopied iand idirectly imoved iovertop iof ithe inumber i5, ithe icopied iregion iwas 
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irotated ifirst iby i180 idegrees iand ithen iplaced iover ithe inumber i5. The iresults iwere ithe isame 

ifor iany ivariation iof irotation igreater ithan i0 idegrees iand izero ishift ivectors iwere iidentified. 

iThe ialgorithm ialso iwas iunable ito iidentify iimages iwhere ithe icopied iregion iwas iscaled iin 

iany iway. Hence idue ito ithese ishortcomings iwe imoved itowards ithe ifeature ibased imethods 

iwhich iare icomparatively ibetter ion idetecting ithe icloned iregions iof ithe iimage iafter 

igeometric irotation ior iscaling itechnique ihas ibeen iapplied ion ithe igiven isegment iof ithe 

iimage ibefore ipasting iit ion ithe iinput iimage ito ichange isome iof ithe icharacteristics iof ithis 

iimage.  
I 

 

Fig 3.3  Left: Original image; Middle: Input image 

 

Figure i3.5 idemonstrates ithe ialgorithms iinability ito iidentify iscaled iregions. iIn ithis ifigure, 

ithe isame icrime iscene iphoto iis iused. i 

 

The iregion iboxed iin ired iin ithe iimage ion ithe ileft iwas icopied, iscaled ito i175% iits ioriginal 

isize, iand ithen imoved iover inumbers i3, i4 iand i5. iWith ithis iinput, izero ishift ivectors iwere 

iidentified. iSimilarly, ifor iscaling iof i125%, i150%, iand i200% ithe ialgorithm iidentified izero 

ishift ivectors. 
 i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i  
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 i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i  i 
 i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i  

Fig 3.4  Top Right: Output image with threshold 32 and quality factor 0.745; Bottom Right: Test  image 

showing only the regions that were highlighted 

 

Fig 3.5  Left: Original image with box around the region that will be copied; Middle: Input image where 

the highlighted region from left was scaled by 150% and used to cover numbers 3, 4, and 5. Right: Output 

image showing no highlighting, quality factor 0.75 and threshold 10. 
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Fig 3.6  Inability to detect the degree of rotation when the segment is flipped by 180 degree and placed on the given picture. 

 

SIFT iALGORITHM 

 

We iapplied ithis ialgorithm iover ithe istandard idataset iMICC-F220. I 

 

Firstly, i2-D iSWT iis iapplied ion ithe iimages iof ithe idataset iand iapproximate icomponent iof 

ithe idecomposed ipicture iis iprovided ias ithe iinput iimage iin iSIFT ialgorithm ito iextract ithe 

idescriptor ivectors ifor ithis iimage. I 

 

Finally, icoordinating ioperation iis iperformed ion ithe iextracted ikey-points iin iorder ito ifind 

iout ithe ilocalized iregions iof ithe icloning. 
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Fig 3.7  Shows an input image which is forged as the bird is copied and moved to another place. 

 

When ithe iSIFT idependent icloning iforgery idetection imethod iis iused ion ithis iinput iimage 

ivarious iDOG ipyramids iare iformed iwhich iare ishown iin iFig i3.8 iand iFig i3.10. These iare 

ithe ibasis ifor ithe igeneration iof ithe ifeatures ion ithe iinput iimage. iThe ifeatures iare ifurther 

iused ifor ithe idetection iof icloned iparts iof ithe iimage. i 

 

Fig 3.8  DOG of given input 

 



48  

 i 

 

Fig 3.9  (a) Real, (b) Cloned, (c) Cloning Detection i i i i i i i i i i i i i i i 

 

Fig i3.9 ishows ithe ioutput iof ianother iimage iwhich iis iforged iand ia isegment iis icopied iand 

imoved ito ianother ipart iand iis idetected ieffectively iby ithe iSIFT ibased itechnique. I 
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Fig 3.10  DoG Pyramids of Approximate Components 

 

i Fig 3.11  Final output of SIFT based technique 
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MIFT iALGORITHM 

 

We iapplied ithis ialgorithm iover ithe iprevious idataset iafter iflipping ithe icopied iportion iby 

i180 idegree. i 

Firstly, i2-D iSWT iis iapplied ion ithe iimages iof ithe idataset iand iapproximate icomponent iof 

ithe idecomposed ipicture iis iprovided ias ithe iinput iimage iin iMIFT ialgorithm ito iextract ithe 

idescriptor ivectors ifor ithis iimage. i 

Finally, icoordinating ioperation iis iperformed ion ithe iextracted ikey-points iin iorder ito ifind 

iout ithe ilocalized iregions iof ithe icloning. 

 

 

Fig 3.12  Shows an input image which is forged as the bird is copied and moved to another place while 

flipping it with 180 degree 

 

When ithe iMIFT idependent icloning iforgery idetection imethod iis iused ion ithis iinput iimage 

\\\ivarious iDOG ipyramids iare iformed. iThese iare ithe ibasis ifor ithe igeneration iof ithe ifeatures 

ion ithe iinput iimage. iThe ifeatures iare ifurther iused ifor ithe idetection iof icloned iparts iof ithe 

iimage. 



51  

 

Fig 3.13  DOG of given input 

 

 

Fig 3.14  (a) Real, (b) Cloned, (c) Cloning Detection i i i i i i i i i i i i i i i 
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i i Fig 3.15  DoG Pyramids of Approximate Components 

 

 

                                       Fig 3.16  Final output of MIFT based technique 
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Fig 3.17  Shows an input image which is forged with resizing  

 

 

 

 

 

                             

i i Fig 3.18  DoG Pyramids of Approximate Components 

 

                                       Fig 3.19  Final output of MIFT based technique 
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Fig 3.20  Shows an input image which is forged with rotation 

 

i i Fig 3.21  DoG Pyramids of Approximate Components 

                             

Fig 3.22  Final output of MIFT based technique 
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Fig 3.23  Shows an input image which is forged with resizing 

                   

i i Fig 3.24  DoG Pyramids of Approximate Components 

                          

Fig 3.25  Final output of MIFT based technique 
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COMPARISON iBETWEEN iFEATURE iBASED iTECHNIQUES iAND iDCT i: 

 

 We ifound iout ithat ithe ifeature ibased itechnique ito idetermine ithe icloned iimages iis 

ibetter ithan ithe iDCT ibased itechnique ias ifeature ibased itechnique iis iable ito idetect 

ithe icopied iparts ithat iare iscaled ior irotated iand ithen ipasted ito iany iother ipart iof ithe 

iimage. i 

 

 The idetection iof ifalse ipositives iis ifurther iless iin icomparison ito iDCT ibased 

itechnique. 
 i 

 Feature ibased itechnique iis ibetter iwhen ione ipart iof iimage iis irepeated, iwhereas 

iDCT ibased itechnique iwill iprovide ibetter iresult iwhen ione iimportant isegment iof 

ithe iimage iis ihidden iusing iother ipart iof ithe isame iimage. i 

 

 Feature ibased itechnique iis imore ireliable ithen iDCT itechnique. i 

 

EXPERIMENTAL iPARAMETERS iUSED iIN iTHE iCOMPUTATION 

 

The iparameters iwe ihad iutilized ifor iportraying ithe iexamination iare ias iunderneath: i 

 

 True iPositive i(TP): iTrue ipositive idemonstrates inumber iof ipictures ieffectively 

irecognized ias icloned. i 

 True iNegative i(TN): iIndicates inumber iof ipictures ieffectively idistinguished ias 

inon-altered. i 

 False iPositive i(FP): iIndicates inumber iof ipictures iunsuccessfully irecognized ias 

ialtered iwhile ireally ithe ipictures iare inot ialtered. i 

 False iNegative i(FN): iIndicates inumber iof ipicture iunsuccessfully irecognized ias 

inon-altered. i 

 Accuracy: iAccuracy igives ithe iratio iof ireally idistinguished ipictures ifrom itotal 

inumber iof ipictures. i 
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Accuracy i= i i

𝑇𝑃+𝑇𝑁𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁 

 

 True iPositive iRate i(TPR): iIt icomputes ithe ipercentage iof ipictures isuccessfully 

idetected ias ialtered. iIt iis imeasured ias: i 

 

TPR i= i i

𝑇𝑃𝑇𝑃+𝐹𝑁 

 

 False iPositive iRate i(FPR): iIndicates ithe ipercentage iof inon-altered ipictures iwhich 

iare iunsuccessfully iidentified ias ialtered ione. iIt iis imeasured ias: i 

 

FPR i= i i

𝐹𝑃𝐹𝑃+𝑇𝑁 

 

i iTable i3.1 Performance analysis Factors 

Abbreviation Full iForm Meaning 

TP True iPositive Cloned iImage iDetected ias iCloned 

FP False iPositive Authentic iImage iDetected ias iCloned 

TN True iNegative Authentic iImage iDetected ias iAuthentic 

FN False iNegative Cloned i iImage iDetected ias iAuthentic 
 i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i  
i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i 

 

iTable i3.2 i i Outcome of proposed method 

No. iof ioriginal iimages No. iof icloned iimages TP TN FP FN 

50 50 47 47 1 5 
i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i  

i 

 

Table i3.3 Performance of proposed method 

Specificity Accuracy FPR% FNR% TPR% 

97.91% 94% 1% 20% 90.38% 
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Table i3.4 Comparison of performance based on different attacks on image 

Types iof iattack Number iof ikey 

ipoints ifound 

Computational 

itime(s) 

No irotation iand 

iscaling 

397 12.81 

Scaling 376 18.57 

Rotation 259 7.52 

Scaling iand irotation 287 14.44 

 

FUTURE iWORK i 

 

The iabove imethodologies ihave idifferent iadvantages ias ithey ican imanage ia iwide irange iof 

igeometric ichanges, ideformation iand iblurring. iThe ispace iand itime irequired ifor 

icalculation iis iadditionally iless icontrasted iwith iblock ibased itechniques. iYet iat ithe isame 

itime ithere iare iissues ias ireferenced ibeneath. i 

 

 These iapproaches idon't iwork ifor iflat iportions iof ithe iimage. i 

 High ifalse ipositive irate iof ithe irecognition iresults iis ilikewise ia inoteworthy iissue 

iand ishould ibe imanaged. i 

 Proper imethod ifor iclone ilocalization iisn't iavailable. i 

 Computational iefficiency iis iless iand ithus ithere iis ithe iscope ifor iimprovement 

 It icant ibe iused ifor ithe idetection iof ivery ismall iclones. i 

 

The idifferent imethodologies imentioned iin ithe ithesis ifor ikeypoint ibased icloning 

irecognition icant ibe iapplied ion idigital ivideos.The iFPR iand itime itaken iis ihigh, iwhich 

imakes ithe iaccuracy ito ibe ivery ilow. 

 Further idetecting ivideo iforgery iis irelatively iless iexplored iarea iand ias iwe isaw irecently 

ithere iwere inumerous iincidents iof imob ilynching idue ito iforged ivideos iand iimages 

ispamming ion iwhatsapp. i 
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Fig 3.26  Original image and its modified picture with splicing effect. 

 

So ithere iis ian iurgent ineed ito iclassify ithe iimage ias iforged ior ireal ion ithese isocial 

inetworking iplatforms ito itackle ithis igrowing iworldwide iproblem. i 

 

If itechnology iis ithe ireason ifor ithe ideath iof iinnocent ipeople, ithe itechnology ican ionly isolve 

ithis iproblem iand ifurther iwith ithe igrowth iof ivarious igovernment iinitiatives ilike iDigital 

iIndia, ia icommon iman ihas ithe iaccess iof ia idigital idevice iwhich ileads ito ifurther ihigh 

irequirement iof iregularizing iimage iand ivideo iforgery iin ithis idigital iera iand iwe ihave 

ialready idiscussed iabout iits iextensive iuse iin ithe iforensic iscience. 

 

The istudy ican ibe ifurther iextended ito iincrease iits idomain itowards idetection iof icloning iin 

iDigital ivideos iand icloned iimages iusing isplicing itechnique.There iis ia iurgent ineed ito 

iresearch iin ithis iarea ias iit iwill ihave isignificant ieffect ion iforensic iscience iand iis iable ito 

icompletely itransform ithe icurrent iway ito idetect iimage iand ivideo icloning iin iforensic 

iscience. 
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APPENDICES 

 

 - Cloning 

 - Image retouching 

 - Splicing 

 - Watermarking 

 - Non Blind approach(active) 

 - Blind approach(passive) 

 - Edge map generation 

 - Color component separation 

 - Histogram generation 

     - Frequency transform of Histogram 

     -Pixel 

2.1- Exhaustive search equation 

2.2- Equation for Autocorrelation 

2.3- Marr edge detector 

2.4- Exact Match 

     2.5-Robust Match 

     2.6-Shift Vector     

     2.7- Q-Factor   

     2.8- SWT-SVD 

     2.9-SIFT Algorithm 

     2.10- RANSAC 

2.11- Unit Matrix 

     2.12- RGB to Greyscale conversion 

2.13-swa 

2.14-Taylor series expansion      

2.15- DOG 

2.16-Autocorrelation using Fourier Transform 



61  

2.17-Keypoint localization 

3.1 True Positive 

3.2 False Positive 

3.3 True Negative 

3.4 False Negative 

3.5 Accuracy 

3.6 TPR 

3.7 FPR 

3.8 Sensitivity 

3.9 Specivity 
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