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Abstract 

 

 

 

The development of visual information for human logic and processing of visual data for independent 

machine perception are the main important areas that had triggered the interest in image processing 

subject long ago. Image restoration process refers to elimination or minimization of degradations in an 

image. The process of image restoration includes deblurring of images which are degraded by the various 

limitations of camera sensor, environment, correction of geometric distortion or non-linearity’s and noise 

due to camera sensors. Image deblurring/deconvolution is a process of recovering the original image from 

a degraded image. Point spread function(PSF) is the function which causes the degradation of images also 

called as the blur kernel or degradation function. The light or electromagnetic waves that we intend to 

capture propagates from a point source. The light spreads due to environmental or imaging system 

reasons thus reducing the quality of imaging system. This problem is ill conditioned by nature. We 

propose a method where we use maximum a posterior approach and also use the information in the 

spectrum of the image to deblur the image. The proposed method is robust and is able to handle a variety 

of blurs. 

 

 

 

 

 

 



Chapter 1 

INTRODUCTION 

 

 

Human vision information is the most trusted source of information compared to other data 

acquisition done by the human body. An image is a generic container of any visual information . 

The procedure of retrieval and analysis of the visual information by a digital device is called 

digital image processing. The development of visual information for human logic and processing 

of visual data for independent machine perception are the main important areas that had triggered 

the interest in image processing subject long ago[1]. 

 

In fact, when a physical process generates an image, the energy radiated by the source is 

propotional to its intensity. Hence, the final image, i(x,y), is not zero and finite[2], i.e., 

 

                                                     Zyxi ),(         (1.1)          

 

where Z represents a finite set of integers and x, y shows spatial coordinates. Hence, an image is 

expounded as a two dimensional light intensity function, i(x; y), and the numeric value of i, at 

any given point (x; y) will be corresponding to the brightness of the image at that given point[2]. 

A digital image can be expressed as a matrix. Its row and column indices will indicate point in 

the image. The analogous matrix element can be known as picture element. Its pixel value 

represents the intensity at that point in the matrix. The input for digital image processing is 

always an image and the output of it would be an image and some relevant information gathered 

on function application on the given image.  

 

Following are the methods used as techniques of digital image processing [1]: 

 

A. Image Representation / Modeling 

B. Image Enhancement 



C. Image Restoration 

D. Image Analysis 

E. Image Reconstruction 

F. Image Data Compression 

 

 

Figure 1.1 Blur model 

 

The digital image processing technique followed in this thesis is image restoration. A lot of 

research has been done in the field of image restoration but lot still needs to be done. Image 

restoration is a very wide area in image processing hence a part of it has been focused in this 

thesis that is reconstruction of the true image and blur estimation. 

 

 

1.1 Challenges  

 

Illumination and reflectance components are the major components which characterizes an 

image. Apart from these major components an image formation will also depend on the attributes 

of the object being photographed, environmental conditions at the time of photograph taken and 

the imaging devices being used. All these components produce an bad effect during image 



acquisition and results in production of a degraded image, c. The process of recovering the actual 

image from the degraded image is the objective of image restoration. The function causing the 

degradation in the image, df is known as blur. The noise that gets added in the image is also 

regarded as another source of degradation. Thus the image degradation model can be represented 

as, 

 

                                                   idc f           (1.2) 

 

We have c(degraded image), some information about the degradation function (blur) df , and 

some information about the noise. The goal of restoration is to get an estimate of the original 

(actual) image. The estimate, î , is desired to be as close as possible to the original image. In fact 

the more the information we have about df and î , the more accurate will be the estimation. 

Figure 1.1 shows the degradation of image and image restoration process. 

 

Image restoration process refers to elimination or minimization of degradations in an image. The 

process of image restoration includes deblurring of images which are degraded by the various 

limitations of camera sensor, environment, correction of geometric distortion or non-linearity’s 

and noise due to camera sensors. 

 

Image restoration got importance in the engineering field in the area of astronomical 

applications. The air has different composition and density at different levels and thus the 

refractive index is also different. This caused blurred images captured at the ground[3].The large 

difference in the speeds of space craft and the camera shutter caused motion blur in the images 

captures of earth and planets. Also medical imaging has a lot of degradations so restoration 

becomes a crucial part. Visual media has not used the technique to the best of its ability but old 

movies and videos restoration is an interesting application of image restoration. Image 

restoration has vast applications in the field of aviation and surveillance and many more 

applications needs to be explored. 

 

 



1.2 Target Definition 

 

Image deconvolution is a process of recovering the original image from a degraded image. There 

are two types of image deconvolution, first is the blind image deconvolution and second is the 

non blind image deconvolution. Blind image deconvolution is a process of deconvolution in 

which both the actual image and the degradation function is unknown and only the degraded 

image is known. Non blind image deconvolution is a process of deconvolution in which we have 

the knowledge of the degradation function ( blur function / blur kernel / point spread function ).  

 

The revival process or recovery process are of two types: 

 

A. Non Blind Restoration 

B. Blind Image Restoration 

 

The first type non blind restoration technique includes that utilizes some knowledge about the 

blur kernel during revival of the image while the second type blind image restoration technique 

tries to estimate both the original image and the degradation (blur) from the degraded/blurred 

image, without any knowledge of the imaging system. In the non blind restoration technique, the 

blur kernel or degradation function is given and the degradation/convolution process is reverted 

using known restoration algorithms. In the second type that is blind image deconvolution, the 

degraded image c(x; y), is expected to be a two dimensional convolution of the actual image i(x; 

y) with the blur kernel(degradation function) , also known as point spread function( PSF ), d(x; 

y). The relation between the discussed parameters is given by    

 

                                                    c(x; y) = i(x; y) * d(x; y)   (1.3) 

 

The reconstruction of the original true image requires the knowledge of blur kernel (PSF) and its 

deconvolution with the degraded(blurred) image. Many researchers have worked and explored 

the area of image deconvolution but still it is a crucial problem for researches. 

 

 



 

 

1.3 Motivation for Blind Image Deblurring 

 

 

Inspite of being difficult problem, the blind image deconvolution has enjoyed wide application 

area in most of the practical scenarios. The major motivations behind blind image deconvolution 

can be focused as: 

 

1. Use of high cost adaptive-optics systems to overcome the blurring problem in astronomical 

imaging is impractical for analyzing some observation. Instead the blind deconvolution is 

cheapest way to retrieve the relevant information from the degraded image as a post-processing 

technique. 

 

2. Some application area such as medical imaging rely on high image quality for close diagonsis, 

like X-ray imaging, which in turn demands for increased incident X-ray beams intensity. But 

practically, this is hazardous for patients health and hence blurring is inevitable. Hence, BID is 

used to tackle with the degradation. 

 

3. Instant deblurring cannot be done by predeterming certain PSF in real-time applications such 

as video-conferencing. Also, on-line degradation determining technique is error prone and create 

artifacts in restored image. 

 

4. Lastly, but not least, to predermine any information about any scenario is practically either too 

costly, or dangerous and sometimes mostly impossible. Also, the degradation specified is not 

necessary true for deblurring. Hence, blind approach is adopted to solve the problem. 

 

 

 

 



1.4 Deblurring Characteristics 

 

Blind deconvolution problem is based on some assumptions.  

The problem of blind deconvolution of image has few characteristics as listed below:- 

 

1.The signals that convolve to form the degraded image that is the original image and the blur 

kernel (PSF) are irreducible[3]. It is important to have this characteristic as if the degraded image 

is a resultant of more than two independent components then the deconvolution is ambiguous. If 

true image i(x,y) = i1(x,y) * i2(x,y) and the blur kernel(psf), d(x,y) = d1(x,y) * d2(x, y), then  

 

                              c(x, y) = i1(x, y) * i2(x, y) * d1(x, y) * d2(x, y)      (1.4) 

 

It can seen clearly that the deconvolution result will be difficult to interpret the signals.   

 

2. Blind deconvolution process is prone to get scaled and shifted with respect to the true image. 

Thus 

 

                                          î  = Ai(x - b1, y - b2)         (1.5) 

 

where A, b1, b2 are the arbitrary constants and î  is the estimate of the original(actual) image but 

the blind deconvolution cannot find A, b1 and b2. 

 

3. Techniques involved in blind deconvolution assume noiseless condition for reconstruction of 

the original image. Let it be any scenario noise will be present and gets added to the original 

image. 

 

4. The blind deconvolution problem is an ill-posed problem. The solutions in the result  may 

entirely differ even if very small change in the assumed data is done for reconstruction process.  

 



5. The devices used in the imaging system may not be perfect and may add noise in the captured 

image. This type of system will affect the overall result of the image deconvolution process. 

Direct subtraction of the noise from the signal is not possible as it is statistical in nature. 

 

6. The result of the process is based on optimal criteria which differs in every method. This 

optimal criteria relies on some information in imaging. Good results are obtained on proper 

initializations at the beginning. Thus the result of the whole process is never the same.  

 

7. In blind deconvolution technique when we go for good convergence then the computational 

complexity increases and vice versa. This varies in different environments, imaging systems used 

and applications. There are different requirements based different applications like medical 

applications need more authenticity and reliability while speech needs less complexity. 

 

 

1.5 Blind Image Deblurring Techniques 

 

Deconvolution is actually a process separating two signals which have been convolved. Blind 

image deconvolution technique deals with the unknown signals. The objective of this technique 

is to separate the unknown signals of different characteristics. So it becomes important to know 

some characteristics of the signals for carrying out the processing. The areas in which this 

process is applied is very wide and includes speech, image processing, medical, seismic, 

astronomical etc.  

 

Image restoration got importance in the engineering field in the area of astronomical 

applications. The air has different composition and density at different levels and thus the 

refractive index is also different. This caused blurred images captured at the ground. The demand 

for image restoration has increased day by day since then and has become very important today. 

 

The blind deconvolution of images are addressed by following apporaches[1] :- 

 



1. In the first approach the identification of psf i.e. degradation function, is done first and 

then the true image is identified using classical restoration techniques such as weiner 

filtering, inverse filtering, pseudo inverse filtering, etc. This approach requires less 

computation. The algorithms based on this approach are called as priori blur 

identification technique.  

2. In the second approach psf(blur kernel) and the original image both are recovered 

simultaneously in the image restoration process. Thus the algorithms used in the process 

in such approaches are computationally complex. 

 

Among the blind deconvolution techniques a priori blur identification technique is the simplest. 

The blur or the degradation function(PSF) is found and then the actual image is estimated. The 

results are excellent when the blurring parameters are found correctly. This technique is best 

suited for applications where blur parameters are known. Among all the methods the method of 

blind deconvolution by the use of frequency domain nulls of the blurred image is very popular. It 

does not work well with noise. Tekalp[4] replaced cepstrum by bicepstrum to consider noise 

effect but the computational complexity increased. The main disadvantage of this method is that 

the parameters of degradation need to be known. 

 

Next approach of blind image deconvolution caters the deconvolution problem where no 

parameter about the degradation function is known. This approach uses some constraints for 

estimation of the actual image. The constraints include non negativity, blur free edges etc. These 

constraints are used in the optimization of the problem of deconvolution. In such approaches we 

try to find out both the actual image and the blur kernel(psf) simultaneously. 

 

Some popular methods are: 

 

Ayers and dainty [5] were the first to propose iterative blind deconvolution. It is the simplest 

technique. It uses fft for the recovery process. Initially we make guess about the actual image and 

proceed iteratively to further estimate the degradation function(psf) and the actual blur free 

image. The blurred image can be noisy or noise free. Constraints are applied in both fourier and 



image domain. This method has very less computational complexity. The method has a 

drawback that it is unstable. This method was modified using weiner filter. 

 

 

1.6 History of the subject 

 

Researches in the field of image deblurring which is a part of the image restoration has a long 

history. Researchers have mainly focused and worked on image processing approach. We first 

study some of the methods latest advances in this. The image processing approaches handle 

images in a manner of post processing of them after the capture. Mariana and Mário [9] have 

worked on the stopping criteria for the iterative process using whiteness measure. They presented 

that the performance of deblurring algorithm depends critically on the weight assigned of the 

regularizer and on the number of iterations for which the image is been deblurred in the 

algorithm. Tao, Jinli , and Qionghai [10] presented a deblurring method to restore the blurry 

images scenes degraded by any camera motion of large depth range. They suggested a blur 

model which would take into account of camera motion in 6-degrees of freedom with a pre given 

scene depth map. Vijay, Paramanand and Rajagopalan [11] suggested that blurring depends lot many 

factors such as stability of the platform, exposure time and user experience. They presented a 

method that takes as input differently exposed non-uniformly blurred images to recover the true 

deblurred sharp image. They used a transformation spread function (TSF) to model the blur i.e. 

point spread function. The true sharp image is then recovered by minimizing a optimization cost 

iteratively. Alexandra and Andrey [12] worked on the post processing the deblurring process to 

recover the image if some blur still exists. They presented a method to transform the neighboring 

pixels of the edge in the image so that the neighboring pixels come closer to the existing edges in 

the image. Manya, Jose M. Bioucas-Dias and Mario [13] presented a fast algorithm for solving 

image restoration and reconstruction which used an optimization problem(unconstrained) where 

the objective function included an l2 term. Wikky, Takuya, Mitsuru, and Sueo [14] presented a 

image deblurring problem of linear motion blurred image assuming that it is noiseless. They used 

a modified 2-D cepstral analysis and Radon transform. Hae and Peyman [15]  generalized the 

guided filter approach which significantly increased the performance. Suk and Amnon [16] 

proposed an approach to deblur the long exposure image having the knowledge of the short exposure 



image. The method used two images of the same visual scene taken at two different exposures then they 

used the long exposure image and recovered the blur kernel(psf). The estimation of the psf is done by 

applying regularizer on the short exposure image. Kishore and Puran [17] proposed a method for 

estimation of blur parameters like motion blur length and the motion blur angle and it will 

defines PSF. 

 

 

1.7 Approaches in Image Processing  

 

1.7.1 Image Deblurring/Deconvolution 

 

Solving an image deconvolution problem all comes down to its ill-posedness described in 

Sec.1.2.2, which, in one aspect, shows itself as zero division in the frequency domain.  The 

simplest solution is to introduce a fixed small number in the denominator, another way is to use 

wiener deconvolution[1]. In it estimates of power spectral density of noise and original image is 

used. Apart from this we can also use some prior knowledge of  images 

 

The challenge with ill posed problem is that the number of possible solutions for the 

deconvolution problem is very large. Similar resultant images can be obtained for different 

images. So if we introduce some priori on deblurred imaged we decrease the number of possible 

solutions. One priori knowledge is that pixel values can have limited values in the image and 

thus is bounded also they can not be negative. Richardson-Lucy deconvolution used this concept 

and kept the pixel values always positive. 

 

One more form of regularization is Tikhonov regularization. We apply a high pass filter and 

remove high frequency information to obtain ring free results. But it will also remove the sharp 

images. So we can minimize the squared norm of it. Recent research shows that images have 

heavy tailed distribution with wider foot and narrow peak as compared to gaussian.  

 

 



1.7.2 Blind Image Deblurring/Deconvolution 

 

Blind image deconvolution technique restores the actual image from the degraded image without 

any significant knowledge of the degradation function(PSF). 

 

There are two ways of doing this: 

1) Find the PSF(blur), and apply non blind deconvolution method 

2) Estimate the PSF(blur) and the true sharp image iteratively. 

 

Some researches have been done using multiple images. One such method showed that by 

utilizing two blurred images can reproduce much better deconvolution results. One another 

method made use of long exposure blurred image and a short exposure image.  

 

Handling Spatially-Variant Blur 

 

Mostly all methods assume the degradation fuction as spatially invariant. When the psf is 

spatially variant then the psf is spatially invariant section wise. Thus blur has a slow varying 

characteristic.  

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Chapter 2 

IMAGE BLUR 

 

 

The image quality affects the interpretation and recognition of the original data in the image. The 

environment having haze and restricted sight will not allow good visual perception in the 

captured image. The deterioration in the image information quality is due to a parameter known 

as blur 

 

The approach followed in the process of deblurring is to find the information of the blur that 

degraded the image. The existing methods of reconstruction of actual image from the degraded 

image depends on the knowledge of degradation acquired. Therefore we estimate the blur and 

then apply image restoration process to the recovery of original image. Priori deconvolution 

technique needs to assume some parameters to estimate blur[3].  

 

 

2.1 Degradation function 

 

The degradation function point is the function which causes the degradation of images also 

called as the blur kernel or spread function(PSF). The light or electromagnetic waves that we 

intend to capture propagates from a point source. The light spreads due to environmental or 

imaging system reasons thus reducing the quality of imaging system. This spreading is called 

blur or mathematically point spread function. If we visualize things in terms of systems then psf 

or blur can be defined as the impulse response of the medium or imaging system. Ideally the 

image which gets captured is proportional to the actual scene intensity at pixel level but practical 

systems are prone to be affected by various types of noises and blur too. 

 

 



 

2.1.1 Types of PSF 

 

Point spread function which causes degradation is of two types: 

 

1. Spatial-variant blur 

2. Spatial-invariant blur 

 

                              

 

Figure 2.1: Image formation with PSF 

 

Mathematically we can write the equation for image as[1]: 

 

                                                    c = df i + n          (2.1) 

 

where c is the blurred image, i is the actual image, n is the noise and df is the psf or blurring 

function.  

 

Spatial variant blur is a blur in which each pixel in the image is affected by different strengths of 

blur i.e. it is not homogenous. When each pixel in the image is blurred equally then it is called as 

spatial invariant blur. 

 

The point spread function, shown in (2.1), is spatial invariant if  
2Zk  for any shift  

c(x) = df [i(x)] implies that c(x - k) = df [i(x - k)] 



 

 

Such functions can be expressed in terms of convolution according to signal processing. Now the 

same can be applied to spatial invariant blur and can be seen as: 

 

                                   c(x , y) = i(x , y) *d(x , y) + n(x , y)    (2.2) 

 

where ’*’ is the convolution operator. The above equation can be rewritten in discrete form as, 

 

                                   c(x , y) =
nm ,

i(m , n)d(x - m; y - n)     (2.3) 

 

When we visualize the above equation in frequency domain we get: 

 

                                   C(u , v) = I(u , v)D(u , v) + N(u , v)      (2.4) 

 

Thus blurring phenomena can be said as the convolution of the scene image with the point spread 

function. It is generally assumed that the psf is spatially invariant but there are cases where psf 

will be spatially variant specially when two objects are moving with different speeds in different 

directions. Also in astronomical telescopes errors in the lens and mirrors induce such point 

spread functions[5]. 

 

Deconvolution is the method which when done on the blurred image by the psf results in the 

restored image. When we consider the case of space variant psf we estimate the blur at different 

image sections, deconvolve each section and join everything to get the final image. Deblurring in 

the case of spatially varying blur is very difficult and complex as compared to spatially invariant 

blur. Many spatially invariant blurs have been discussed in following sections. 

 

 

 

 



2.2 Space invariant Blur 

 

The various types of spatially invariant blur models like: 

 

A. Motion Blur: When objects move during the time of capture or camera moves during time of 

capture then there occurs motion blur. Many types of blurs have been discussed in the literature. 

The various types of motion blurs are translation, scale change, rotation, or any combination of 

such blurs. 

 

                                

otherwise
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B. Out-of-focus Blur: This type of blur can be visualized as some parts of the captured image is 

in focus and some is not in focus. The focal length of the lens its distance with the object causes 

this type of blur and finally degrades the image 

 

                                   

otherwise
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where r is the radius of the circle of confusion[2]. 

 

C. AtmosphericTurbulence Blur: The point spread function formed due to the long exposure of 

the camera in the atmosphere in certain cases is called as gaussian psf [1]. The psf in this case is 

given as: 

 

                                      d(x , y) = K exp )
2

(
2

22



yx 
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        (2.7)
 

 

 



 

2.3 Blur due to motion 

 

When we take a photograph of a moving subject or move the imaging system(device)  then the 

degradation or blur caused is known as motion blur. This blur degrades the image significantly. 

Whenever there is a relative movement between the object and the camera then there will be 

motion blur. The following situations brings motion blur into picture. 

 

1.  Object in motion captured by stationary camera, 

2. Stationary Object captured by moving camera, 

3.  Object and camera both are moving(relative), 

4. Shutter movement,  

 

Two types of motion blur has been discussed here which are: 

 

A. Horizontal Motion Blur: When the relative movement between the object and the camera is 

horizontal then it is said to be horizontal motion blurred, l is defined as the blur length. Actually l 

is the number of pixels in the image affected by a single point in the actual scene[4]. 

 

                                                 

otherwise
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B. Angular Motion Blur: When the image to be captured translates at a constant velocity at 

certain degree from the horizontal axis during the camera sensor is exposed then it is known as 

angular motion blur. 

 

                                          

otherwise
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We can prevent motion blurs by adopting many techniques. It can be done at two stages, first 

during the capture time and second at the post processing stage. The measures that can be 

adopted to get rid of motion blur are: 

 

- Using optical stabilizers in the lens system of camera to minimize the motion by adjusting the 

lens accordingly. 

 

- Post processing the captured image by estimating the relative motion from image 

captured(blind deconvolution) 

 

The Hardware suggested in the first approach above is a solution for removing small amount of 

motion blur due to camera shake. This method is not using any image processing concept hence 

has not been explained. Motion deblurring can thus be done as a post processing step by 

estimating the motion blur. 

 

The present post processing techniques for estimating motion blur include radon transform, 

cepstral analysis, etc[6]. An approach of recognizing the motion direction or the relative motion 

direction is presented by Tan and Zhang [7].  Stern and Kopieka presented a method of 

recovering optical transfer function for the image motion using statistical moments [8]. This 

thesis presents an approach for estimating the blur using various information(frequency domain, 

statistiacal etc) derived from the blurred image .  

 

 

2.4 Gaussian Blur 

 

The image degradation due to atmospheric condition is modelled by the Gaussian effect. The 

gaussian blur is also a type of blur that acts as a filter and applies gaussian distribution to each 

pixel in the image. Visually gaussian blurring smoothens the image and there is an overall blur. 

Deconvolution techniques have been deviced and are required for treating the degraded image. 

Method discussed in this thesis solves all such blurs. 



 

 

2.5 Some Blurring Result 

 

The standard lena image of 256 _ 256 is synthetically blurred with di_erent types of blur. The 

blurred image are shown as in the figure 2.2. Figure 2.2(a) is Original Lena image, (b) Motion 

blurred image with L = 15,   = 45, (c) Misfocussed image with r = 10, (d) Gaussian blurred 

image with  = 0:85.  

 

 

         

Figure 2.2: Result for different degradation functions(blur). 

 

 

 

 



 

Chapter 3 

Blind Image Deblurring Methods 

 

 

Image deblurring is a process of recovering the original image from a degraded image degraded 

by blur. There are two types of image deblurring, first is the blind image deblurring and second 

is the non blind image deblurring. Blind image deblurring is a process of deconvolution in which 

both the actual image and the degradation function is unknown and only the degraded image is 

known. In this thesis we discuss two blind deblurring methods. 

1. Maximum a posterior based method 

2. Eigen value based method 

 

 

3.1 Blind Deconvolution Using Maximum a Posteriori 
 
This is a single image blind deconvolution method. Its goal is to estimate the unknown degradation 

function(blur) from a single blurred image and reconstruct the original sharp image. Such task is ill posed 

and involves some heuristic or other steps to arrive at a desired solution. Here we show that a very 

straightforward maximum a posteriory method included with very sparse priors and an efficient numerical 

solving method can produce good results, which can compete with much more  complex and complicated 

state-of-the-art methods. 

 

We rewrite the equation showing blur degrading model 

 

b=i * h + n          (3.1) 

 

where b is the blurred image, u is the sharp image(unknown), h is known as the point spread function 

(PSF) (unknown) and n is random additive noise. Now we have only one observation i.e. one blurred 

image and no knowledge of the PSF, thus the problem is extremely ill-posed. A lot of effort has been 

made in the field of image processing by the researcher community in the last few decades to find a 

reliable algorithm for blind deblurring or mathematically deconvolution with general PSFs. First 



algorithm in blind image deconvolution appeared in the field of telecommunication and signal processing 

in early 80’s [6]. Proposed algorithms worked only for special cases of applications, such as where 

blurring was due to symmetric PSFs or astronomical images which had uniform black background. 

 

 

When we see the problem from probabilistic point of view  recovery of u and h iteratively equates to 

solving MAP (Maximum A Posteriori) estimation. 

 

P(i,h | b) ∝  P(b | i,h)P(i, h) = P(b | i,h)P(i)P(h)        (3.2) 

 

where P(g | u,h) ∝ exp )||*||)
2

( 2bhi 


 is the noise distribution of the image (in this case assumed 

Gaussian) and P(i), P(h) are the prior distributions of the true image and blur kernel(psf), respectively. 

 

The main idea of this algorithm is to solve the ill-posedness of blind deconvolution by characterizing the 

prior P(i) by using statistics of the natural images and by correct choice of estimators.  

 

 

3.1.1 Mathematical Model 

 

Lets assume that the individual variables used in the blur degradation model are discrete quantities which 

are indexed and denoted as ui or [u]i. Maximization of the posterior probability P(i,h | b) is equivalent to 

the minimization of the negative logarithm of it, i.e., 

 

                   consthRiQbhiconstbhiPhiL  )()(||*||
2

))/,(log(),( 2
  (3.3) 

 

where Q(i) = − log P(i) and R(h) = − log P(h) are regarded as regularizers that track the optimization to 

the correct result and away from infinite number of other wrong and unwanted solutions. 

 

The most popular choice of researches is probably the l1 norm of the derivatives of the images which is 

either directionally separable |)()(|)( iDiDiQ yx   (this  is the Laplace distribution of image 

derivatives) or isotropic (in terms of image gradient) |)()(|)(
22

iDiDiQ yx   where Dx and Dy are 



partially derivative operators. It has been found that the distribution of gradients found from natural 

images is more heavy tailed than laplace distribution thus we use a generic version of Q(i) defined as 

 

                                                  10,|))()((|)( 222
 piDiDiQ

p

yx       (3.4)
 

 

In the case of blur kernel to force sparsity and zero for the negative values we use laplace distribution on 

the positive values of the kernel. This results in the following regularizer R os thus defined as: 
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        (3.5)

 

 

 

3.1.2 Optimization Algorithm 

 

To find out numerically the solution of i, h we minimize the functional L in alternatly with respect to i 

and h and at the same time keeping the other quantities constant. For minimization of each sub problem 

we use  augmented lagrangian method (ALM).  

 

 

3.1.2.1 Minimization with Respect to i 

 

The equation which we need to solve for estimation of i is  

 

                                                                )(||*||
2

min 2 iDiDbhi yx
i


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               (3.6)
 

 

This equation can be rewritten as 

                                                     iDviDvvvbhi xyxxyx
i

 ,),,(||*||
2

min 2

    (3.7)
 

 

ALM optimization algorithm adds a penalty term which is quadratic for each constraint to the traditional Lagrangian 

method, 
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    (3.8)
 

 

where ax, ay are the new variables in the equation which are proportional to the lagrange multipliers of 

the constraints. After such reformulation, the data term (1st term in the equation)  and the regularizer 

Φ(vx, vy) can be considered two minimization problems as they depend on different variables and are 

minimized separately. By introducing the penalty terms by ALM, it allows us to deal with the constrained 

variables Dxu and vx (similarly Dyu and vy) as they were unrelated and by taking the penalty weight α 

sufficiently large, we are able to obtain the solution for the main problem. 

 

We solve the problem of minimization of Li to obtain i, vx, vy we compute the derivative of L with 

respect to one variable while keeping others fixed. Then we solve it for minimum value of Li and update 

that variable based on that. Finally we move on to the next variable and again follow the same process. 

This process is done iteratively for much iteration. After the process of differentiating Li w.r.t. i and 

equating the derivative to zero, we must solve the linear system  for i. Thus, the solution for i can be 

easily computed and only by using the very famous Fourier transform. 

 

Minimization of Li w.r.t. vx, vy on is a bit trickier to calculate. For minimization of vx and vy the 

function to minimize is given by 
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       (3.9)
 

 

Derivatives and minimization of the above equation can therefore carried out pixel by pixel 

independently.  Let t = ([vx]i, [vy]i) and w = (Dxui − [ax]i,Dyui − [ay]i), then the equation available for 

minimizing Li  w.r.t. [vx]i, [vy]i can be rewritten as 
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     (3.10)
 

 

For some value of q a solution can be computed. If we do some simple calculation then it can be found 

that for the generic choice of q = 1, 

 

 

 

 



 

3.1.2.2 Minimization with Respect to h 

 

Minimizing of the likelihood function can be done with respect to h and the solution to it can be found in 

a similar fashion. In the similar way to separate the minimization of data term and regularizer, we again 

make the substitution vh = h. So this can be visualized as the following optimization problem. 
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       (3.11)
 

 

Now again we apply augmented lagrangian method(ALM) and the optimization equation becomes 
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     (3.12)
 

 

where ah is again similar to the variable introduced in the last sub-section related to ALM method and 

also  proportional to the constraint’s Lagrange multiplier. Minimization of the above equation w.r.t. vh 

can be done again component-wise like the last sub-section. Here t = [vh]i, w = [h − ah]i,  

 

then the problem can be rewritten as 

 

                                                                             )(||||
2
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       (3.13)
 

 

which is basically for p = 1 with the additional constraint that t has only positive values. 



 

Figure 3.1 Results of MAP based deblurring 

 

 

3.2 Blind Image Deblurring Using Eigen value/vector 
 

Blind image deconvolution is a process to recover a sharp image version of a known blurry image when 

the degradation function or blur kernel or psf is unknown. This problem is ill conditioned by nature and 

effectual criteria for both the sharp image and blur kernel is needed to properly constrain the space of 

problem solutions. The problem of blind image deconvolution has been extensively studied for very long 

but it is still not clear how to correctly regularize the blur kernel. 

 

The concept of deblurring that is explained in this section is based on assumption that the blurry image 

actually has inside rich information about the degradation function/blur kernel, and such type of 

information can be found by finding and utilizing a very well known phenomenon stated that sharp 

images are often high pass i.e. contain high frequency information whereas blurry images are usually low 

pass i.e. they contain low frequency information. 

 

The equation showing blur can be written as, 

 

                                                                             B ≈ I0 * H0,      (3.14) 

 

Where B is the blurred image, Io is the blur free image, Ho is the blur kernel and * denotes the discrete 

convolution operator. {n1, n2} is the size of the image, and {m1,m2} is the size of the blur kernel. The 



blind image deblurring problem is mathematically expressed as the problem of blind deconvolution, 

which is to recover the sharp image I0 when the degradation function/blur kernel Ho is unknown. 

 

A direct approach for blind deconvolution is to subsequently determine the true image I0 and the blur 

kernel H0 by 
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       (3.15)
 

 

The bad thing is that the above optimization is severely ill-posed, because it can be minimized exactly by 

infinite number of  (I, H) pairs. For example,  (I = B, K = δ) is also a perfect solution, because B = B * δ 

where δ is delta kernel.  So generally it becomes necessary to regularize the required solution for the 

image I. 
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       (3.16)
 

 

where λ ≥ 0 and f(I) ia a regularizer which is gearally chosen as the total variation or its variations. But 

this still has the B, δ solution. Hence, it is also important and in fact unavoidable to regularize the blur 

kernel H, i.e., it is necessary to consider an extension 
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where λ ≥ 0 and α ≥ 0 . h(K) can be different regularizers like the sparse regularizer h(K)=||K||1 , 

Gaussian function h(K) =||K||
2

F  the and the Bayesian prior. We show a regularizer which is more 

effective for the blur kernel that can significantly benefit the required solution of the blind 

deconvolution/deblurring problem. This regularizer is based on an observation which is well known in all 

matter that blurry images are usually having low pass information and sharp images are having high-pass 

information. Blurring reduces the high frequency components of the true blur free image.  The idea is to 

exploit the spectral properties of the blurred/blur free image as a convolution operator.  

 

For a given image which is a matrix we consider its convolution with any known/unknown matrix. The 

convolution operator is a linear operator. The classical knowledge shows that the spectrum ( fourier 

frequencies) of the linear operator of a blurry image should be much smaller than that for the blur free 



image.  Even if the image is blurred such that human eyes cannot recognize the details in it, it is still 

possible to restore a sharp version with sharp details by recovering the blur kernel. 

 

The regularizer )()( Hh BL
 depends on the degraded blurry image and has lot of information about the 

relation between blurry image B and the sharp image I0. Hence it is natural to guess that this type of 

regularizer )()( Hh BL
 would depend on the true sharp image I0 also. But surprisingly, under a variety of  

conditions, the derived regularizer )()( Hh BL
 can come up in a very effective manner and it does not 

depend on the information of the true sharp image I0. Thus the desired kernel(blur) H0 can be retrieved 

successfully. 

 

It is very well known that there are many(infinite) number of ways to decompose the degraded blurry 

image B into the relation based on convolution of I and H. The frequency spectrum of the images in the 

edge domain is more hampered by blurring than in the actual pixel domain. Thus the degradation function 

or blur kernel H0 is restored by the edge features rather than the raw(actual) pixel values.   

 

 

3.2.1. Blind Deblurring by Spectral Properties 

 

In sub section a rigorous derivation that explains how the proposed regularizer hL(B)(K) is established is 

presented. 

 

 

3.2.1.1 Spectrum of an Image as a Convolution Operator 

 

The operation and application of convolution is well known. But I would briefly show it mathematically. 

Suppose A and B are functions are represented by matrices. Then the convolution procedure of A and B 

can be written as  

 

                                              ),(),(),)(*( , vuBvjuiAjiBA ji 
       (3.18) 

 

Convolution is a linear operator and can be easily converted into a format of matrix multiplication. Let 

ν(·) be the matrix vectorization. Then it can be manipulated that 



 

                                                                  ν(X * Y ) = Ak1,k2 (X).ν(Y )    (3.19) 

 

where Ak1,k2 (·) is the convolution matrix of the variable and {k1,k2} are taken kernel size. For an 

image with size l1-by-l2 i.e. matrix X here, it is a convolution matrix, denoted by Ak1,k2 (X). The size of 

the convolution matrix  is  (l1 + k1 − 1)(l2 + k2 − 1)-by-k1k2. 

 

 

3.2.1.2 Convolution Eigen values/vectors 

 

Image I is operated as a matrix related with a certain feature filter L. 

 

                                                                              L(I ) = L * I.     (3.20) 

 

We can choose any feature filter for L but we have used L as a Laplacian of Gaussian (LoG) which means 

we are using edge features.  

 

For any image I which is presented by a feature filter L as discussed above its very first convolution 

eigenvalue written as )(L I  and is defined as  

 

                                                       1||||,||*)(||max)( 2L  FF XXILI           (3.21)
 

 

The value of X for which the above problem maximizes is called as the first convolution eigenvector, 

denoted as )(1 Ik L
. Similarly other eigen values can also be defined in terms of the eigen vectors. 
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     (3.22)

 

 

The classical Fourier theory tells that the eigen values of a given image tells about the frequency 

components of the image and are indeed linked to the frequency components present in the image. It can 

be clearly seen that the eigen vectors and eigen values are the right singular vectors/values of the 

convolution matrix. So, for a given image I which has the convolution matrix As1,s2 (L(I )) all its 



convolution eigenvalues and eigenvectors can be found by applying Singular Value Decomposition 

(SVD) of the matrix, square to convolution matrix. 

 

It has been discussed that the degraded blurry images generally contains low frequency information and 

the sharp images often contain high frequency information, so we can say that blurring decreases 

dramatically the Fourier frequencies of a sharp image. In other words, blurring process can majorly 

reduce the eigen values, which show the image’s frequencies in frequency domain. 

 

Thus we can say that 

 

                                                                             )()( LL IB            (3.23)
 

 

An image I is checked for blur and called τ -sharp if   )(L I  where τ > 0. In general, the convolution 

eigen values of true sharp images are very large as compared those of blurry images which are much 

smaller. 

 

 

3.2.1.3 PSF Regularizer 

 

By making use of the observation discussed above that blurring of images could significantly decrease the 

frequencies present in the image or we can also say the decrease in  the convolution eigen values, we can 

derive a regularizer, denoted as )()( Hh BL
. The interesting part is that this regularizer tends to get 

minimized at the desired(actual) blur kernel(psf), Ho. 

 

We begin with a very simple situation where the degraded blurry image B is  produced by the linear 

convolution of I0 and H0 i.e., B = I0*H0. When we work in the edge domain then the equation becomes 

 

                                                                   L(B) = L(I0) * H0        (3.24) 

 

where L is choosen as laplacian of Gaussian( LoG), i.e., we use edge features. 
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Convolution operator is linear so we have 
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Thus we have 
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Now next check the lower convolution eigenvectors of the degraded blurry image B i.e., the  eigenvectors 

which belong to the low frequency components of B. Due to the known fact that the true image Io is high 

pass information and has a very large )(
L

min Io  the ratio in the above equation should be very small. 

 

So now we define the regularizer as 
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    (3.29)

 

 

The weight 1/
2L

)(Bi  drops rapidly when 
2L

)(Bi  goes bigger and numerator of the above equation 

corresponding to small convolution eigen values will lead the function. On minimizing this equation we 

can recover the blur kernel Ho without using any information of Io the true sharp image.  
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3.2.2. Image Deconvolution 

 

Now we know the blur kernel and thus we can proceed with the image deconvolution for the extraction of 

the true sharp image from the degraded blurred image. The deconvolution of the blurred image involves 

the minimization of the below given equation. 
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The process of minimization goes in two steps: 

1. Minimization of the optimization equation knowing the blur kernel H for expected true image I. 

2. Minimization of the optimization equation for the blur kernel using the estimated true sharp 

image in the last step. 

This process is repeated hundreds of times in an iterative manner and finally we get the true sharp image 

and the degradation function also called blur kernel. 

 

 



 

Figure 3.2 Eigen based results 

 

 

 

 

 

 

 

 

 



 

Chapter 4 

Proposed Method 

 

 

Blind image deconvolution is a process to recover a sharp image version of a known blurry image when 

the degradation function or blur kernel or psf is unknown. This problem is ill conditioned by nature and 

effectual criteria for both the sharp image and blur kernel is needed to properly constrain the space of 

problem solutions. The problem of blind image deconvolution has been extensively studied for very long 

but it is still not clear how to correctly regularize the blur kernel. 

 

The concept of deblurring that is explained in this section is based on assumption that the blurry image 

actually has inside rich information about the degradation function/blur kernel, and such type of 

information can be found by finding and utilizing a very well known phenomenon stated that sharp 

images are often high pass i.e. contain high frequency information whereas blurry images are usually low 

pass i.e. they contain low frequency information and by utilizing the Bayesian approach of maximum a 

posterior . 

 

The equation showing blur can be written as, 

 

                                                                             B ≈ I0 * H0,      (4.1) 

 

Where B is the blurred image, Io is the blur free image, Ho is the blur kernel and * denotes the discrete 

convolution operator. {n1, n2} is the size of the image, and {m1,m2} is the size of the blur kernel. The 

blind image deblurring problem is mathematically expressed as the problem of blind deconvolution, 

which is to recover the sharp image I0 when the degradation function/blur kernel Ho is unknown. 

 

A direct approach for blind deconvolution is to subsequently determine the true image I0 and the blur 

kernel H0 by 
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Now we explain the proposed method for the process of image deconvolution. We first use the maximum 

a posterior method to solve the optimization problem. The relation between the blurred image, sharp 

image and the degradation function in terms of probability is 

 

P(i,h | b) ∝  P(b | i,h)P(i, h) = P(b | i,h)P(i)P(h)      (4.3) 

 

Maximization of the posterior probability P(i,h | b) is equivalent to the minimization of the negative 

logarithm of it, i.e., 
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where Q(i) = − log P(i) and R(h) = − log P(h) are regarded as regularizers that track the optimization to 

the correct result and away from infinite number of other wrong and unwanted solutions. 

By solving this for I and H we get an estimate of the true sharp image but the image is still not fully blur 

free so something else needs to be done to remove it. 

 

So now we take the estimate of the true sharp image is taken as the blurred image and we use the eigen 

value based method to solve the problem in hand. We find the blur kernel by minimizing the equation for 

Ho given by 
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Further when we have calculated the blur  kernel then we iteratively minimize the given equation 

equation to finally find the true sharp image using 
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Figure 4.1 Result of proposed method 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Chapter 5 

Conclusion 

 

 

This thesis has proposed techniques for removing blurs in photographs. The deblurring problem is an ill-

posed problem, the proposed method includes method to deblur the blurred images in order to preserve 

high frequency information in the images and to help find the degradation function also called the blur 

kernel or the point spread function.  We have proposed the deblurring method using the maximum a 

posterior approach and eigen value based approach. By studying how the spectrum of an image contain 

the blur information and its changes in blurred and deblurred image I have derived a regularizer on the 

blur kernel that only uses the given blurry image. The proposed method is robust and can handle a wide 

variety blurs in the image. Aiming at applications to consumer digital cameras, this thesis proposed an 

easy implementation of the image deblurring/ deconvolution process that can be directly derived from 

existing techniques.   

 

5.1 Common problems 

 

This section explains the various types of issues in the deblurring methods.  

 

1. For proper blur estimation objects in the captured photograph should be relatively larger than the 

blur kernel size. Hence the estimation of the true image can be erroneous for small and thin 

objects. 

 

2. The common assumption made in the deblurring process that spatially-variant blur in an input 

photograph can be locally approximated by a uniform blur which is not always true. 

 

 

3. Since blur is modeled as convolution by a single degradation function so translucent objects 

create problem. 
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