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ABSTRACT 

The heterogeneous and dynamic nature of component making up a Web Application, the lack 

of effective programming mechanism and undisciplined development processes induced by the 

high pressure of a very shorty time-to-market, make Web Application maintenance a 

challenging problem. A relevant issue consist of reusing the methodology and exploring the 

opportunity of using Reverse Engineering and Reengineering to support effective Web 

Application Maintenance. 

The report presents the approaches of Reengineering in Web that explain how Reengineering 

process can lead to evolution activity in legacy system. We suggested V-model for 

Reengineering process that presents the technologies and approaches for building new Web 

services from existing Web Application. Based on the different parameter, we elucidate 

comparative study in between software reengineering versus Web reengineering and Reverse 

engineering versus Reengineering.  

Proposed STAR paradigm is used to define and implement a reengineering process that 

involves web applications and supporting tools. It offers a structured method for defining 

reengineering process and paradigm which provide systematic approach to reengineer any web 

application. 

Introduced Dynamic Data Extraction Algorithm for the maintenance of Web Application, 

which extract the content of Web page structure and remove the noise from the dynamic Web 

page. Furthermore we apply Cost Constructive Model in Web Application which help us to 

calculate the development time and maintenance cost. Comparison of the maintenance cost 

with and without noisy dynamic data has been done in all three modes of Cost Constructive 

Model. 
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CHAPTER 1 

  

INTRODUCTION 



 

Introduction 

 

The technological evolution of the last few years, has made the Web Service of the ideal 

platform for the appropriate support for their delivery and the development of Web-based 

applications. According to researchers [1] and [2], the Web application development is a multi-

faceted Activity, that involves not only technical but also many other issues like organizational 

issue, managerial issue, even social and artistic issues. Web application development, refers a 

set of activities which are applied in order to develop a web application of high quality 

characteristics, and to accomplish this development efficiently and coherently. The popularity 

of web application has risen exponentially in last decades and every day, number of user 

increasing rapidly so that maintenance of web application is more concern now days. Web 

engineering becoming an important topic and is gaining more attention. It is fast growing area, 

not existing from centuries. This chapter gives the brief description of Maintenance of Web 

based Application, achieve maintainability using Dynamic Data Extraction algorithm and 

problem statement. 

  

1) Maintenance of Web based Application 

 

Web maintenance and web reengineering both falls in the scope of web engineering. The World 

Wide Web has ability to ubiquitously provide and collect knowledge to the economy 

globalization together with the need of new marketing strategies has enormously boosted the 

development of Web Applications (WA). Software application is the backboned of the WWW 

infrastructure. 

Most of the web applications, are developed under the proper schedules and in a rapidly 

developing environment. The development is often ad-hoc in nature through which the 

applications are structured and documented in poor fashion. It is very problematic to 

Maintenance such applications and increases the complexity of growth of the web application.  

Researchers have identified the need to re-engineer the system already existing web application 

into abstract design models. Creating appropriate design and architecture models is the solution 

to managing this complexity and supporting evolution of web applications. 



Web application are multipurpose service provider. Web application must cope with an 

extremely short development evolution life cycle. 

 

 

Figure 1. Evolution life cycle 

 

A high level of flexibility, maintainability, and adaptability are actually necessary to compete 

and survive to market inflation. Unfortunately, to accomplish tight delivery schedules of web 

services, the web applications are usually directly implemented applications without producing 

any useful documentation for their evolution and maintenance, and so some of the requirements 

are never be satisfied by the customers. In order to satisfy a growing market request for Web 

applications and to deal with their increased technological complexity, we require specific 

methods and techniques able to support a disciplined and more effective development process. 

However, the high time pressure often forces the developers to implement the code of the 

application directly, without using disciplined development process, and this may have black 

effects on the delivered quality and documentation of the Web application. This situation is 

same as one occurring for traditional software produced in a short time, without respecting 

software engineering principles and using no disciplined development process. The quality and 

documentation is in poor fashion and it due to the following factors: 

 Abortive and expensive maintenance,  

 Unattainability of applying more structured and  

 Documentation-based approaches.  

Reverse engineering methods, techniques and tools have proved useful to support the post-

delivery life-cycle activities of traditional software systems, such as maintenance and 

evolution. 



Development of Web application refers a set of activities which applied in order to develop a 

web application of high quality having awaited characteristics, and to accomplish the 

development efficiently and coherently. It is a significant, fast developing area, which gaining 

more attention these days. Web maintenance and web reengineering both falls in the scope of 

web engineering. Web engineering is the discipline, which covers the overall cycle for the 

maintenance and development of web application. The sub section explains the Reengineering, 

need of Reengineering, nature and scope of Reengineering. 

1.1.1 Reengineering 

Reengineering is the analysis of existing software system and modifying the existing 

software system it to constitute into a new form of system. Chikofsky and Cross define 

reengineering as ‘the examination and alteration of a subject system to reconstitute it in a 

new form and subsequent implementation of that form’ [3]. According to IEEE Std. 1998 

‘A system changing activity that results in creating a new system that either retains or does 

not retain the individuality of the initial system’ [4]. 

 

 Why Reengineering?  

 

Most of applications are developed under proper schedules and in a rapidly evolving 

environment. The development is often ad-hoc in nature and the applications are poorly 

structured and documented. Maintenance of such applications becomes problematic and 

increases the complexity in the application growth. Creating appropriate design and 

architecture models is the solution by managing this complexity and supporting evolution of 

applications. Researchers had identified the need to reengineer the system for already existing 

web applications into abstract design models.  

When maintenance cost is not feasible, we go for reengineering the system. Reengineering 

makes the system new. It includes both the concept of forward engineering and reverse 

engineering.  

 

Need of Reengineering  

 

When system changes are confined to one subsystem, the subsystem needs to be reengineered, 

software and hardware support becomes obsolete and tools to support restructuring are readily 

available. 



 

 Nature and Scope of Reengineering 

 

When maintenance cost is not feasible, we go for reengineering the software system. 

Reengineering makes the software system new. Reengineering has the following three stages. 

 

Figure 2. Stages of Reengineering 

 

1.1.1.2 Reverse Engineering 

Reverse engineering is the process of analysing the system which helps in recovering its design 

and specification. Reverse engineering is different from re-engineering. Reverse engineering 

is a process of analysis to determine the relationship of the system component and create the 

components of the system in another form or in a higher level of abstraction. The program itself 

is unchanged by the reverse engineering process. The objective of reverse engineering is to 

obtain the design or specification of a system from its source code although the objective of re-

engineering is to produce a more maintainable system. Reverse engineering is used to produce 

a better system and it is a part of the re-engineering process. Reverse engineering is used during 

the re-engineering process to recover the program design specification which engineers use to 

help them understand a program before re-constructing its structure. However propose of a 

reverse engineering process for web encompassing the following phases: 

1. Static Analysis 

2. Dynamic Analysis 

 

Static Analysis 

The number and the importance of Web applications have increasing rapidly over year by year. 

At the same time, the quantity and impact of security vulnerabilities in such applications have 



grown as well [5] .Web application security is accomplished by static analysis and runtime 

analysis. Web application security has been great challenge for this static analysis tool such as 

ASPWC is used to detect the attack and vulnerabilities based on taint analysis [6]. Static 

analysis does not require the execution of the application. It recovers web application 

architecture components and the static relations among them. HTML files, directory structure, 

scripting language sources as well as any other static information (e.g., database connections, 

use of applets/servlets) are processed. HTML pages and page sub elements (frames, forms, 

widgets) composing the given page are localized, classified and recorded in an intermediate 

representation. Central to the reverse engineering process is the mapping between web 

application elements and object oriented entities, according to Conallen proposals [7] [8] [9]. 

 

 Dynamic analysis 

The dynamic analysis phase relies on the static analysis results. The web application is executed 

and dynamic interactions among the components are recorded. It is performed observing the 

execution of the web application, tracing to source code any event. Traced events are those 

observed by the user or related to components external to the web application (e.g., third party 

databases or WEB sites). Events are the HTML pages/frames/forms visualization, the 

submission of forms, the processing of data, a link traversal, or a database query, etc. All 

elements responsible of these actions (typically links, scripts, applets) are localized .The 

sequences of actions fired by an event, deriving from web application code control flow (e.g., 

access to a database following a user form submission) or from user actions (e.g., clicking on 

a link or submitting a form) are associated to sequences of messages exchanged between the 

objects of the web application.   

  

In spanning of life cycle stages, reverse engineering covers a broad range starting from the 

existing implementation recapturing or recreating the design and deciphering the requirement 

actually implemented by the subject system. It include re-documentation, design recovering 

from code, restructuring like code to code transformation. Reverse engineering is a process to 

transform a code into model through a mapping from a specific implementation language [10].  

Purpose  

 Identify the system component and their interrelationships.  

 Create representation of the system in another form or at a higher level of abstraction. 

 Involves extracting design artifacts.  

 



 

1.1.1.3 Transformations and Transfiguration 

This phase involves the transition, alteration, modification, reformation, reconstruction, 

remodelling of the web application system. Web architecture is altered. It is modified, 

improved to cope with the new technology and new environment. It is the architecture 

designing stage. In web these transformation can be accomplished by changing in transaction 

design, adaptations of the code itself to the new computing platform, redesign of the UI to 

better suit the new constraints of the target platform. 

 

1.1.1.4 Forward engineering 

In this stage, we move from higher level of abstraction to low level. In this stage web 

application integrated according to new design. It is the traditional process of moving from 

higher level abstraction and logical implementation to independent design to the physical 

implementation of a system. It follows a sequence of going from requirement through 

designing its implementation.  

 

1.2 DDE Algorithm for Web Application and Sustaining Consistency   

This section achieve the maintainability of web application by the adaptation of cost 

construction model in web application and explains how consistency of web pages is maintain 

using DDE. We introduce an algorithm to extract dynamic data of the web pages in the form 

of DOM (Dynamic Object Model), then store the dynamic data of web pages in database in the 

form of table. Consistency is maintained by the relational database, which consist insertion, 

updation and deletion on dynamic data. 

 

1.2.1 Need of Algorithm 

For last several years there is a growing trend in sharing a vast amount of information on the 

web. However with all this information new problem arises. Parsing and indexing it becomes 

a serious challenge. One of the main issues on the web is that the information contained on web 

sites is often mixed with irrelevant content, which might mislead automatic crawlers on the 

semantics of the page. A family of methods focused on how to deal with this issue has been 

developed and this paper brings summary of different approaches these methods are based on. 

The goal of these algorithms is to find segments of the web page, which contain the relevant 

information. They receive data and Meta data of a single web page as input and they output a 

content structure, usually in a form of semantic tree. The advantage of this family of methods 



is that they are designed to work on a single page (unlike Template detection methods). That 

also implies the main disadvantage – scaling. Especially for visual methods processing a large 

number of web pages can become a serious problem. 

 

1.2.2 Sustaining Consistency through DDE Algorithm 

In above section we explain the need of Dynamic Data Extraction Algorithm, which helps to 

extract the Web content structure (dynamic data of Web page), then remove the noisy data 

which include extra tags, unwanted data, duplicate data etc. and also display the noisy data. 

This algorithm extract the dynamic data in the form of table, if we store those extracted tables 

in the database then we can perform some operation from the database such as insertion, 

updation and deletion, also maintain the consistency. We will discuss this in detail later. 

 

1.3 Structure of Thesis 

 The remainder of the thesis is structured as follows: 

Chapter 2 gives the related work that has been done in the Web Application, Maintenance of 

Web Application, Dynamic Data Extraction Algorithm and Maintaining Consistency through 

the DDE Algorithm.  

Chapter 3 describes Web Reengineering which focus on unified V model of Web 

Reengineering with detailed Overview of Reengineering, Comparative study of Reverse & 

Reengineering and Software Reengineering & Web Reengineering.   

Chapter 4 presents STAR paradigms of Reengineering for Web Application and discuss the 

types of Reengineering. 

Chapter 5 presents the Dynamic Data Extraction Algorithm extension of VIPs algorithm with 

insight of Empirical results regarding Web page size and noise, Performance evaluation of 

DDE Algorithm & results of DDE Algorithm, Maintenance cost estimation using COCOMO 

model in Web Application and Maintaining Consistency. 

The final section concludes the thesis and a discussion with possible future directions. 

 

 

 

 



CHAPTER 2 

  

RELATED WORK 



Related Work 

 

The problem of analysing existing web application and web sites with the aims of maintaining, 

perceiving, testing them or assigning their quality has been addressed in some papers. New 

analysis approaches and tools, as well as adaptations of existing ones to the field of Web 

applications, have been proposed.  

For example, Hassan and Holt [11] describe the modifications made to the Portable Bookshelf 

Environment (PSB), originally designed to support architectural recovery of large traditional 

applications, to make it suitable for the architectural recovery of a Web application. 

Martin et al. [12] propose reusing the software engineering tool Rigi [13] as a means of 

analysing and visualizing the structure of Web applications. Other techniques and tools have 

been defined ad hoc for managing existing Web applications.  

Chung and Lee [14] propose an approach for reverse engineering Web sites and adopt 

Conallen’s UML extensions to describe their architecture. According to their approach, each 

page of the Web site is associated with a component in the component diagram, while the Web 

site directory structure is directly mapped into package diagrams.  

Ricca and Tonella [15] [16] present the ReWeb tool to perform several traditional source code 

analyses of Web sites: they use a graphical representation of Web sites and introduce the idea 

of pattern recovery over this representation. The dominance and reachability relationships are 

used to analyse the graphs, in order to support the maintenance and evolution of the Web sites.  

Schwabe et al. [17] define a framework for reusing the design of a Web application, by 

separating application behaviour concerns from navigational modelling and interface design.  

Boldyreff et al. [18] propose a system that exploits traditional reverse engineering techniques 

to extract duplicated content and style from Web sites, in order to restructure them and improve 

their maintainability.  

Vanderdonckt et al. [19] describe the VAQUISTA system that allows the presentation model 

of a Web page to be reverse engineered in order to migrate it to another environment.  

Di Lucca et al. [20] present a method and a tool [21] for reverse engineering Web applications. 

The method defines the reverse engineering activities that are needed to obtain a set of views 

of a Web application at different abstraction levels. The views are cast into UML diagrams that 



can be obtained with the support of a reverse engineering tool. Other approaches address Web 

application analysis with the aim of assessing or improving the quality of these applications. 

An analysis approach that allows the test model of a Web application to be retrieved from its 

code and the functional testing activity to be carried out is proposed in [22].  

Kirchner [23] tackles the topic of accessibility of Web sites to people with disabilities, and 

presents a review of some tools available for checking Web pages for accessibility.  

Tonella et al. [24] propose techniques and algorithms supporting the restructuring of 

multilingual Web sites that can be used to produce maintainable and consistent multilingual 

Web sites.  

Paganelli et al. [25] describe the TERESA tool, which produces a task-oriented model of a 

Web application by source code static analysis, where each task represents single page 

functions triggered by user requests. The resulting model is suitable for assessing Web site 

usability and tracing the Web site user’s profile. 

Shefali singhal et al. [26] Web page segmentation is a technique which resolves this problem 

by logically dividing a web page into segments. These segments can be created by using DOM 

(Document Object Model) and VIPS (Visual Page Segmentation) techniques. In this paper, a 

hybrid method of web page segmentation has been designed using combination of DOM 

method and VIPS algorithm for developing segments from a web page. Here both the structural 

and visual aspects of a web page to create a segment have been considered. A segment is such 

a basic unit of web page which cannot be further divided. 

Anjali singh [27]. The goal of this paper is to explore the use of formal methods for filtration 

of noise from web pages. Filtration of noise from web pages is a difficult task which in turn 

leads to difficulty in segmentation. . Various automatic techniques use various algorithms of 

segmentation, which are mainly based on web source code (HTML) including template based 

analysis. Our insight is to use the DOM structures of web documents to efficiently implement 

a technique to remove irrelevant data, to optimize the WEB mining process .In this approach, 

we firstly build the Semantic Tree to partition the web page into the content parts/elements 

based on the web page tags. 

 C.V.S.R SYAVASYA [28]. Several parameters come into use like Annual change traffic and 

development costs in man-months. Software is being used worldwide, in the same way 

maintenance of software is equally important as of development of software. Here, we have 



taken particular range values of lines of code to evaluate costs pertaining to development which 

intern evaluates final maintenance costs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 3 



  

OVERVIEW OF WEB 

REENGINEERING 



Overview of Web Reengineering 

 

There are many definitions to describe the reengineering process, each are slightly different 

but all have same overarching theme, “the radical redesign of business process to achieve 

dramatic improvement in productivity and performance”. The two terms are radical which 

means getting rid of existing processes, procedure and inventing new ways and dramatic 

improvement means a quantum leap in performance [31]. Reengineering  is the main process 

in which organization becomes more modernize and efficient and to meet demands for quality 

service, flexibility and low cost, process must made simple, it transform an organization in way 

that directly affect performance. 

Web Re-engineering service helps to re-conceptualize and re-design your existing website and 

application service. Its objective is to re-structure the web application and its pages are 

modified to control and access standard and policies [34]. There are also 3 levels of the web 

re-engineering [35]: 

a) Design Recovery  

b) Analysis and Evaluation 

c) Redesign 

 

 Figure 6. Stages of Web Reengineering 



Design Recovery: For existing web site goal is to revise the models with data obtain by direct 

inspection and analysis of site’s content and structure [36]. Model can be recreated using three 

steps of design recovery procedure:  

1) Formalization the transaction (execution and organization model); 

2) Creating the execution model;  

3) Construction of organization model. Use the automated reverse engineering process to 

improve the efficiency of the process. Analysis and Evaluation: The result of design recovery 

procedure is to model a web application transaction using revised version of the execution and 

organization model. The next step of this process is to perform the user-oriented analysis and 

evaluation of the recovered execution and organization model. The objective of this step is to 

define the set of possible restructuring for the current design and implementation of the 

considered transaction addressing the strength and shortcoming highlighted by this level. 

Redesign: The objective of this level of re-engineering is to redesign the execution and 

organization model and introduces the changes defined during analysis phase into recovered 

the transaction design model produces new design. 

As we already discussed that reverse engineering and forward engineering subset of the 

reengineering process, so that development community of model based approach has shown 

the interest for forward engineering with many models such as domain model, dialog model, 

presentation model and application model [37][38]. Today several environment support the 

forward engineering of web pages like Allegro Serve is a web server that dynamically generate 

and web enable existing application with a browser front end. However as some existing 

website were not built according to such approach so we adopt the reverse engineering process. 

The goal of reverse engineering is to recover the presentation and dialog model of the web 

pages [39]. In table 2 we have compared software reengineering with web reengineering with 

respect to the various perspectives like restructuring, retargeting, reverse engineering, forward 

engineering, data engineering, business process reengineering and architectural evolution. 

 



 

                         Table 2. Comparison of Software Reengineering v/s Web Application Reengineering 

 

Web application must cope with an extremely short development evolution life cycle: A high 

level of flexibility, maintainability, and adaptability are actually necessary to compete and 

survive to market inflation. Unfortunately, to accomplish tight timing schedules to deliver web 

services, web applications are usually directly implemented without producing any useful 

documentation for their maintenance and evolution, and so those requirements are never be 

satisfied. In order to satisfy a growing market request for web applications and to deal with 

their increased technological complexity, we require specific methods and techniques able to 



support a disciplined and more effective development process. However, the high time pressure 

often forces the developers to implement the code of the application directly, without using 

disciplined development process, and this may have black effects on the delivered quality and 

documentation of the web application. This situation  same as one occurring for traditional 

software produced in a short time, without respecting software engineering principles and using 

no disciplined development process. Poor quality and poor documentation must be considered 

the main factors essentially abortive and expensive maintenance, unattainability of applying 

more structured and documentation-based approaches. 

 

3.1 V-model for Web Reengineering 

The Re-engineered product goes through a complete web development life cycle and therefore 

it becomes mandatory for it to pass through complete testing cycle. The legacy system or 

product is transformed in new form by various means. The below figure illustrates the V-model 

for the Re-engineering process. A V-model as described below is proposed for designing the 

testing strategies for this category. Similar to the traditional V-model, left side of the Re-

engineering V-model describes the stages of the design and coding and right side defines the 

corresponding stages of validation process. It has following phases: 

 

Phase 1: Requirement gathering for new web application 

 

The first step involves the collection of the new requirements. This will list out the key points 

why reengineering is required for the software under consideration. Client get start discussing 

with the web development team about the newly generated requirement due to market 

evolution, technology changes and for the product improvement for better performance. 

System is re-engineered in order to incorporate the new business requirements which involve 

functional and non-functional requirement. In this phase developer may make check list that 

deals with the various reason of re-engineering is required. 

 

 Better performance 

 Code restructuring 

 New platform support 

 Data migration 

 New business requirement 



 Requirement change 

 

This phase require interviews with the client , mails and supporting documents given by the 

client, discussion notes, online chat, telephonic conversation, model sites/application etc. 

Requirement analysis is carried out with new objective for re-engineering, cost involved in 

changes, supporting document and the approval. 

Moreover the analysis should cover all the aspects on how the web application is going to join 

the existing system. The analysis should be done with in short time span having descriptive 

information. The analysis should be cost effective. To achieve this, the analyst should concern 

the designers, developers and testers to come up with an optimised work plan. 

   

 

 

 

Figure 3. Web re-engineering V Model 

  



 

Phase 2: Analysis of existing legacy system/specification building 

 

The second stage is the study of the legacy system functionality and underlying design and 

come out with the difference with new functions. The nature of re-engineering is to improve 

or transform existing system so it can be understood, controlled & reused as new system. Web 

re-engineering is vital to restore & reuse the things inherent in the existing system, put the cost 

of system maintenance to the lowest in the control & establish a basis for the development of 

system in future. 

Web application broadly classify into two forms static application and dynamic application. 

static application implemented in HTML, & dynamic application provide client server 

interaction and consist of DHTML pages, JAVA server pages, java servlet, PHP, CGI, ODBC, 

JDBC etc. So in this phase we carefully analyse both perspective of web application (static & 

dynamic) and generate WAG graph for reusable components and objects for re-engineering. 

This phase may consist of three major steps 

 

 Identification of reused Component 

 Encapsulation of Identified Components to new system 

 Analyse interfaces of the recovered components and define specification  

 

Identification of legacy component aims to identify web components from legacy systems. The 

identified components should conform to specific user requirements that should relate to new 

functionality, access and manipulate data, are free of side effects, and comply with specific pre 

and post conditions. We encapsulate the recovered legacy system components to collections of 

object classes that encapsulate specific functionality of the legacy system. As an object 

encapsulates into legacy system flexible systems can be easily designed and implemented using 

the re-engineering paradigm. Furthermore, we analyse interfaces of the recovered components 

and define a specification to represent their interfaces. The service specification provides 

standard, enriched, and well-understood information about the interface and functionality of 

the offered services. 

 

Phase 3: Migration planning and architectural transformation  



 Migration planning that is how to move from the start to the Target Architectures by finalizing 

a detailed Implementation and Migration Plan. The objectives of migration planning Phase are 

to: 

 Finalize the Architecture Roadmap and the supporting Implementation and Migration 

Plan. 

 Ensure that the Implementation and Migration Plan is coordinated with the business 

approach to managing and implementing change in the business's overall change. 

 Ensure that Transition Architectures is understood by key stakeholders 

 Estimate Resource Requirements, Project Timings, cost estimation for introducing 

change. 

Phase 4: Re-engineering of application migration 

When existing systems become redundant, business switch from legacy systems to modern and 

new systems built on the latest technology / platforms. This switch is usually time consuming 

and expensive. A cost effective alternative to such scenarios is to reengineer, migrate or port 

the legacy systems into the latest technology / platforms. 

Application re-engineering:  In this we re-architect the product using new platforms and 

technologies such Web 2.0. 

Technology Migration: This includes enterprises migrate applications to corporate standards 

and migration of products from older legacy technologies to newer technologies to ensure 

integration with other tools. 

Application Server Migration: To take care of all cross-platform compatibility challenges, 

while the Client stays focused on product innovation. 

Database Migration: This include migration of non-relational databases to industry-standard 

relational databases such as DB2, MS-SQL Server, Oracle, MySQL, thus increasing business 

agility. 

Migration of Middleware technologies: It helps to migrate from legacy systems to new industry 

standard systems using implementation of middleware technologies (Server-side and Client-

side) web services and others. 

Code restructuring: To improve the coding paradigms it provides easy way of working. Code 

restructuring paid more attention in adding new features and re-factoring. It deals with 

continuously refactoring of web application which gives more flexible and maintainable 

code—Joshua Kerievsky, Refactoring to Patterns [2]. 

 



Phase 5: Test planning & strategizing 

The stage will include the test planning & test cases preparation if required as per the new 

requirements and strategizing the test execution for functional and non-functional areas. Test 

strategizing play an important role in carrying out the entire test execution program and 

involvement of high business risk, huge investments and mission critical systems make it 

important to strategizing the test phase. The best way is to identify the risky areas and the 

failure rate and then develop a test strategy 

 

 

 

Phase 6: Test execution  

This stage carry out the functional test execution as per plan defined in the previous stage. Test 

execution carry out performance testing, if the major design changes are there or the new 

requirements are related to improvement of performance. It test all the links in web pages, 

database connection, forms used in the web pages for submitting or getting information from 

user, Cookie testing, Test for navigation, Content checking, Interface Testing include Web 

server and application server interface, Application server and Database server interface. Web 

testing includes functional testing, usability testing, interface testing, compatibility testing, 

performance and security testing. Performance testing is a used to determine the 

responsiveness, throughput, reliability, and scalability of a system under a given workload. 

Web application should sustain to heavy load. Web performance testing should include Web 

Load Testing and Web Stress Testing. 

 

Phase 7: Regression testing 

Regression means retesting the effect of change in other parts of the web application. Test cases 

are executed again and again in order to check whether previous application functionality work 

appropriately and changes made have not introduced any new bugs or error. This testing can 

be performed on a new way to reconstructed system when new functionality added to it. A 

regression testing plan covers the updated functionalities. Many automated tool for regression 

testing is available for web application. 

 

Phase 8: User Acceptance testing 

The purpose of this testing is to make sure that application meets the user’s requirement and 

expectations. It ensures that the application is ready to deploy services and change has been 



done effectively. The activities for user acceptance testing, ensure browser compatibility, 

checks that mandatory fields are given data in forms, check for field widths and time out , make 

sure that proper control is used to input data. 

 

 

 

                                    Figure 4. Descriptions of Stages for Web Reengineering V Model. 

 

3.2 Comparative Study of Reverse engineering and Reengineering 

We already explained the term Reverse engineering and Reengineering in previous section, 

where we found some differences between both the processes. This section focuses on some of 

the intrinsic and extrinsic differences of reengineering and reverse engineering [29]. Intrinsic 

comparisons: e.g. web page processing which were designed to be stateless whereas software 



processing language make use of states. Extrinsic parameter: e.g. cost and results. Some of 

differences in the process of reengineering and reverse engineering are listed in table 1. 

 

Table 1. Comparison of Reverse Engineering v/s. Reengineering 

Table 1 reflects that reverse engineering is used during the software reengineering process to 

recover the program design, which engineers use for better understanding of a program before 

reorganized its structure. However, reverse engineering need not always be followed by 

reengineering. The activities of reengineering process involves source code translation which 

converts program from an old programming to modern version and in data reengineering the 

data processed by the program is change to reflect program changes [30], reverse engineering 

is used to analyse the program and information extracted from the program which helps in 



document its organization and functionality and to improve program structure that controls the 

structure of program and modified to make it easier for understanding, program modularization 

is a part of reverse engineering that used to group together related parts of program. 

engineering is used to analyse the program and information extracted from the program which 

helps in document its organization and functionality and to improve program structure that 

controls the structure of program and modified to make it easier for understanding, program 

modularization is a part of reverse engineering that used to grouped together related parts of 

program.  
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STAR Paradigm for Reengineering of Web Application  

 

Re- engineering process is usually run to abstract and withdraw data, document them from 

existing software, and to unified these documents and data with expert knowledge and previous 

experiences that cannot be instinctively reconstructed from software. According to the STAR 

paradigm, a re-engineering process is characterized by situation, tools, application and 

renovating. Situation defines a set of views of the applications to be reverse engineered. Tools 

include techniques and tools to support the information recovery process. Application describes 

which particular types of applications require to migrate from one technology to another. Lastly 

restructuring specifies the actual implementation of re-engineering process and also decides 

which type of re-engineering process (transaction re-engineering, data re-engineering, graphic 

design re-engineering etc.) is suitable for above paradigm .Possible situation, tools, application 

and renovating characterizing Web application re-engineering processes are presented below. 

4.1 Situation 

In the field of Web applications, situation explains the possible scenario in which requirement 

of re-engineering has emerged. A reverse engineering process may aid assessment of the 

characteristics of an existing application, in order to be able to evaluate its quality attribute, 

including reliability, security or maintainability [40]. 

Several situations and scenarios are there to re-engineer a web application such as alteration in 

web pages by Percolating the objects, tags and elements of the web pages that include selection 

of any HTML item with given properties that require keeping all control mechanism and 

discarding the unwanted tags and elements from web pages. 



 

 Figure 7. Various Situations of Web Application 

Reengineering of web pages can be accomplished by detecting and analysing the interaction of 

objects and then transforming these objects for the adaption of new platform itself and 

generating the source code into new language. Transformation in the layout options and 

relationships that include alignment balancing which depend upon the position of the objects 

on the page and content updating of the Web Pages according to the requirement changes, 

market evolution, usage and owner of website. Re-engineering is used to adapt a UI to different 

format and to alter a navigational scheme that tells how web elements such as server page, 

client page, form, frame, email etc. are linked. 

 

4.2 Tools 

The recovery of information from an existing Web application and the production of models, 

documentation of its relevant features that cannot be effectively accomplished without the 

support of suitable techniques and Tools that automate the Web application analysis. However, 

the diverse and dynamic nature objects producing the application, and the lack of effective 

mechanisms for implementing the basic software engineering principles in Web applications, 

that makes analysis process more complex and make it necessary to address specific 



methodological and technological problems. Some transcoding tools [41] [42] [24] [19] 

automatically transform a UI code from the original platform to a target platform. 

 

 

 Figure 8. Third Generation Tools 

More precisely, heterogeneous software components developed with different technologies and 

languages require techniques and tools for multi-language analysis. The existence of ‘dynamic 

software components’ in a Web application, such as pages created at runtime depending on 

user input, will impose the application of dynamic analysis techniques and static analysis of 

the code in order to obtain more precise information about the Web application behaviour. In 

addition, the absence of effective mechanisms for implementing the software engineering 

principles of modularity, encapsulation, and separation of concerns, will make the use of 

suitable analysis approaches, such as program slicing which is necessary in order to localize 

more cohesive parts in the Web application code. Finally, on the basis of the situations, tools / 

technique and application identified the sequence of activities composing the re-engineering 

process, their input/output and responsibilities will be precisely set out. The reverse 

engineering process can be executed with the support of various engineering tools proposed as 

reweb [19], vaquita [25], WARE [43] [44], tersa JSPICK [45], web revenge and revangie tool. 

 

4.3 Applications 

Web development within an organisation depends upon several factors. The number and the 

importance of Web applications have increasing rapidly over year by year. At the same time, 

the quantity and impact of security vulnerabilities in such applications have grown as well [46] 

.The motivation depends upon the initial purpose of Web usage, the customer’s expectations 

and the competitive environment. The drive to systematise development is subject to overall 



view of the Web and conscious policy decisions within the organisation. For example, a low 

level view of the Web is lead to ad hoc. Initially we need to understand the problem domains 

that currently addressed by web. Table 3 presents categories of Web applications. 

Organizations that started their Web development early may also have followed a similar order 

in the past. Although, it is possible to start Web development with applications in any category, 

this table has been useful to explain to organisations with modest presence on the Web how 

they might improve or benefit from incremental exposure, thus keeping the risks to the 

minimum. 

 

 Figure 9. Categories of Web Application 

Migration of applications to the newer technologies can give business a leading edge by 

removing inefficient workflow and processes while preserving original objectives, model and 

investment. We can help enterprises in migration of the legacy systems from old technologies 

to present day platforms. Reengineering strategically designed to overcome the cross platform 

compatibility challenges. Due to upcoming advance technology and growing business states, 



there is need for the migration of legacy software systems to new technologies and 

environments. There are different kind of legacy system re-engineering services that includes 

language and database migration, platform-to-platform porting and system redevelopment. 

 A web application must follows the enterprises standard and rules implemented in a legacy 

application, while transforming those to new business and architecture requirements, to 

produce a flexible, tested or validated modified system. Re-engineering and Migration Benefits 

are the saving time and effort, Enhancements in operational efficiency, Benefits of the latest 

technologies and platforms. 

4.4 Restructuring/Re-Conceptualization 

Reengineering is the analysis of existing software system and modifying it to constitute into a 

new form. Chikofsky and Cross define reengineering as ‘the examination and alteration of a 

subject system to reconstitute it in a new form and subsequent implementation of that form’ 

[47].According to IEEE Std. 1998 ‘A system changing activity that results in creating a new 

system that either retains or does not retain the individuality of the initial system’ [48]. 

Techniques of static and dynamic analysis of the source code and dynamic data were taken into 

account. 

Additional techniques for analysing the Web application structure and identifying relevant 

subsets of its components were also considered where clustering techniques were defined to 

carry out this analysis. Finally, the specifications of the tools required to support these analyses 

could be defined. 



 

 Figure 10. Steps of Reengineering Process 

 

In the static analysis, all the information necessary to obtain the inventory of the Web 

application entities (pages and inner pages) such as forms, scripts and other web objects are 

identified, the static relations between them is extracted from the code, and the statements 

producing link, submit, redirect, build, and other relationships are identified and localized in 

the code. The dynamic analysis phase is based on and uses static analysis results. The Web 

application is executed and dynamic interactions among the entities described in the class 

diagram are recorded. Dynamic analysis is performed by observing the execution of the Web 

application, and tracing any observed event or action to the corresponding source code 

instructions. Analysis of the execution is a task that can be carried out either automatically on 

the basis of the application code or manually by observing the page execution by a browser 

and recording the observed events. The information about the Web application obtained by 

static and dynamic analysis can be used to produce a graph whose nodes represent the set of 

Web application entities, and whose edges describe the different relationships among these 

entities. In [49], this kind of graph has been named as WAG; Web Application connection 

Graph. WAG analysis may support the comprehension of the application. However, since this 

graph may be large (in terms of the number of nodes and edges) even in the case of small size 

Web applications, in order to simplify the analysis of large WAG graphs, some kind of 



automatic clustering [49] can be used to decompose this graph into smaller cohesive parts. This 

clustering approach evaluates the degree of coupling between entities of the application (such 

as server pages, client pages and client modules) that are interconnected by Link, Submit, 

Redirect, Build, Load in Frame, and Include relationships. After getting more abstract 

specification from clustering algorithms actual implementation of re-engineering process is 

executed according to selected situation and application. Different type of re-engineering 

processes are generated based upon the above three perspective are listed below. 

 

 

 Table 3. Different types of Reengineering Processes 

 



Let us take an example illustrating real motive of STAR paradigm, suppose there is situation 

of graphic design need to be alter then we can have transcoding tool TERESA[50] that 

automatically transform a graphic interface code from the original platform to a target platform 

with any of the application suppose Interactive websites ( User-provided information 

Customized access) hence above three paradigm itself implies that restructuring can be 

performed using graphic design reengineering transfigure a final user interface into a logical 

representation that is allow forward engineering to port a UI from one computing platform to 

another with maximum flexibility and minimal effort. 
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Maintainability of Web Application by Using DDE 

Algorithm 

 

The chapter first focuses on the content structure of Web pages and DDE Algorithm, Where 

DDE stands for Dynamic Data Extraction. DDE Algorithm helps to reduce maintenance time 

of web application by extraction of dynamic data of Web pages and remove noisy data from 

web pages. Then we work on dynamic data and maintenance cost estimation using COCOMO 

(Constructive Cost) Model in Web Application.  

Currently there is no Web data extraction method that performs satisfactorily on a wide domain 

of Web pages. Each of the current methods only works fine on the test data of their specific 

domain. If a third party data is used, usually the results of current methods are unacceptable. 

So an effective and general Web data extraction methods needs to be developed. The new 

algorithm developed which use semantic structure of Web page content together with structural 

analysis of the visual blocks to achieve better results. 

All current Web page segmentation algorithms employ HTML tag information to partition a 

Web page into a set of blocks with each containing related information. The most popular ones 

are Document Object Model (DOM)-based segmentation [51], location-based segmentation 

[52] and visual-based segmentation [53]. 

In DOM-based segmentation algorithm, a Web page is first represented as a HTML DOM tree, 

then tags, such as p (for paragraph), table (for table), ul (for list) and h1-h6 (for heading) are 

used to building block. Because HTML DOM is provided for not only content organization but 

also layout presentation, it is often not accurate enough to use tags such as table and p to 

represent different semantic block in a Web page. 

The location-based segmentation algorithm is based on the layout of a Web page. To be 

specific, a Web page is generally separated into 5 regions: top, down, left, right and centre. The 

problem of this algorithm are that such 5-regions layout template cannot be applied to all Web 

pages and segmentation is too rough to exhibit semantic coherence. 

The VIPS algorithm, various visual cues, such as position, font, colour and size are taken into 

account to achieve a more accurate content structure on the semantic level. All current 

segmentation algorithms cannot determine the data regions or data record boundaries because 



they are not developed for this purpose, but they provide the important semantic partition 

information of Web page. 

In this chapter, we given a Dynamic Data Extraction algorithm (DDE) to extract the semantic 

structure for a web page. Such semantic structure is a hierarchical structure in which each node 

will correspond to a block. Each node will be assigned a value (Degree of Coherence) to 

indicate how coherent of the content in the block based on visual perception. The DDE 

algorithm makes full use of page layout feature: it first extracts all the suitable blocks from the 

html DOM tree, then it tries to find the separators between these extracted blocks. Here, 

separators denote the horizontal or vertical lines in a web page that visually cross with no 

blocks. Finally, based on these separators, the semantic structure for the web page is 

constructed. DDE algorithm employs a top-down approach, which is very effective. It first 

extract all suitable nodes from the HTML DOM tree internally, and then finds the separators 

between these nodes. The procedure that DDE segments a web page into visual blocks are as 

follows: 

1. Block Extraction 

The Web page is recursively segmented into visual blocks based on visual cues. A 

Degree of Coherence (DoC) tells how close the contents within the visual block related 

to each other. DoC value is assigned to each visual block. When the DoC value is under 

a threshold, the visual block will be consider as a leaf block. 

2. Separator Detection 

Horizontal and vertical separators are identified from the Web pages and weight is set 

for each separator. 

3. Content Structure Construction 

Start from the lowest weight separator, the blocks around the separator begin to merge, 

the DoC of the new block is set as the maximum weight of the separators in it. The 

merge process iterates until the highest separator is met. Then each node is checked to 

see if its DoC is under threshold. If there is any leaf node having a DoC larger than the 

threshold, the node will be segmented to smaller blocks. Then step 2, 3 will be repeated 

until all end nodes have DoC value lower than the threshold.  

After these 3 steps all the block which is extracted from the web pages are stored in the form 

of table. Table is made with the help of segment value, all these table are stored in a file. Explain 

these steps later in detail with example. 



5.1 Content Structure of Web Page 

Similar to [51], we define the basic object as the leaf node in the DOM tree that cannot be 

decomposed any more. In this paper, we propose the vision-based content structure, where 

every node, called a block, is a basic object or a set of basic objects. It is important to note that, 

the nodes in the vision-based content structure do not necessarily correspond to the nodes in 

the DOM tree. Similar to the description of document representation in [54], the basic model 

of vision-based content structure for web pages is described as follows.  

A web page Ω is represented as a triple Ω = (O, Φ, δ). O = {Ω1, Ω2, Ω3…ΩN} is a finite set of 

blocks. All these blocks are not overlapped. Each block can be recursively viewed as a sub-

webpage associated with sub-structure induced from the whole page structure. Φ= {ɸ1, ɸ2....ɸT} 

is a finite set of separators, including horizontal separators and vertical separators. Every 

separator has a weight indicating its visibility, and all the separators in the same Φ have the 

same weight. δ is the relationship of every two blocks in O and can be expressed as:  

δ = O*OΦ {NULL}.  

For example, we take a yahoo shopping website in below figure. 

   

 (a)                                                                                   (b) 

Figure 11 (a) and (b) The layout structure and vision-based content structure of an example page. 



Figure 2 shows the segmented form of web page with assigned weight which helps to extract 

the segments of web page and converted into tree form. 

 

 Figure 12 Level based structure of an example page 

 

For each visual block, the Degree of Coherence (DoC) is defined to measure how coherent it 

is. DoC has the following properties: 

 The greater the DoC value, the more consistent the content within the block; 

 In the hierarchy tree, the DoC of the child is not smaller than that of its parent. 

In our algorithm, DoC values are integers ranging from 1 to 10, although alternatively different 

ranges (e.g., real numbers, etc.) could be used. We can pre-define the Permitted Degree of 

Coherence (PDoC) to achieve different granularities of content structure for different 

applications. The smaller the PDoC is, the coarser the content structure would be. For example 

in Figure 1(a), the visual block VB2_1 may not be further partitioned with an appropriate 

PDoC. Different application can use VIPS to segment web page to a different granularity with 

proper PDoC. The vision-based content structure is more likely to provide a semantic 

partitioning of the page. Every node of the structure is likely to convey certain semantics. For 

instance, in Figure 11(a) we can see that VB2_1_1 denotes the category links of Yahoo! 

Shopping auctions, and that VB2_2_1 and VB2_2_2 show details of the two different comics. 

 

 

 

 

 

 

 



5.2 Dynamic Data Extraction Algorithm 

Dynamic Data Extraction algorithm (DDE) to extract the semantic structure for a web page. 

The process flow of DDE algorithm is given below. 

 

 

 Figure 13 Process flow of DDE algorithm 

 

In this section, we introduce our DDE algorithm. Basically, the content structure of a page is 

obtained by combining the DOM structure and the visual cues. The segmentation process has 

three steps: block extraction, separator detection and content structure construction. These three 

steps as a whole are regarded as a round. The algorithm is top-down. The web page is firstly 

segmented into several big blocks and the hierarchical structure of this level is recorded. For 

each big block, the same segmentation process is carried out recursively until we get 

sufficiently small blocks whose DoC values are greater than pre-defined PDoC. 

For each round, the DOM tree with its visual information corresponded to the current block 

(page for the first round) is obtained from a web browser, as we show in figure 14. Then, from 

 



the root node(s) of the DOM tree (e.g. DOM node 1 in Figure 15), the block extraction process 

is started to extract blocks from the DOM tree based on visual cues. Every DOM node (node 

1, 2, 3, 4, 5, 6, 7 as shown in figure 15) is checked to judge whether it forms a single block or 

not. If not (node 1, 3, 4 in figure 15), its children will be processed in the same way. We will 

assign a DoC value to each extracted block (node 2, 5, 6, 7 in figure 15) based on the block’s 

visual property. 

When all blocks of the current round in current page or sub-page are extracted, they are put 

into a pool. Separators among these blocks are identified and the weight of a separator is set 

based on properties of its neighbouring blocks. The layout hierarchy was constructed based on 

these separators. After constructing the layout hierarchy of the current round, each leaf node of 

the content structure is checked to see whether or not it meets the granularity requirement. If 

not, this leaf node will be treated as a sub-page and will be further segmented similarly. 

  

Figure 14 Page Layout Figure 15 DOM Tree of the Page 

 

 

For example, if the Block C in figure 15 does not meet the requirement, we treat this block as 

a sub-page and it will be further segmented into two parts, C1 and C2, as shown in figure 16 

and figure 17. 

 



  

Figure 16 Layout of Block C Figure 17 DOM Tree of Block C 

 

 

 

 Figure 18 Table based Content Structure 

 

After all blocks are processed, the final Table-based content structure for the web page is 

outputted. In the above example, we finally obtain a Table-based content structure tree as 

shown in Figure 5. In the following three subsections, we will describe the block extraction, 

separator detection and content structure construction, respectively. 

 

5.2.1 Block Extraction 

In this step, we aim at finding all appropriate visual blocks contained in the current sub-page. 

In general, every node in the DOM tree can represent a visual block. However, some “huge” 

nodes such as <TABLE> and <P> are used only for organization purpose and are not 

appropriate to represent a single visual block. In these cases, the current node should be further 

divided and replaced by its children. Moreover, due to the flexibility of HTML grammar, many 

web pages do not fully obey the W3C HTML specification, the DOM tree cannot always reflect 

the true relationship of the different DOM node. For each extracted node that represents a visual 



block, its DoC value is set according to its intra visual difference. This process is iterated until 

all appropriate nodes are found to represent the visual blocks in the current sub-page. 

Internally the DOM node can be divided based on following considerations: 

 The properties of the DOM node itself. For example, the HTML tag of this node, the 

            Background colour of this node, the size and shape of this block corresponding to this 

            DOM node. 

 The properties of the children of the DOM node. For example, the HTML tags of 

            Children nodes, background colour of children and size of the children. The number of 

Different kinds of children is also a consideration 

 

Some important cues which are used to produce heuristic rules in the algorithm are: 

 Tag cue: 

        1. Tags such as <HR> are often used to separate different topics from visual perspective. 

            Therefore we prefer to divide a DOM node if it contains these tags. 

        2. If an inline node has a child which is line-break node, we divide this inline node. 

  Colour cue: We prefer to divide a DOM node if its background colour is different from 

one of its children’s. At the same time, the child node with different background colour 

will not be divided in this round. 

  Text cue: If most of the children of a DOM node are text nodes or virtual text node, 

we prefer not to divide it. 

 Size cue: We predefine a relative size threshold (the node size compared with the size 

of the whole page or sub-page) for different tags (the threshold varies with the DOM 

nodes having different HTML tags). If the relative size of the node is smaller than the 

threshold then we prefer not to divide the node. 

Based on these cues, we can produce heuristic rules to judge if a node should be divided. 

If node should not be divided, a block is extracted and we set the DoC value for this 

block. We list the heuristic rules in below table.  

 



 

 

 Table 4 Heuristic rules in Block Extraction phase 

 

For different DOM nodes with different HTML tags, we will apply different rules. We listed 

them in below table. 

 

 

 Table 5 Different rules for different DOM nodes. 

Let us consider an example shown in Figure 11. At the first round of block extraction, VB1, 

VB2_1, VB2_2, VB2_3, VB3 and VB4 will be extracted and put into the pool. Below we 

explain how the VB2_1, VB2_2 and VB2_3 are extracted in details. Figure 20 is a table, which 

is a part of the whole web page. Its DOM tree structure is shown on the left side. In the block 



extraction process, when the <TABLE> node is met, it has only one valid child <TR>. We 

trace into the <TR> node according to the rule 2. The <TR> node has five <TD> children and 

only three of them are valid. The first child’s background colour is different from its parent’s 

background colour. According to the rule 8, the <TR> node is split and the first <TD> node is 

not divided further in this round and is put into the pool as a block. The second and fourth child 

of <TR> node is not valid and will be cut. According to the rule 11, the third and fifth children 

of <TR> will not be divided in this round. Finally, we obtain three blocks, VB2_1, VB2_2, and 

VB2_3. 

 

 

 Figure 19 Example of a Web page                             Figure 20 Block extraction of sample example 

 



5.2.2 Separator Detection 

After all blocks are extracted, they are put into a pool for visual separator detection. Separators 

are horizontal or vertical lines in a web page that visually cross with no blocks in the pool. 

From a visual perspective, separators are good indicators for discriminating different semantics 

within the page. A visual separator is represented by a 2-tuple: (Ps, Pe), where Ps is the start 

pixel and Pe is the end pixel. The width of the separator is calculated by the difference between 

these two values. 

Take Figure 21 as an example in which the black blocks represent the visual blocks in the page. 

For simplicity we only show the process to detect the horizontal separators. At first we have 

only one separator that is the whole pool. As shown in Figure 21 when we put the first block 

into the pool, it splits the separator into S1 and S2. It is the same with the second and third 

block. When the fourth block is put into the pool, it crosses the separator S2 and covers the 

separator S3, the parameter of S2 is updated and S3 is removed. At the end of this process, the 

two separators S1 and S3 that stand at the border of the pool are removed. 

 

Figure 21 Separator Detection Process 

The separators are used to distinguish blocks with different semantics, so the weight of a 

Separator can be assigned based on the visual difference between its neighbouring blocks. The 

following rules are used to set a weight to each separator: 

 The greater the distance between blocks on different side of the separator, the higher 

then weight. 

 If a visual separator is overlapped with some certain HTML tags (e.g., the <HR> HTML 

tag), its weight is set to be higher. 

 If background colours of the blocks on two sides of the separator are different, the 

weight will be increased. 



 For horizontal separators, if the differences of font properties such as font size and font 

weight are bigger on two sides of the separator, the weight will be increased. Moreover, 

the weight will be increased if the font size of the block above the separator is smaller 

than the font size of the block below the separator. 

 For horizontal separators, when the structures of the blocks on the two sides of the 

separator are very similar (e.g. both are text), the weight of the separator will be 

decreased. 

 

5.2.3 Content Structure Construction 

When separators are detected and separators’ weights are set, the content structure can be 

constructed accordingly. The construction process starts from the separators with the lowest 

weight and the blocks beside these separators are merged to form new blocks. This merging 

process iterates till separators with maximum weights are met. The DoC of each new block is 

set based on the maximum weight of the separators in the block’s region. After that, each leaf 

node is checked whether it meets the granularity requirement. For every node that fails, we go 

to the Visual Block Extraction step again to further construct the sub content structure within 

that node. If all the nodes meet the requirement, the iterative process is then stopped and the 

vision-based content structure for the whole page is obtained. The common requirement for 

DoC is that DoC > PDoC, if PDoC is pre-defined. 

 

In summary, the introduced DDE algorithm takes advantage of visual cues to obtain the 

Table-based content structure of a web page and thus successfully bridges the gap between the 

DOM structure and the semantic structure. The page is partitioned based on visual separators 

and structured as a hierarchy. This semantic hierarchy is consistent with human perception to 

some extent. DDE is also very efficient. Since we trace down the DOM structure internally for 

visual block extraction and do not analyse every basic DOM node, the algorithm is totally top-

down. 

 

 

 

 

 

 



 

 

 

 

 

 

 

5.3  Noise Removal from Web Page using DDE Algorithm 

One crucial step in web data mining, including structured extraction, is the cleaning phase that 

takes place before extracting the information. One cannot expect to get good results in the 

extraction phase without cleaning and removing the undesired noise first. [55] Mention that 

despite the importance of this task, relatively some work has been done in this area and, while 

reviewing up to date related work, we still have the impression that this is an underdeveloped 

field. In structured extraction, most of the existing approaches use some sort of the pattern 

recognition to identify the records [56] present in the page. The problem is that, usually, we 

are interested only in the main content region but other regions of the page (menus, ad, extra, 

etc.) often contain repeating pattern that are outputted as noise results. So it is useful to clean 

up a web page before extracting the records from it.  

 

Figure 22 Process flow of noise removal 

The given DDE Algorithm extract the content structure from the Web page and Remove the 

Noisy data from the extracted dynamic data of Web page, which helps to remove the unwanted 

data and redundant data. 

In this sub section we using some algorithm to remove the noise from Web page. 



 Tag_PathSequence_Filter ( ): It is the main algorithm, which receives a HTML file 

as input and return a pruned DOM tree with the main content region. 

 Convert_Tree_ToSequence ( ): It converts the Web page DOM tree into a tag path 

sequence. 

 Search Region ( ): It is the actual search for the main region of the TPS. 

 Filter_Alphabet ( ): It filter an alphabet, removing lower frequency symbols, making 

the overall algorithm more robust and resistant to noise. 

 Prune_DOMTree ( ): It prunes the original DOM tree, leaving only the main content 

region reported by Search_Region, keeping the original structure of the document. 

The complexity of the above algorithms are O (n).  

 

5.4 Performance Evaluation of DDE Algorithm 

In this section we evaluate the performance on the bases of the number of segments in the 

Web page. Here we compare Dynamic Data Extraction Algorithm with the three similar 

algorithms, which are FULLDOC, DOMPS, and VIPS. We can say that Dynamic Data 

Extraction Algorithm is the extended form of VIPS algorithm because DDE algorithm 

parse the DOM tree and stored the extracted segmented data in the form of table. Using 

DDE algorithm, we remove the noisy data as well as extract the unwanted tags and 

unwanted data. We compare these four algorithms with Average Precision percentage. 

  

                                      𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑑𝑎𝑡𝑎 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 

Calculate the precision of different segments of the Web page by using fulldoc, domps, vips 

and dynamic data extraction algorithm. The performance is evaluated on the bases of the 

threshold (baseline) which is 16.55 []. If the precision percentage is lying below the threshold 

level than algorithm has the worst performance and if precision percentage is lying above the 

threshold level then the performance of the algorithm is good. 

Precision =     

== 



 

Figure 23 Performance comparison of the DDE Algorithm 

 

 

Figure 24 Performance comparison through the graph 

As can be seen, the average retrieval precision can be improved after partitioning pages into 

blocks, no matter which segmentation algorithm is used. In the case of FULLDOC, the 

maximal average precision is 19.10% when the number of segments of the Web page is 10. 

DOMPS obtains 19.67% when 50 segments of blocks are used, a little better than FULLDOC. 

VIPS gets the result 20.98% when the 20 segments are used and DDE algorithm gets best result 

when 20 segments are used. But if we see the overall performance of the algorithm then DDE 

 



algorithm shows the best result over all three algorithm. DDE algorithm shows precision 

percentage above than the threshold level in all number of segment. So we can say that 

Dynamic Data Extraction Algorithm is good among all the other three algorithms. 

 

5.5  Result of DDE Algorithm 

 DDE Algorithm has a following steps: 

1. Run the file of DDE algorithm, it will display an output window. 

 

 Figure 25 Output window of DDEA 

2. Enter the URL of the Website and output file name in text area then click on GO button.  

           

Figure 26 Result after sorted the output file 



After extracted structure of Web page Content, it will show the message box that output file is 

stored and Click OK. 

3. Go to the pre-defined path where output file is stored and open the file which contain 

content structure of Web page in the form of table. 

 

 

 



 

 

 

Figure 27 Result of extracted Dynamic data 

4. After extracted dynamic data, now we remove the noisy data from the extracted data. 

Click on noise removal button and input the html file extracted data and Click on submit 

button. 



 

Figure 28 Input the file for noise removal 

5. Open the file from pre-defined path which contain the file of extracted noisy data. 

 

 
Figure 29 Display the result Noisy Data 

 

5.6  Empirical Results  

In this section we have done empirical study regarding size of the Web page and Noisy data 

extracted from the DDE algorithm. With the help of DDE algorithm we observe that noise is 

the directly proportional to the Web page size.  

To prove this we collect the high page rank Web site from http://doheth.co.uk/info/list-of-web-

sites-with-high-page-rank.php.  Page Rank (PR) is the number of points out of ten that signifies 

the importance of a site to Google. The PageRank number appears to be logarithmic, with a 

single point representing an order of magnitude difference of importance. After that apply DDE 

Algorithm on Web pages, then calculate the Dynamic Web page size and noisy data size of 

Dynamic Web page, then plot the graph between Web page size and Extracted Noisy data size.                                                                                                                     



 
Figure 30 Web page size and extracted noisy data size 

 

 

Figure 31 Graphical result of Web page size and extracted noisy data size 
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5.7 Cost Constructive Model in Web Application 

In this section we use Constructive Cost Model in Web application to calculate the 

development time of the web application through which we can calculate the maintenance cost 

of the Web pages. Constructive Cost Model is one of the cost estimation models which 

contribute three different models namely basic, intermediate and detailed model. Maintenance 

of software is very much important so as to increase the functionality of software and decrease 

the cost incurred in extracting new system. The first level of COCOMO is Basic which is good 

for quick, early, rough order of magnitude estimates of software costs, but its accuracy is 

limited due to its lack of factors to account for difference in project attributes. In the 

Intermediate COCOMO takes these Cost Drivers into account and Detailed COCOMO 

additionally accounts for the influence of individual project phases. Here, in this paper, we 

mainly estimate maintenance cost of software using basic and intermediate model by 

maintaining Annual change traffic and thousand source lines of code as constant. We examine 

these values by varying on each case, thereby obtaining the final maintenance costs in man-

months. 

5.7.1 Calculation of Web Size Metrics 

The size metric used in other metrics like productivity metric and cost estimation 

metric. One of the most common metric to calculate the size of the software is Lines of 

Code shortly termed as LOC but in Web page we are using Number of Tags (NoT) to 

calculate the size. Now the problem is to calculate the number of tags in the dynamic 

data of the Web pages because we are working here all about on the dynamic data of 

the Web page. We already introduced our Dynamic Data Extraction Algorithm which 

helps us to extract the dynamic data from the Web page. 

From there we extract the dynamic data and then calculate the number of tags of Web 

page. The NoT in the Web pages are the number of tags used in the html file. So after 

getting dynamic data of Web page, we extract number of tag used in the html file of the 

dynamic data. For extraction of the html tags from file, we make a tool through which 

we can calculate the number of tags.  

The size metric is measured in terms of kilo lines of code (KLOC) and lines of code 

(LOC). Here code is the all executable line as well as non-executable line, declaration, 

header and all tags etc.  

 

 



 

 



 

 Figure 32 Snapshot of the Mat lab Program 

 

5.7.2 Calculation of Effort, Development Time and Maintenance Cost  

 

To estimate the Effort (Development Cost) and Development Time, collect Web 

pages data with different LOC. Then categorize different size of LOC into three 

modes of COCOMO are Organic, Semi-detached and Embedded. 

 

  

Figure 33 Three modes of COCOMO model 

      Here we assume that,  

1. If the number of NoT is in between 2-600 then it belong to the Organic mode of the 

COCOMO 

2. If the number of NoT is in between 600-1000 then it belongs to the Semi-Detached 

mode. 

3. If the number of NoT is in between above 1000 then it belongs to the Embedded 

mode. 



 

 

There are COCOMO coefficient for all the modes. 

 

 

Figure 34 COCOMO Coefficient 

5.7.2.1 Organic Mode 

 

a)  First we collect the small number of NoT of dynamic data extracted from Web 

pages which does not contain noise.  

 

 

 

To estimate the maintenance cost, another parameter is needed: the annual change traffic 

(ACT) which consists of the proportion of original instructions that undergo a change during 

a year by addition or modification. 

 

 

Where, 

 NNL is the number of new lines 

NML is the number of modified lines 

NOL is the number of Total original lines 

We assumes that number of new lines are 500, modified lines are 2500 and total original lines 

are 10,000. 

ACT= (2500+500)/ 10,000 =0.3 

 

Effort (Development Cost) =a (NoT) b 

Development Time =c (E) d 

 

    ACT = (NNL+NML)/ NOL 

Maintenance Cost = ACT* Development 

Cost 

 



 

Figure 35 Calculation of development cost, development time and maintenance cost 

 

Figure 36 Graphical result of development time and NoT 

 

Figure 37 Graphical result development cost and NoT 



 

Figure 38 Graphical result of maintenance cost and development cost 

a) First we collect the small number of NoT of dynamic data extracted from Web pages 

which contain noise.  

 

 

  

 

  

                            ACT = 0.3  

 
 

Figure 39 calculation of metrics for Noisy Web page 

Effort (Development Cost) =a (NoT) b 

Development Time =c (E) d 

 Maintenance Cost = ACT* Development Cost 

 



 

Figure 40 Graphical result of development cost and maintenance cost for Noisy Web page 

 

 

Figure 41 graphical result of NoT, development cost and maintenance cost 

 

  

 



5.7.2.2 Semi-Detached Mode 

 

a) First we collect the medium number of NoT of dynamic data extracted from 

Web pages which does not contain noise. 

   

 

 

Where ACT = 0.6. 

 

Figure 42 Calculation of metrics for semi-detached 

 

Figure 43 Graphical result of NoT, development cost and maintenance cost 

 

Effort (Development Cost) =a (NoT) b 

Development Time =c (E) d 

 
Maintenance Cost = ACT* Development Cost 

 



b) First we collect the medium number of NoT of dynamic data extracted from 

Web pages which contain noise.  

 

                         Figure 44 Calculation of metrics for noisy web page 

 

 

 

 

 Figure 45 Graphical result for noisy Web page 

 

 



5.7.2.3 Embedded Mode 

 

a) First we collect the large number of NoT of dynamic data extracted from Web 

pages which does not contain noise. 

   

 

 

Where ACT = 0.9 

 

 Figure 46 calculation of metrics for Embedded Mode 

 

Figure 47 Graphical results for NoT, development time and maintenance cost 

 

Effort (Development Cost) =a (NoT) b 

Development Time =c (E) d 

 
Maintenance Cost = ACT* Development Cost 

 



b) First we collect the large number of NoT of dynamic data extracted from Web 

pages which contain noise.  

 

 

Figure 48 Calculation of metrics for noisy Web page 

 

 

Figure 49 Graphical result of development cost and maintenance cost 

 

 

 

 



5.7.3 Compare the Maintenance Cost  

This subsection compare the Maintenance cost of noisy lines of code and without noisy lines 

of code. We can see the difference in the maintenance cost, achieve good result by using 

dynamic data extraction algorithm. Here we compare in all three modes of Cost Constructive 

Model. 

a) Organic Mode 

 

 

Figure 50 Comparison of maintenance cost for organic mode 

 

Figure 51Graphical result of comparison of maintenance cost 

 



 

Where, 

 WN is the without noise, N is with noise 

b) Semi-Detached Mode 

 

 

Figure 52 Comparison of maintenance cost for semi-detached mode 

 

Figure 53 Graphical result of maintenance cost 



Here we observe that Maintenance Cost (WN) is almost half of the Maintenance Cost (N). 

c) Embedded Mode 

 

 

Figure 54 Comparison of maintenance cost for embedded mode 

            

Figure 55 Graphical result of maintenance cost 

We can see 20 percent maintenance cost will inclined in dynamic Web page with as compared 

to without noise for Organic mode, around 50 percent maintenance cost will inclined for Semi-

detached mode and around 80 percent maintenance cost will inclined for Embedded mode. If 

Number of Tags increases, size of noisy data increases that will directly affect the maintenance 

cost.   

 



 

 5.8 Optimizing Web Consistency Using Visual Page Analysis 

Due to the growing importance of the World Wide Web, archiving it has become crucial for 

preserving useful source of information. To maintain a Web archive up-to-date, crawlers 

harvest to the web by iteratively downloading new version of document. However, it is frequent 

that crawler retrieve pages with unimportant changes such as advertisement which are 

continually updated. Hence, web archive system waste time and space for indexing and storing 

useless page version. An effective method is required to know accurately when and how often 

important changes between versions occur in order to efficiently archive web pages. Here we 

focuses on addressing this requirement through a new web archiving approach that detects 

important changes between page versions. This approach consist in archiving the visual layout 

structure of a web page represented by semantic blocks. This approach seeks to describe and 

to examine the various related issues such as using the importance of changes between versions 

to optimize web crawl scheduling.  

We describe the steps of this approach which points out the problem that is detecting/ analyzing 

changes importance between page versions. Also, a crawl scheduling strategy which uses the 

analysis of change importance. 

5.8.1 Visual Page Segmentation 

Dynamic Data Extraction Algorithm is used to segment a web page into nested semantic blocks 

based on suitable nodes in the HTML DOM tree of the page. It detects the horizontal and 

vertical separators in a web page. Based on those separators, it builds the semantic tree of the 

web page partitioned into multiple blocks. The root is the whole page. Each block is represented 

as a node in the tree as shown in Figure 56. To complete the semantic tree of the whole page, 

we extended the Dynamic Data Extraction algorithm by extracting links, images and text for 

each block. As illustrated in Figure 56, each block node has additional children nodes: Links, 

Images and Texts that gather respectively all hyperlinks, pictures and text contained in the 

block. All nodes of the page are uniquely identified by an ID attribute. This ID is a hash value 

computed using the node’s content and its children nodes content: if matched nodes (nodes at 

the same position in two successive versions) have different ID values, then their content has 

been necessarily updated. Leaf nodes have other attributes such as the name and the address 

for the hyperlink. Our extended DDE algorithm generates, as output, a Vi-XML document that 



describes the complete hierarchical structure of the web page. The structure of such a document 

is shown in Figure 56. 

 

 Figure 56 Extended DDE Algorithm 

 

5.8.2 Change Detection 

We describe the change detection algorithm because existing ones are generic-purpose. We 

would like to add some specific criteria for comparing attributes nodes, such as detecting 

updated links, if one of their attributes (name or address) is modified. We want also to detect 

an updated text in two matched blocks based on a textual similarity/distance score (e.g. number 

of shared words). Another specificity of our approach is that we need to detect changed 

elements inside a block and moved elements from one block to another, but detecting moved 

element inside a same block is useless because no information has been added or deleted in the 

block. Also, we would like to detect that the structure of the page at level of blocks is changed 

(inserted/deleted block, etc.) from one version to another. The Vi-DIFF algorithm detects two 

types of changes; structural and content changes. The structural changes (insert, delete and 

shift) typically modify the structure of XML document at level of blocks whereas content 

changes (insert, delete, update and move) modify the textual content at level of links, images 

and texts. All detected change operations are then described in a Vi-Delta file. If we assume 

that there is no change in structure then the complexity of Vi-DIFF is log linear O (n*log (n)) 

where n is the total number of nodes. If there are structural changes, in the worst case (all the 

structure is changed), the complexity is quadratic O (n2) but it is worth to notice that always 

remains small. The Vi-DIFF algorithm detects changes between two Vi-XML pages. We intend 

in future work to extend this algorithm in order to detect changes between two versions of sites 



instead of two pages. The extended Vi-DIFF must produce, as output, a complete Vi-Delta 

describing changes between each page of the two site versions. 

 

5.8.3 Changes Importance 

Based on the Vi-Delta produced by Vi-DIFF, we explain a function that evaluates the 

importance of detected changes. This function depends on three major parameters: 

• Importance of updated block: Typically, the most important information is on the center and 

the advertisements are on the header, etc. Thus, the importance of blocks can be assigned 

according to their relative location in the page. This can be achieved, for instance, method [57]. 

Based on extracted spatial and content features of blocks, they use supervised machine learning 

algorithms to assign automatically importance value for each block. We can, also, take into 

account other parameters to evaluate the importance of a block with respect to the history of 

changes on this block. For instance, we can consider that the more frequent a block is changing, 

the less important it is. We are currently looking for the best technique to estimate the 

importance of blocks. 

• Operations Importance: The importance of operations depends on the operation type (move, 

insert, etc.) and the changed element (link, image, etc.). For instance, insert or delete operations 

can be considered more important than a move. Also, inserting an image can be more important 

than inserting a link or a text. Again, we plan to study machine learning methods to choose the 

best parameters values for each operation type. 

• Changes Amount per Block: The amount of change operations (delete, insert, etc.) occurred 

inside a block for each element (link, image and text) is deduced from the generated Vi-Delta. 

This amount represents the percentage of change operations detected for each block divided by 

the total number of block’s elements. 

Based on these parameters, the following function E (v1, v2) to estimates the importance of 

changes between versions v1 and v2, each composed of blocks Bki: 

 

 



Where: 

- Opj= {insert, delete, update, move} 

- Elk= {link, image, text} 

- NEl, NOp, NBk are respectively the number of elements type, operation type and blocks in the 

page. 

- I(x) denotes the importance value of x which can be a block or a change operation. In order 

to normalize the result of function E (), we add the following constraint on the importance of 

blocks 

:  

- N (Opj, Elk) denotes the number of change operation j that occurred on the element k. 

- N (Elk, Bki) denotes the total number of elements k inside the block i. 

The function E () is computed by multiplying the percentage of changes, for each operation 

(Opj) and block Bki, by the importance of operations I (Opj) and blocks I (Bki). It returns a 

normalized value between 0 and 1. 

Let’s take an example, given the blocks importance as shown in Figure 57, the change 

operations, detected in a delta between two versions of pages, are:  

(i) An update of a text in block B1 

(ii) An insertion of 4 links in block B2.2  

(iii) A deletion of 2 images in block B3.  

In this example, the operations insert and update are considered more important (I 

(insertion) = I (update) = 1) than a delete (I (deletion) = 0.8). In the old version of the page, 

the block B1 has one text element, B2.2 has 2 links and B3 has 4 images.  

 



 

 Figure 57 Changes importance example 

 

The importance of changes is computed as follows: 

E = I(Bk1)_I(update)_[N(update, text)/N(text,Bk1)]+I(Bk2.2)_I(insertion) _ [N(insertion, 

link)/N(link, Bk2)] + I(Bk3) _ I(deletion)_ [N(deletion, image)/N(image,Bk3)] 

 = 0.1 * 1 * (1/1) + 0.4 *1 * (4/ (2+4)) + 0.2 * 0.8 * (2 /4) = 0.44 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CONCLUSION 

Unified V-model for re-engineering provides effective and easy way of reconstruction and re-

testing web application, it also provides flexibility and reusability that takes into consideration 

all the user and business standard. The proposed V-model of re-engineering process is proposed 

for designing the testing protocol for web application development. By introducing V- model 

into web reengineering process, it increases the maintainability and the effectiveness of the 

website because V-model led to better validation and verification and produce in accordance 

to web development life cycle. The structure of V- model enables testing process starts from 

unit testing to acceptance testing. Re-engineering V-model will save the time for reconstructing 

or refactoring the web due to strong testing and validation 

Proposed a STAR paradigm: Situation, Tools, Application and Restructuring that support the 

comprehension of existing web application during maintenance. The aim of the paradigm is to 

reconstruct web application illustrating various aspects of web reengineering. It provides 

effective and easier way for the reconstruction of web application. Introduction of STAR 

paradigm into web reengineering process can increase maintainability and effectiveness as it 

led to better understanding of procedures and practices. STAR paradigm will save the time for 

re-constructing or restructuring the web application due to strong discerning and contrivance. 

In this report a new approach for extracting web content structure based on visual 

representation was proposed named as Dynamic Data Extraction Algorithm. The produced web 

content structure is very helpful for applications such as web adaptation, information retrieval 

and information extraction. By identifying the logic relationship of web content based on visual 

layout information, web content structure can effectively represent the semantic structure of 

the web page. An automatic top-down, tag-tree independent and scalable algorithm to detect 

web content structure was presented. It simulates how a user understands the layout structure 

of a web page based on its visual representation. DDE Algorithm also removes noise from the 

extracted web content structure. Apply Cost Constructive Model in the Web Application to 

estimate the maintenance cost of the web page, calculate the Web size metrics such as lines of 

code of Web content structure, and then calculate development time and maintenance cost. 

Comparison of the maintenance cost with and without noisy dynamic web page has been done 

in all three modes of Cost Constructive Model with the help of DDE algorithm. We conclude 

that 20 percent maintenance cost will inclined in dynamic Web page with noise as compared 

to without noise for Organic mode (small number of lines of code), around 50 percent 



maintenance cost will inclined for Semi-detached mode and around 80 percent maintenance 

cost will inclined for Embedded mode. If Number of NoT increases, size of noisy data increases 

that will directly affect the maintenance cost. Lastly we optimizing the consistency using DDE 

algorithm. 
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