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Abstract 

Task of providing recommendations is achievable through recommender systems (RS). There are 

various classifications of RS i.e. content, collaborative and hybrid based. Apart from these three, 

there is one context aware RS. Because, through research it has been proved that, ratings provided 

by user for a movie or TV program also depends on demographic information, day type, time, 

mood, and other factors of environment. Considering all these contextual features and providing 

recommendation increases the computational time complexity of our program to a very high 

value. Apart from that, RS also suffer from cold start problem, scalability problem and data 

sparsity problem. Hence, artificial neural networks are used to provide recommendations and 

make this task achievable. Now, training of Artificial Neural Networks takes a very large time, 

due to high dimensional features. Because, the number of contextual feature attributes could vary 

from 24 to 35. In order to reduce time complexity, a perfect subset of these attributes should be 

considered. But, again reducing such a high dimensional contextual attributes is a kind of 

combinatorial optimization problem. This problem could be solved by using Ant Colony 

Optimization (ACO). ACO with heuristic information as either covariance or fuzzy values are 

used as heuristic function. At the end, back propagation algorithm is used, for training the neural 

network, only on those feature subset obtained via ACO with covariance or fuzzy c means 

measures. While testing the RS, around 80% of the data set is classified as training data set and 

rest 20% of the data set is classified as testing data set. Accuracy of recommender system is 

determined, on testing data set. Finally, mean absolute error has also been calculated and results 

are analysed by comparing the accuracy of recommender system with previous approaches.  
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Chapter 1 

Introduction 

1.1 Introduction to Recommender system 

Data mining methodologies are used to provide recommendations about what book to read, 

what movies to be watched, etc. and the system with the help of which it is achieved is 

known as Recommender Systems (RS). Recommendation algorithms are used behind these 

RS. RS are very essential from user as well as from product developer point of view. 

Because, if a user is not able to take proper decisions, that which movie to be watched or 

which product to be purchased, then RS plays a very vital role in taking these decisions. 

From product developer point of view, if a particular product is in demand and visited or 

purchased by users very frequently, then it means that users like it. But, if it is not there, 

then it means that product is decreasing the market capture of that company, to which the 

product belongs.  Recommender Systems are categorized into various types [1, 2] and they 

are:- 

 Content based RS [3]:-  

In content based RS, the past ratings provided by a user are used to predict the new ratings. 

For example, in case of a movie lens data set, if a person has given high ratings to all the 

movies containing a specific actor, then usually it is found that he would like the movies of 

same actor in future too. But, the problem with this approach is you cannot predict the other 

habits of user. You cannot predict the shopping pattern of a user on an ecommerce website 

based on his movie likings in the past. Pandora radio is a music RS and it works on content 

based filtering approach. 
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 Collaborative filtering based RS [4]:- 

In collaborative RS, similar liking pattern amongst different users are determined to provide 

recommendations. For example, user A and user B has rated different movies with almost 

near about same ratings, then it means that likings of A and B are near about similar, so 

based on this if user A follows a particular shopping pattern on an e commerce website, 

then user B would also be following the same pattern. Now, these similar liking users are 

determined by generating different clusters. Clustering is done by using k nearest neighbour 

classifier or other methods. Last.fm is a music recommender system based on collaborative 

filtering approach. But, this approach mainly suffers from sparse data problem. Majority of 

the RS are build on collaborative filtering technique [5-8], which has been successfully 

developed in the past few years.     

 Hybrid RS :-  

In hybrid based RS, content and collaborative both techniques are used to overcome the 

shortcomings of both and their advantages could also be utilised simultaneously. Netflix is 

a movie recommender system which is based on this approach. It is basically provided to 

overcome the disadvantages of one by using other approach and vice a versa. 

1.2 Introduction to Context aware recommender systems 

RS also depends upon context into which user’s provide recommendations. Context is 

defined as any information which can be used to characterize a person, place or object that 

is considered as relevant to the interaction between a user and its application. Context 

aware RS are based on the theme of environment around the user while he/she was rating 

any movie or liking any TV program. In collaborative based RS, the recommendations are 

provided based on the similar liking of users. In collaborative first of all, the friend zone of 
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a particular user is determined, basically it consists of all those users who have similar 

likings as that of the person, for which we want to provide recommendations. That 

methodology of making groups of similar minded users or similar liking of users is known 

as clustering. Now, clustering is also categorized in 2 ways:- 

a. Hard clustering algorithms, 

In hard clustering algorithms, a person or say an item either belongs to a cluster with full 

membership value as 1 or it do not belongs to that cluster at all. Hence, membership is 

binary in nature, which could be defined as either 0 or 1. 

b. Soft clustering algorithms. 

But, in real time scenario, the membership of a user in a particular group or the membership 

of an item in a particular group is a fuzzy value. That fuzzy value is determined with the 

help of fuzzy c means clustering algorithm. Fuzzy c means is different from k means or 

other clustering approaches in a way that, it provides a fuzzy membership value of a 

particular item to be belonging in a particular cluster or not. 

1.3 Organization of the Thesis 

The remaining thesis is described as follows: Chapter 2 presents the literature survey on 

context aware recommendation system. Chapter 3, Basic Fundamentals, consists of an 

introduction to the ACO, neural networks with back propagation technique, along with 

covariance parameter and fuzzy c means clustering algorithm. Chapter 4, Methodology 

used to solve the problem, provides two approaches to solve recommender system 

problems. Chapter 5 covers Experiments and Results, and its comparison with other 

approaches. Chapter 6, Conclusion and Future Work, summarize the thesis with some 

possible enhancements as future work. 
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Chapter 2 

Literature Survey 

2.1 Problems existing in Recommender Systems 

Recommender system suffers from 3 major problems [9]:- 

a. Cold start problem:-systems require a large amount of existing data on a user in 

order to provide accurate recommendations. 

b. Scalability problem:-a very large computation power is required by the systems, 

because millions of users and products are available. 

c. Data Sparse problem:-the users do not provide proper ratings to all the available 

items.  

Artificial Neural networks [10] are also used to provide recommendations, but as a coin has 

two aspects, in the similar way, there are some pros and cons of using artificial neural 

networks. In the past work, neural network had already been used, to provide ratings in a 

movie recommender system. But, that was in a binary format, that whether a particular 

movie is liked by the user or not. Hence, from analysis it could be concluded that, it would 

be having only one neuron in the output layer, whose value could be either 0 or 1. The 

value 0 signifies that it has not been liked by the user, but value 1 signifies that it has been 

liked by the user. This movie recommender system was designed in such a way that, it uses 

the past ratings provided by the user to predict its future ratings. But, as we know that, this 

case of predicting values fails in case of cold start problem, that is what to recommend ?, 

when the system has not enough data to be trained over to it. Hence, the solution of that 

problem was proposed in, by “Know and Hong”. It deals with cold start problem into it.  
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First constraint [11] was how to use these neural networks for recommendations, as there 

were different parameters to be defined first before using a neural network. There could be 

many number of hidden layers included in our neural network, but how many hidden layers 

would be efficient, is again a question to be answered. It has already been proved in that, a 

single hidden layer feed forward neural network provide the recommendation with same 

accuracy as that of usual back propagation algorithm. Therefore, there is not any problem in 

using back propagation algorithm to train our network. 

Second problem [11, 12] while using neural networks is, the activation function used to 

convert neuron’s weighted input into its corresponding output values. These activation 

functions could be any linear or non linear activation functions. But, if linear activation 

functions are used then it usually takes quite a long time for convergence or to be trained. 

Because the weights are also updated accordingly, thus it also affects the accuracy of our 

RS. Another drawback with linear activation functions is that, they are not able to cope up 

with the random input and output pattern. As the input usually do not varies linearly with 

the output values.  

Third issue [12] while using neural networks is that, the values of weights and biases are 

generally assigned randomly, but it takes a lot of time to converge, hence it further leads to 

the scalability problem with the neural networks. If the activation functions we are using at 

hidden layer and output layer are infinitely differentiable, then we can use random values of 

weights and biases. After that, by using back propagation algorithm we can transform our 

neural network towards the desired output values. 

Fourth point is that [13], which functions are infinitely differentiable functions and whether 

by using them the RS with that much accuracy could be constructed or not, as we were 

desirous to get. Some of the examples of infinitely differentiable functions are sigmoid 
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function, radial basis function, hyperbolic tangent function, sine, cosine and many more non 

regular functions. Hence, the thesis uses sigmoid function for the activation of hidden layer 

neurons and hyperbolic tangent function for the activation of output layer neurons.   

Fifth note [14, 15], while providing recommendations with the help of neural networks is 

that, how many numbers of neurons at the input layer, hidden layer and output layer could 

be used. If the numbers of neurons used at input layer are very large, then it increases the 

computational complexity of our program. Thus, the scalability problem would not be able 

to solve up to that extent. As far as dealing with context aware RS is concerned, then as we 

know that there are very context associated with dataset like in case of a movie lens data 

set, the contextual attributes are genre, actor, year, companion, weather conditions, etc. 

Therefore, all the contextual attributes should be used to provide accurate and efficient 

recommendations. But, as we all are aware that, using 24 dimensional feature vector 

attributes of context aware RS, as the number of input layer neurons, makes training of 

neural network a very cumbersome task. [16] Proposed an approach based on neural 

networks in order to reduce the dimensions of our feature vector. Principal component 

analysis basically deals with the Eigen value components of a covariance matrix. The Eigen 

vectors are determined in such a way that, all Eigen vectors are not correlated at all. They 

are also less in numbers as compared to the number of attributes provided in the given 

context.    

2.2 Feature Subset selection problem 

Feature subset selection is considered as one of the discrete optimization problem [17], 

because if the actual set consists of ‘n’ different attributes, then there are 2
n 

possible subsets 

for that set. Considering all the feature subsets and determining the best one is not possible 

feasibly. Therefore, in order to solve this problem, optimization and other learning 
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techniques are frequently used. [18] Suggests that, feature subset selection is considered as 

one of the challenging problems of machine learning. Basically, it also deals with 

dimensionality reduction. As soon as the features vectors of a given set gets reduced, then 

correspondingly the subset also gets reduced, and it would be helpful in reducing the 

dimensions of given problem statement. Feature subset selection problem has a very wide 

number of applications [19], like in data mining, text mining, machine learning, artificial 

intelligence, etc. But, the point to be considered over here is that, methodology used for 

feature subset selection should be accurate and efficient, otherwise it may also leads to high 

computational complexity of the system to be designed. 

The efficient way to solve a feature subset selection problem is, using evolutionary 

algorithms which work on the principle of population of data sets and have already shown a 

greater performance with it. One of the optimization algorithms has been proposed by 

M.Dorigo [20] in 1990, known as ACO, could be efficiently used to solve this problem. 

ACO basically works on the principle of pheromone laying behaviour of ants [21]. There 

are two different methodologies to be followed in order to solve feature subset selection 

problem, they are as follows:- 

i. Filter method [22], 

Filter method; do not use the concept of any learning algorithm. It works on the criteria of 

separability like k nearest neighbour classifier. But, on the other hand, wrapper method uses 

the concept of learning methodology, like as that of ACO or any other algorithm in which 

the result of future iterations are dependent upon past iterations. 

ii. Wrapper method [23]. 
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As wrapper method uses the concept of optimization and all, thus no doubt that, they 

produce much better results [24]. But, the drawback of using wrapper method is that, they 

are much difficult to run on large datasets, because these iterations take a lot of time to run.  

The feature selection method is further classified into 5 subcategories [25]:- 

1. Forward Selection :- It begins with an empty set and the features are added to it 

greedily one at a time 

2. Backward Elimination:- It begins with a feature set containing all the features and 

features are removed greedily one at a time 

3. Forward Stepwise Selection: - It begins with an empty set and features are either 

added to it or removed from it greedily one at a time. 

4. Backward Stepwise Elimination: - It begins with a feature set containing all the 

features and features are further added to it or removed from it greedily one at a 

time. 

5. Random Mutation: - It starts with a set of randomly selected features and features 

are further added to it or removed from it randomly, with number of iterations as the 

stopping criteria. 

A hybrid approach based on ACO and mutual information has already been used in the 

forecaster [26]. In the given thesis, we are going to use a form of hybrid approach only, 

which would be based on ACO. But, as ACO consists of a heuristic function. The heuristic 

function defined in the thesis, has been used in such a way that, it will consists of either the 

covariance of different attributes with the ratings provided or fuzzy c means clustering 

measures. For example, if we are using a movie lens data set, then different feature vectors 

would be there like genre, actor, year, companion, etc., the value of covariance of features 

or fuzzy values are applied in the form of heuristic function, while applying ACO to it. 
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Chapter 3 

Fundamentals 

3.1 Ant Colony Optimization 

 3.1.1 Introduction to Ant Colony Optimization 

In travelling salesman problem [20], the actual problem is to cover all the cities from source 

city to destination city in such a way that the distance covered or the value of weights 

assigned on edges should be as less as possible. It works on the pheromone laying 

behaviour of ants. If there exists two paths ‘A’ and ‘B’ from source node to destination 

node, then first of all the ants are initialized to random trails or random paths, but as soon as 

the ant reaches to the destination node, then it puts the pheromone or chemicals to attract 

other ants while traversing down the path. So that, other ants should also follow that path 

while coming from source to destination node. But, if the ants reaches to path ‘A’ more 

earlier and with minimum value of edges or distance covered as compared to path ‘B’, then 

it is required to increase the value of pheromone on path ‘A’ and also to decrease the 

pheromone level on path ‘B’. This is achieved with the help of two constants,  

1. ρ is the pheromone evaporation coefficient 

2. Δ    
  

  is the amount of pheromone deposited by the kth ant in its tour. 

While implementing the ACO for thesis work, two major issues are kept in mind:- 

1. The rule for updating pheromones 

2. Calculation of the value of heuristic function 
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In case of travelling salesman problem, the pheromone updating rule is same as that of all 

other approaches i.e. if the path has been covered by the ant previously then it would be 

considered more for future iterations and if not, then value of pheromones would be 

decreased on it. The inverse of distance between the nodes is taken as the heuristic function.  

 3.1.2 Modification in Ant Colony Optimization 

1 3 ?

0.09 0.00 0.78 0.00 0.13

7.81 X 64.00 X 10.45

0.00 0.09 0.09 0.87 0.87 1.00

0.538

82.26

trail

[0] [1] [2] [3] [4]

[0] [1] [2] [3] [4]

[0] [1] [2] [3] [4] [5]

sum

p

taueta

probs

cumul

0

1

3

2

4

Taueta[0]=5^α*(1/6)^β=7.81

Pher=4
Dist=1

Pher=5
Dist=6

Pher=8
Dist=7

Pher=x
Dist=x

 

Figure1. Modified Ant Colony Optimization 

While implementing ACO for this thesis as described in Figure1, Fisher Yates shuffle 

algorithm has been used initially to randomize the order of nodes selected during its first 

iteration. After that, it uses roulette wheel selection algorithm, i.e. first of all the 

probabilities of all the nodes to be selected as next node is determined and stored inside an 

auxiliary array. Secondly, we construct another helping array, but with size one greater than 

the previous one and cell [0] is filled with vale 0.0. Thirdly, all the values of that array are 

nothing but the cumulative sum of the probabilities up to that node. Fourthly, a random 

number is generated and if that value falls between the values of node 2 and node 3, then 
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node 2 would be considered as our next node. In this example, after traversing nodes 1 and 

3, next node is determined by calculating their probability to be traversed, based on the 

pheromones of those connecting edges. After that a sum of all the probabilities is taken in 

an arbitrary variable like sum. Then all the values are divided by that arbitrary variable, to 

get the desired probability. Lastly, roulette wheel selection algorithm is applied. 

3.1.3 Mathematical approach towards Ant Colony Optimization 

As described in [49, 50], 

    
  

     
β

       
α  

                   
β

       
α   

 

(1) 

  xy is the amount of pheromone which is deposited for transition from feature subset x to y,  

α is a parameter used to control the influence of   xy, 

   xy is the heuristic function for transition of state ‘xy’       

(   ), where d is the distance between feature subsets ‘x and y’ and  

β ≥ 1 is a parameter for controlling the influence of   xy.  

When all the ants have completed a solution, the trails are updated by 

                           
 

  
 

 

  

 (2) 
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Where,   xy is the amount of pheromone deposited for a state transition xy, 

ρ is the pheromone evaporation coefficient and  

(Δ    
   ) is the amount of pheromone deposited by kth ant, and it is calculated by the 

formula:- 

(Δ   
   ) =           Q/LK if ant k uses curve x y in its tour 

                        0 otherwise           (3) 

Where, Lk is the cost of the kth ant's tour and Q is a constant.                                                                                                                                                                                                                

As mentioned in Equation 2 and 3, if that ant covers a particular path let us say ‘AB’ in its 

tour of traversing from A to D, then right hand side factor of the summation sign would get 

increased and it will cancel out the decreasing effect produced by left hand side factor. But, 

in case that path has not been covered in the tour, then factor towards the left of summation 

sign will dominate to that of right hand side. Thus, it decreases the effect of that path to be 

considered again, while traversing the tour. 

3.2 Fuzzy C Means Clustering Algorithm 

 3.2.1 Introduction to Fuzzy C Means Clustering Algorithm 

A good clustering algorithm should be designed in such a way that it should maximize the 

intra cluster similarity and should minimize the inter cluster similarity, as specified in. 

Clustering algorithms are classified into 2 parts [28]:- 

I. Partition based clustering algorithms 

II. Hierarchal based clustering algorithms 
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In partition based clustering algorithms, the given set of n items is divided into different 

defined partitions, and based on that clustering is formed. In this case, we are well aware of 

the number of cluster we have to form as the numbers of partitions are already defined to 

us. But, on the other hand, in hierarchal clustering algorithms, they are further categorized 

into 2 parts, agglomerative and divisive. In hierarchal clustering algorithms, a tree of 

clusters gets formed known as dendrogram. While implementing clustering there are two 

important issues to be considered. Firstly, number of clusters to be formed. Secondly, 

measure to calculate the distance between them. 

3.2.2 Mathematical approach for Fuzzy C Means Clustering  

Fuzzy c means clustering algorithm is developed by “Dunn” and further improved by 

“Bezdek”. In fuzzy c means clustering algorithm, the value of membership function is 

initially, assigned a random value from 0 to 1. This value of membership function is 

modified in further iterations based on the probability distribution of different items in 

different clusters. In different iterations, the main focus of algorithm is to minimize, the 

value of objective function [27], which is defined as follows with Equation 4:- 

   (4) 

In this equation, outer loop runs n number of times, where n is the number of data points 

taken. Inner loop runs c number of times, where c is the number of clusters defined initially. 

In this case, c is equal to the number of contextual attributes taken for our data set. M is 

defined as fuzziness coefficient; it decides the measure of overlapping to be provided 

between different clusters. If the value of m is very large, then it means that a higher 

overlapping could be provided between different clusters. But, on the other hand if the 

value is very small, then overlapping is not possible at all, and there would be no reason of 

using fuzzy c means clustering algorithm over there. The value of m could range from 1 to 
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infinity. Xk is the value of data point to be considered, by subtracting its value from Vk, 

where Vk is the value of centre point of that cluster, which is considered in the inner loop. 

Lastly, Ai is the value of membership function, to be calculated or modified again and again 

in every loop, so that its fuzziness of data point with respect to a cluster could be 

determined. Its value is modified for all iterations, according to the formula:- 

  (5) 

   

The value of membership function is modified as per the rule given in Equation 5, and as 

the value of membership function is modified, accordingly, the value of centre for different 

clusters is also modified in all iterations, as data point’s increases or losses the membership 

values with respect to different clusters. The formula used for centre calculation is as 

follows, defined in Equation 6:- 

   (6) 

  

Finally, in the last step, we have to determine the stopping condition. It is defined, in terms 

of some threshold value, which could be taken as 0.15 and its equation is defined as 

follows;- 

  (7)  

Hence, if | P (t+1) - P (t) |, then stop as described in Equation 7, otherwise repeat all the 

steps of membership function calculation and centre calculation as mentioned above. 
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3.3 Neural Networks 

 3.3.1 Introduction to Neural Networks 

inputs          weights Threshold (θj) 

X1 

 Transfer Function Activation Function 

X2 Net Input netj        Oj  

 

X3 

  

  

          

Xn 

Figure2. Schematic diagram of Artificial Neural Networks [29] 

An artificial neural network (ANN), as presented in Figure 2 and as described in [29], is a 

set of interconnected neurons where each circular node acts as an artificial neuron and an 

arrow indicates a connection from the output of a neuron to the input of other neuron. Each 

arrow consists of some weights value assigned to that connection. An ANN consists of 

different layers of neurons; the given example set consists of n neurons in input layer and 1 

neuron in output layer. The above given example network is a kind of feed forward neural 

network, because it is a directed acyclic graph. 

Artificial neural network is again meta heuristic approach [29] to solve problems. It 

basically consists of different layer of neurons and the first layer is known as input layer of 

neurons and the last layer is known as output layer of neurons. In between these two layers, 

there are ‘n’ numbers of layers and all are known as hidden layer of neurons. Now, the 

neurons in input layer are connected to the neurons of output layer with the help of edges 

W1j 

W2j 

 

W3j 

 

Wnj 

 

Ʃ   Θ 
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and weights are assigned over those edges. Apart from that, biases are also connected to the 

hidden layer neurons and also the output layer neurons. Initially, the values of weights and 

biases are assigned randomly with the help of a random function. Then, output values are 

calculated for the corresponding input values. First of all, an input signal is applied to the 

input layer of neurons, then based on the values of weights and biases, as well as based on 

some mathematical function, the activation has been provided. Another function is used to 

compute the output values of those neurons, again with the help of weights and biases 

assigned. Hence, artificial neural networks basically work on 3 different parameters and 

they are as follows:- 

 The activation function used to convert input values of  neuron into output values, 

 Methodology used to train the neural networks, like back propagation is used. 

 The interconnection defined between different layers of neurons, like number of 

nodes in input, hidden and output layer, as well as how they are interconnected.   

As the value of weights and biases are assigned randomly, thus the output of the neural 

network would not be equivalent to the desired output. This difference between the desired 

output and actual output is known as the error. Hence, training is required to set the values 

of weights in such a way that, the neural network will produce output corresponding to the 

given input set of values. For training, back propagation algorithm is used, which is 

basically a supervised learning mechanism. Because, in supervised learning, we are aware 

of the input values and corresponding output values both. So, this error is propagated in the 

backward direction, to train the neural network. In other iteration, again the output values 

are computed and compared with the corresponding input values, till the sum of absolute 

difference of error for all the neurons become less than 0.01 or the number of iterations 

reaches to a value of 1000.  
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3.3.2 Back Propagation learning Algorithm with formulas  

Back Propagation [29] is a method of backward propagation of errors, used for the training 

of artificial neural networks. It is a supervised learning method. Basically, there is a 

contribution of neuron of each layer in determining the results. Hence if any change is 

required in order to get the results as per our convenience, there is a need to update the 

weights of interconnection by some methodology, and that algorithm is known as Back 

Propagation learning methodology. The weights are assigned between -1 to +1 using a 

random function in visual studio. For implementing back propagation algorithm three layers 

of neurons are used. Input layer is denoted by i, hidden layer by j and output layer by k. 

Steps to be followed are [29]:-  

i. To compute output of hidden layer:- 

                                         Vj=
1

iN

ji i

i

w y


 + θj,        (8) 

Where, Wij is the value of weights of interconnections from i th layer to jth layer, 

Yi is the values of input signals applied from ith layer to jth layer, 

θj is the values of biases applied to the hidden layer neurons, 

ii. To compute error for each output layer neuron:- 

                                         ek= dk - yk,                  (9) 

Where, dk is the desired output value; yk is the obtained output value, 

ek is the absolute difference value between obtained and desired output,  

iii. To compute local gradient for each output layer neuron:- 

                                         δk = (dk - yk)*yk*(1-yk),                (10) 

Where, δk is the change required in the weights of interconnections, 

iv. To adjust weights for output neuron:- 
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                                         Wkj=Wkj +  * δk*yj,                 (11) 

Where,   is the value of learning rate to be applied,  

v. After every iteration calculate average error as:- 

E=           
   

2
,   Iterate till E >=0.01               (12) 

3.4 Covariance parameter for similarity matching  

Covariance is a measure of how much one variable is dependent upon another variable. If 

the values of covariance obtained between any two attributes like companion and ratings 

provided by user in movie lens data set is ‘1’, it signifies that as the value of one variable 

increases then correspondingly the value of another variable also increases. But, if the value 

obtained is ‘-1’, then it signifies negative correlation, it means that as the value of one 

variable increases then correspondingly the value of another variable decreases. And, if the 

value obtained is ‘0’, it signifies that, as the value of one variable increases or decreases 

then it does not affect at all, the value of other variable.  
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                 (13) 

Where, n is equal to the number of samples considered for determining the value of 

covariance, x is independent and y is dependent variable, Xi is the value of that independent 

variable at i
th

 instance and Yi is the value of dependent variable at i
th

 instance, x  is the 

average value of that independent variable and y  is the average value of dependent 

variable. 
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Chapter 4 

Methodology  

4.1 Explanation for Ant colony Optimization, Neural Networks, and 

Covariance 

In order to solve problem of feature subset selection using ACO along with heuristic 

function, a suitable heuristic function should be defined. As Ant colony optimization is also 

used for solving standard travelling salesman problem, so from there we get the idea of our 

heuristic function, it uses the distance values assigned between the nodes as its heuristic 

function. But, the main motive of travelling salesman problem is to reduce the value of 

distance covered; hence the inverse of this distance value is taken as its heuristic function. 

Therefore, the actual problem of covering minimum distance in travelling salesman 

problem has been converted to the minimization of distance values while traversing the 

nodes from source city to the destination city. In the similar way, the feature subset problem 

has been converted to graph form and then a suitable heuristic function is defined in the 

form of covariance values of different attributes with respect to the ratings of movies 

provided in the data set. 

After that, we have to determine the nodes in a given graph. For this particular problem, the 

nodes would be the possible subsets of given features. If the given feature set consists of ‘n’ 

possible contextual attributes, then number of nodes would be 2
n
 possible subsets of given 

set. Secondly, all the nodes are connected with weights or edges between them. These 

weights are nothing but the covariance values of that particular subset with respect to the 

ratings provided. Hence, heuristic function as used in travelling salesman problem is the 

inverse of these weight values, because in that case our aim was to minimize the distance 
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covered. But, here in this problem our aim is to maximize the value of covariance of a 

particular subset. Hence, more would be the value more affects that particular subset will 

produce in determining the ratings of users. In the meanwhile, while implementing ACO, 

values of four constants used are as follows:- 

a. Alpha (pheromone influence factor) =3 

b. Beta (local node influence factor) =2 

c. Rho (pheromone evaporation coefficient) =0.01 

d. Q (pheromone deposit factor) =2.00 

Now, after the execution of ACO, the result would be sequence of nodes to be traversed, 

just like that of a travelling salesman problem. But, out of that sequence of nodes we have 

to consider only the first subset as our answer, that subset could be defined in any manner 

as, it could be consisting of 5 nodes or 7 nodes or even more than that. Finally, after 

determination of feature subset, that which all features to be considered and which not, 

there is a need to move ahead with training of neural networks. Now, the training of neural 

networks is done only with the help of those features obtained after applying covariance 

values as heuristic function to our data set. Initially, the weights and other interconnections 

have been assigned random values. Because, if the value of activation functions used at 

hidden and output layer are infinitely differentiable, then random values would also get 

converge as per output. Numbers of neurons in input layer are equal to the, number of 

features present in the feature subset obtained. As, our aim is to provide recommendations 

for different movies, so we have to first find out the ratings provided by different users to 

those movies with the help of our neural network based RS. At the end, the neural network 

is trained on the features subset obtained, and using data present in our data set. But, before 

training the neural network, data set is divided into 2 parts, 80% of our data set is 

considered as training data set, which is only used for training the neural network, and rest 



27 
 

20% is used as testing data set, which is used for testing the RS. In order to train the neural 

network based optimized recommender system, back propagation algorithm has been used.  

Now, with the help of neural network obtained, we could also determine the values of 

ratings of those movies which are not yet provided in our dataset, as we could solve now 

the actual cold start problem. Because, now the recommender system designed could 

provide recommendations for every user and for any kind of movie. After solving cold start 

problem, there is a need to solve scalability and sparsity problem also. As far as the 

scalability problem is concerned, then as neural network has been trained only on that 

feature subset obtained. Therefore, the computational time complexity of our recommender 

system is much less as compared to the computational time complexity of other RS, as they 

used to consider all the contextual attributes, while providing training to the neural network. 

Accuracy for training data is computed by using the formula:- 

Accuracy= (No. of samples correctly classified / Total no. of samples)*100, ---------- (16) 

As given in equation (16), accuracy is determined by determining the number of 

misclassified samples, out of total number of samples obtained. In the similar way, mean 

absolute error is calculated just as the reverse of accuracy obtained, because if any sample 

is misclassified or if any sample fails to provide proper rating while testing, then it would 

be counted as the error. After that, precision and recall values are also determined. In order 

to compare it with other previous approaches, as in the previous work, the numbers of 

clusters are defined already and mean absolute error has been calculated based on those 

different cluster values. Similarly, here also mean absolute error is determined and accuracy 

is calculated with different values of obtained clusters i.e. with 4 clusters, 8 clusters, and 16 

clusters and so on. Now, as in clusters also, sometimes the results are calculated by defining 

the number of neighbours before starting the algorithms.  
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4.2 Flowchart for Ant colony Optimization, Neural Networks, and 

Covariance 

 

       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure3. Flowchart for methodology 1 used to solve the problem. 

ACO is applied over that graph path problem and subset of feature set is obtained. 

Values of weights are assigned based on the covariance of attributes with respect to ratings 

provided  

All the subsets of contextual attributes are considered as nodes of graph path problem. 

To solve cold start problem, feature subset selection is done by using neural networks. 

The actual problem of recommender system is solved after providing a solution to cold start 

problem 

Data set is considered along with its all contextual attributes. 

   End 

   Start 

Training of optimized recommender system is done with back propagation algorithm. 

Neural network is trained based on feature subset obtained, by using random weights & biases. 

Finally, cold start problem, scalability problem and data sparse problem has been solved using 

neural network based optimized recommender system. 

Accuracy of classifier is obtained and based on that recommendation for non rated movies are 

provided 
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4.3 Explanation for Ant colony Optimization, Neural Networks, and 

Fuzzy C Means Clustering 

With fuzzy c means clustering algorithm, as the given approach is used to form clusters or 

it is used to divide the given data sat of n items into different partitions or clusters which are 

already defined in number. Thus the number of clusters would be equivalent to the different 

contextual attributes. As initially, in the given table we are usually provided with the 

movies as the items with first column and genre or contextual attributes as first row. So, we 

have to start with a tabular matrix, drawn between movies and its contextual attributes. 

Corresponding to each and every movie  we are provided with the values of its contextual 

attributes that whether that movie consists of comedy, romance, adventure, action or not. 

Hence, these values of different contextual attributes act as data point in an n dimensional 

plane where, n is defined as the number of contextual attributes. After applying fuzzy c 

means clustering algorithm over to it, the clusters get formed as per the contextual attributes 

defined. Now, these clusters, consists of different movies into them with some membership 

function defined for each item or movie. As fuzzy c means clustering algorithm, says that 

an item could also belongs to more than one cluster but with different values of 

membership function defined over to it. Hence, in this case also, one movie could also 

belong to more than one cluster, with different membership function values defined over to 

it. Finally, we get the result in the form of tabular matrix again, but between different 

movies or items and clusters obtained. From here, we could obtain the values of different 

contextual attributes with respect to different movies, in the form of membership function 

defined. Finally, these values of membership function are added to obtain the contribution 

of different contextual attributes in different movies, which is further used as the heuristic 

function in ACO, and rest all approach is same as that of previously defined one. 
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4.4 Flowchart for Ant colony Optimization, Neural Networks, and Fuzzy 

C Means clustering algorithm 
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Figure4. Flowchart for methodology 2 used to solve the problem 

 

 

ACO is applied over that graph path problem and subset of feature set is obtained. 

Values of weights are assigned based on fuzzy clustering used between movies and attributes 

All the subsets of contextual attributes are considered as nodes of graph path problem. 

To solve cold start problem, feature subset selection is done by using neural networks. 

The actual problem of recommender system is solved after solving cold start problem 

Data set is considered along with its all contextual attributes. 

   End 

   Start 

Training of optimized recommender system is done, with the help of back propagation 

algorithm. 

Finally, cold start problem, scalability problem and data sparse problem has been solved. 

Accuracy of classifier is obtained and based on that recommendation for movies are 

provided 
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Chapter 5 

Experiment and results  

Figure5. Snapshot as implementation of basic fuzzy c means clustering algorithm. 

The given snapshot mentioned above in Figure5, is a simple example of fuzzy c means 

clustering algorithm applied over a dummy data set, in which 3 contextual attributes are 

taken i.e. comedy, action and musical. Every row corresponds to one movie and represented 

by its Movie ID. Every movie has certain characteristics i.e. every movie is related with 

some genre which are associated with it. In movie lens data set, there are about 19 genres 

given which represents different characteristics of a movie. In order to represent these 

movies with some features of musical, some features of action and some features of 

comedy, we have to use fuzzy c means clustering algorithm.  
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Figure6. Snapshot as implementation of proposed algorithm on “LDOS COMODA” set. 

 

Figure7. Snapshot as implementation of proposed algorithm on “In Car Music data” set.    
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Figure8. Calculation of Mean absolute error with 4 clusters 

 As mentioned in the given snapshot of Figure8, implementation for the calculation of mean 

absolute error with 4 clusters has been done. The numbers of clusters are equivalent to the 

number of possible subsets of contextual features obtained. Hence, the numbers of clusters 

are already defined to be 4, and accordingly the membership values of different movies are 

obtained. Finally, the determination of perfect feature subset is done by using ACO. Results 

are obtained by training the neural network on that perfect feature subset and then 

observing its behaviour by testing it on rest of the 20% of our data set. Total number of 

samples taken over here are 1000 out of which, 800 are used for training the neural network 

and rest 200 are for testing. Misclassified samples are obtained by comparing the obtained 

ratings from actual ratings.     
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Further, a graph has been drawn after obtaining these values of mean absolute error with 

different number of clusters and comparison with all the previous approaches [30] has been 

provided. The graph is designed not only, for number of clusters, but also for, the number 

of neighbours to be taken inside a cluster and based on that clusters are formed. Graph 

shown below, proves that efficiency of defined approach in the thesis is better as compared 

to other previous approaches. 

 

Figure9. Precision error on different cluster numbers   

 

Figure10. Comparing accuracy with clustering based Collaborative Filtering approaches 
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Chapter 6 

Conclusion & Future Work  

ACO with heuristic information is a very efficient evolutionary algorithm especially for 

optimization problems like travelling salesman problem, discrete combinatorial 

optimization problem, etc. Covariance and fuzzy c means clustering algorithms as heuristic 

function provided better results. The results obtained through ACO with fuzzy c means 

clustering algorithm, i.e. subset of feature vectors, have a great influence to the ratings 

provided by user as compared to other subset of features. Our methodology used to solve 

the problem of RS is more efficient as compared to already existing methods. Similarly, 

when it has been used with fuzzy c means clustering algorithm, then it has been observed 

that value of mean absolute error has decreased, justifying our approach as much efficient 

one.    

As far as, the future work is concerned then ACO with covariance or fuzzy values to be 

used as heuristic function, could also be applied to content based and collaborative based 

recommendation systems, along with back propagation. Instead of covariance, another 

parameter to measure the correlation i.e. correlation coefficient can also be determined 

between different feature subsets and ranking provided by user to different movies or TV 

programs. There are various similarity measures like cosine similarity function, sine 

similarity function, etc. or other non linear variations that could also be applied along with 

ACO. But, the condition is that it should be able to produce better results. Other than, ACO 

there are various optimization algorithms, which could also be applied and as neural 

networks uses sigmoid function and hyperbolic tangent function for the activation of hidden 

and output layer neurons, then other non linear functions could be applied in order to get 

better results.  
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