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1. INTRODUCTION

Remote sensing [1] is the acquisition of information about an obygtiput making
any physical contact with that object. The various stagesmmoResensing technique are
given as follows [2]:

» Emission of electromagnetic radiation (EMR) that can be sun/self- emissi

* Transmission of energy from the source to the earth, including alosootid

scattering.

* Interaction of EMRwith the surface of the earth: reflection and emission.

* Transmission of energy to the remote sensor from the earth.

* Sensor data as output.

» Data transmission, processing and analysis.

Now a day’s sensor technology is also being used to detect assifyclthe objects by
the means of signals propagated by satellites. A human anabsipting to classify
features in an image uses the elements of visual interpretatiidentify homogeneous
groups of pixels which represent various features or land coveesla$ interesDigital
image classificationuses the spectral information represented by the digital nanrber
one or more spectral bands, and attempts to classify each indipidabbased on this
spectral information. This type of classification is termedpectral pattern recognition
In either case, the objective is to assign all pixels in tlag@mo particular class or theme
(e.g. water, coniferous forest, deciduous forest, corn, wheat, etc.).

Image classification plays an important role in the areambte sensing. The intent of

the classification process is to categorize all the pigeh Multi spectral image into one
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of the several land cover classes such as water, vegetatian, wbky and barren; the
resultant data can then be used to create thematic maps wdigbear for digital image
analysis.

At present there exist several traditional classifiers siscMlinimum Distance Classifier
(MDC), Maximum Likelihood Classifier (MLC) etc which are bgiapplied in the field
of image classification but they are not able to provide efficselutions. To solve this
problem Natural Computation technique was being introduced.

Natural computation is the study of computational systems thie¢ésmase of the ideas
and takes inspiration from natural systems, including biologicalpgioal and physical
systems. It is an emerging interdisciplinary area in whiclarge of techniques and
methods are studied in order to deal with large, complex, and dypashiems. Though
various Natural Computation techniques such as BBO [3], ACO [4], PSicial
Neural Network, Membrane Computing etc are already been introdscadlassifier.
Cuckoo Search which was recently being introduced under Natural Cadiopuisas

being applied by us for image classification and for the resolution of mixed pixels.

1.1. Motivation

Satellite images capture the land cover features some of whidgr significantly
large area, while some (e.g. bridge and roads) occupy ré&atiuech smaller regions.
Image does not contain each feature independently; some featuiatedwned with
other features. Due to mixture of feature at some portion of sniageconcept of mixed
pixels came into existence. Images contain various topograpitécana it is the specific

task of the analysts to identify these features contained imagel Image classification
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is one of the important approaches for recognizing these teeainrés. In image
classification domain we have huge database (which is providedokyt®) so we need a
technique which efficiently searches all possible cases.

Most of the existing natural computation technique like BiogeographgedBa
Optimization (BBO), Ant Colony Optimization (ACO), and Parti€earm Optimization
(PSO) take an image in the form of clusters or group of pixels duehtch the
classification accuracy is moderate. To overcome this disadvantégmbrane
Computing was introduced which is pixel by pixel approach but thisidilgomwas not
able to completely classify all the terrain features.

This encouraged us to develop an image classification algorithm baset of the new
techniques of natural computation or nature inspired approach knowncksdCsearch.
It is a meta-heuristic algorithm that was introduced by Xin-B&eg and Suash Deb in
the year 2009 in there research paper titfe@uckoo Search via Lévy Flights [5]. This
algorithm is based on the obligate brood parasitic behaviour of cuckatespa
combination with the Lévy flight behaviour of some birds and frugsfliResolution of
mixed pixels is one of the challenges faced by the inskagsification algorithms so we
have also extended our algorithm to solve this problem.

Our proposed work is motivated from nature-inspired technique called C&darch
technique and bases its fundamentals from the research papkefQitlekoo search via
Levy flights” by Xin-She Yang, Suash Deb [5]. CS has two irtgrdrfeatures of meta-
heuristic algorithms that are intensification and diversification [6].

Some of the advantages of Cuckoo Search based satellite imagjcal@sn over some

of the existing algorithms are:
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» CS works with single unit of object rather than group of objectshieeapproach
is pixel by pixel.
» It has a huge search space as compared with other meta-heuristic algorithm

Thus we have used the strength of cuckoo search for the extraction of landscape traits

1.2. Related Work

In remote sensing the problem of satellite image classditdias been solved by
using the traditional classifiers such as Parallelopipedsiizgion [7], Minimum
Distance to Mean Classification [7], Maximum Likelihood Citsation [7] etc.
However these techniques show limited accuracy in informatiamevat for high
resolution multi-spectral satellite image. Also these technigtegsensitive to different
degrees of variance in the spectral response data.

To provide a solution to the above problems, soft computing techniques wedkiagtd

in remote sensing. Some of the soft computing techniques areasgsfélizzy logic [8],

rough set theory [9], neural network theory, and Probabilistic reas@mdgSwarm

Intelligence techniques [10], Genetic algorithms, chaos theorypantd of learning
theory.

However the soft computing techniques like the fuzzy clasd@grand the rough set
classifier [9] were not able to provide good result in case dfiguity since the main
goal of these techniques was to synthesize approximation of cericaptthe acquired
data. Hence these techniques did not provide very much accurateiciedtefésult even
with low spatial resolution images. Also these techniques werabietto handle the

crisp and continuous data separately.
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The solution to the above drawbacks was provided by recently introdooeédpt of
swarm intelligence [10] [11] which come under natural computation. Afltgchniques
like ACO, BBO, PSO were introduced but they were not able to rolbigh level of
accuracy as they were being implemented as cluster basemhéppihen hybridized
approaches such as ACO2/PSO, BBO/ACO2/PSO were formulizefl Tliese
techniques improved the classification of multi-spectral saelitages. Though these
classifiers identify the homogeneous features efficientlyroimage but it does not give
accurate result for the tagging of heterogeneous regions. Rebttiprane Computing
was introduced in order to overcome the disadvantages of previouslppedealluster
based approaches but this approach was not able to classify all the tetumesfea

For the resolution of mixed pixels various approach were being introducddas ICA-
aided mixed-pixel analysis of hyperspectral data in agualltland [14], Swarm
Intelligence for Mixed Pixel Resolution [15], hybridization Abblony Optimization and
Bio Geography Based Optimization [16]. But the results obtainedadreatisfying as for
some of the above approaches the performance of the algorithmetegittdincrease in
the number of mixed pixels which are to be resolved.

To overcome the above mentioned difficulties, to provide efficient anaratecresults
we have proposed Cuckoo Search in image classification and alsogépngtalor
resolution) of mixed pixels. Cuckoo tries to find out the most suithbst nest to lay
their eggs in the same way our algorithm always find the dddstase that perfectly

matches with recent new case (i.e. the pixel to be classified).
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1.3. Problem Statement

The problem in remote sensing is to extract different tereatufes such as water,
vegetation, urban, rocky, barren etc for a given dataset. The imiagdsfor feature
extraction are generally high resolution multi-spectral stdelihages. The aim of this
work is to propose a branch of natural computation i.e. Cuckoo Seartehnréon feature
(such as water, vegetation, urban, rocky etc.) extraction and foegbrition of mixed
pixels. Cuckoo search is a new technique which is recently betraguced under
natural computation. Cuckoo search is basically a model of computaaiois thotivated
by the reproduction strategy of Cuckoos. Most of the natural computaotmique
proposed in land cover feature extraction method uses clusterscforfesdure but in
Cuckoo Search we did not use clusters rather we considered each9& stand alone
unit to be classified and is not affected by the other set of pixels to be cthssifie
Classification of mixed pixel is one of the most important probldreing faced by
almost all the satellite image classifiers so therense to find an optimal solution for
this. For this Swarm Intelligence based approach i.e. Cuckoo Seascheing extended.
Thus our problem statement can be proposed as follows-

“To develop Nature Inspired Cuckoo Search based technique that castiine terrain

features for homogeneous, heterogeneous as well as mixed pixels”

1.4. Scope of the work

Our approach is to us€uckoo Search in Image classification as well as in

resolution of mixed pixel¢o be able to perform some very important targets successfully
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completed. The proposed classifiers used in image classificatiofoamesolution of
mixed pixels are applied to data which is provided by Geoscieswestists. Experts
have provided us with the data containing the main attributes whicimexessary to
know about the image. The attributes are the several band inforntdtian image.
Depending on the training set provided by the experts the queryipigkssified into
one of the land cover classes. Our classifiers performed thsifidation successfully
thus our classifier can be used even for the real life apiplsa It is a nature-inspired
image classifier that classifies the image efficiently afecately.

The classification algorithm has been applied to seven band IndianrResat Satellite
image of dimension 472 X 546 of Alwar Region in Rajasthan and six band satellite image
of dimension 641 X 641 of Saharanpur Region in Uttar Pradesh (sincedh&in a
variety of land cover features) to classify the area into ortkeofand cover classes and
then assigning color codes to them hence solving the problemmafclaver feature
extraction. The resolution of mixed pixels using Cuckoo Search is fdortke Alwar
dataset.

The efficiency of meta-heuristic algorithm is that theytate the best features in nature,
especially the selection of the fittest in biological systdrase evolved by natural
selection over millions of years [13]. The Kappa coefficienti§ksually considered for
evaluating and analyzing the accuracy of the proposed approach dtereensing
domain. The main advantage of calculating Kappa coefficient ishifiey do use this
value as a basis for determining the statistical signiéeanf any matrix or the
differences among matrices. The above discussion can be summarized as follow

* To develop Cuckoo Search based algorithm for the land cover feature extraction.
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» Test the developed algorithm for Alwar and Saharanpur regions.

 To evaluate the accuracy of the classification process kylatng kappa
coefficient.

 Comparative analysis of CS based image classification #igorifor the
homogeneous and heterogeneous regions with the existing algorithms.

» To extend the above algorithm for the resolution of mixed pixels.

1.5. Organization of thesis

The remainder part of this thesis is organized in the following sections:-
Chapter 2: Presents introduction of remote sensing concepts. Tloseris details about
how a satellite image is formed and how it is transformed ahtptal number
representation. It also gives a brief explanation about homogeneoisnsteg
heterogeneous regions and mixed pixels in an image. Then itscaker basic
introduction to image classification
Chapter 3: State of art where we present overview of all dteigues that had been
used till date in image classification. In this traditionalt ®@mputing, semantic web
based approach and natural computation methods are described.
Chapter 4. This section gives a detailed description of cuckoohseahis is the
technique that we have applied and hence is a new addition to theinaage
classification techniques. It's modeling and its efficiemtysuch environment is also

shown in this section.
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Chapter 5: This section provides the proposed algorithm of Cuckoo searchltin
spectral satellite image classification. It also presetts overall mathematical
formulation of the proposed algorithm.

Chapter 6: The proposed framework of Cuckoo Search for resolution ol ixels is
presented here. It describes the Cuckoo Search algorithm ictrésgeature extraction
for the mixed pixels.

Chapter 7: The first section presents the result of the ¢adg which is based on the
experiments performed at DTRL Lab-DRDO for the clasdiicaof satellite image of
Alwar area in Rajasthan and Saharanpur area in Uttar Prackasty our proposed
algorithm. The second section provides the result for the experinréoitnped at DTRL
Lab-DRDO for mixed pixel resolution for the satellite imageAlwar, Rajasthan, India.
Our algorithm has shown correct results in almost all the cases as provided.
Chapter 8: Here the result of the image classification dhgoriis analyzed and is
compared with other soft computing technique; it has shown that Cuckozh $®at par
with other technique.

Chapter 9: The details of publication from the thesis and the emterare covered in
this section.

Chapter 10: In this section the conclusion of the thesis work and the &dope of the
work are presented.

Chapter 11: This section gives the reference details of the thesis.

Appendix A: Abbreviations used.

Appendix B: Introduction to MATLAB software.

Appendix C: Introduction to ERDAS IMAGINE.

Akanksha Bharadwaj: Computer Engineering Dept. (DTU) Page 9



Capture Terrain Features Using Cuckoo Search | 2012

2. Remote Sensing and Image
Classification

In this chapter we shall explain the remote sensing procedwgotéristics of remote
sensing images and the various stages in the process of imagiicaaon. It also
provides a detailed description about homogeneous regions, heterogeegons and

mixed pixels in an image.

2.1. A Glimpse of Remote Sensing?

"Remote sensing is the science (and to some extent, art) of acquiongatibn
about the Earth's surface without actually being in contact with it. ©idone by
sensing and recording reflected or emitted energy and processing, analyzing, and
applying that informatiori.

Remote sensing [18)rocedure requires an interaction between the incident radiation
and the target. This is diagrammatically shown in figure 1. Nogy bak this it also
requires sensing of the emitted energy and the use of non-imaging sensors.

» Energy Source (A)- the first and foremost requirement for remote sensing is to
have an energy source which provides electromagnetic energy trdgke taken
into consideration.

» Radiation and the Atmosphere (B)- as the energy traverses from the source to
the target of interest, it will come in contact with the atphese. This interaction
may take place second time as well when the energy traesseshe target to

the sensor.
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* Interaction with the Target (C) - once the energy reaches the target after
passing through the atmosphere, it interacts with the targeindag on the

characteristics of both the target as well as the radiation.

Fig 1: Capturing Image from Satellite

* Recording of Energy by the Sensor (D) after the energy is scattered, or emitted
from the target, a sensor (remote - not in physical contdltthe target) is used
in order to collect and record the electromagnetic radiation.

* Transmission, Reception, and Processing (E) the energy recorded by the
sensor is transmitted to a receiving and processing statianelactronic form
where the data are processed into an image.

* Interpretation and Analysis (F) - the processed image is interpreted, visually or
digitally or electronically, to extract information about they&rwhich was taken
into consideration.

» Application (G) - the final element of the remote sensing process is to amply th
information that is being extracted from the imagery about thettamgorder to

better understand it or to use it in solving a particular problem.
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2.1.1. Electromagnetic Radiation

As explained above, the foremost requirement for remote sensmyasée arenergy
source to illuminate the target(unless the energy is being emitted by the target itself).
This energy is in the form of electromagnetic radiation. teomagnetic radiation has
some fundamental characteristics and behaves in certain walge badics of the wave
theory.

“Electromagnetic radiation(EM radiation or EMR) is a form of energy emitted and
absorbed by the charged particles, which exhibits wave-like behaviot &avels
through spaceé EMR has two components one is electric field and other is ategn
field. Both the components stand in a fixed ratio of intensity ¢t @sher, and oscillate
in phase perpendicular to each other. This is shown in figure 2. In vad&MR,
propagates with the speed of light. There are two propertideafanagnetic radiation
which are crucial for understanding remote sensing. Thesehar@avelength and

frequency.

Fig 2: Electromagnetic Radiation

“Wavelength is the length of one wave cycle, which can be measured distance
between successive wave crédts unit of measurement lambda ().
“Frequency refers to the number of cycles of a wave passing a fikedppo unit of

time’. Frequency is usually measurednertz (Hz). The two are inversely related to each
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other i.e. Longer the wavelength, lower the frequency and vice. Wnskerstanding the
characteristics of EMR in terms of their wavelength andueacy is very crucial in

understanding of the information to be extracted from the remote sensing data.

2.1.2. Electromagnetic Spectrum

The electromagnetic spectrumis the range of all the possible frequencies EM
radiation. The EM spectrum of an object is the characterigiglaition of EM radiation
emitted or absorbed by that object. Télectromagnetic spectrumwhich is shown in
figure 3ranges from the shorter to the longer wavelengths. Therseaegal portions of
the EM spectrum which are useful for remote sensing. For mosheofptirposes,
ultraviolet or UV region of the spectrum (which has the shortest wavelengthsjsad
for remote sensing. This radiation is just beyond the violet portiothefvisible
wavelengths, hence its name. Some Earth surface matersgscialy rocks and

minerals, emit visible light when illuminated by UV radiation.

Fig 3: Electromagnetic Spectrum

CLASS  FREQUENCY WAVBBNGTH  BIERGY
300 EHz | 1pm 1.24 eV ELECTROMAGNETIC SPECTRUM
30 EHz 1opm 124 kev (with expanded scale of utraviclet radiation - 1 nanometer= 10 meter)
3EHz 100 pm 12.4 ke
300 PHz 1 nm 1.24 kev
20 FHZ 10 nm 124 e —_—
3 FPHZ 100 nm 12.4 ev | : !
300 THZ | 1 pm 124 ev e e
30 THz 10 pm 124 mew |
3 THz 100 pm 12.4 mev — N |
300 GHz | 1 mm 1.24 meV 0 N . i
20 GHZ lcm 124 prev ! by
3 GHz 1 dm 12.4 pev
00 MHZ | 1 m 1.24 pev
20 MHZ 10m 124 nev
3 MHZ 1o0m 12.4 nev
300 kHz 1 kin L.24 nev
30 kHz 10 km 124 pavw
3 kHz 100 km 12.4 pew
300 Hz 1 W 1.24 pavw
20 HZ 10 Mm 124 few
IHz 1w00mMm | 12.4fev s o

Fig 4: Ul

tra Violet Portion of Spectrum
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The light which our eyes can detect is part of tis#ble portion of the EM spectrum.
But there are lots of radiations around us which are "not visibleliteyes, but can be
detected by some specialized remote sensing instruments andathibe cised to our
advantage. The visible wavelength ranges from approximately 0.4 {g70.1 is only

portion of the spectrum that can be associated with the conceqbos.

2.1.3. The Radiation

Radiations which can not be absorbed or scattered in the atmosphereach and
interact with the surface of the Earth. There are three fofnnsteraction that can take
place when energy iacident (I) upon a surface. These are given as follows:

e Absorption (A);

* Transmission (T), and

* Reflection (R).

Absorption (A) occurs when radiation is absorbed by the targettobfele transmission
(T) occurs when radiation passes through the target object. Refl¢Bf) occurs when
radiation "bounces" or reflects back from the target and iseadn. In the field of
remote sensing, we are most interested in measuring the oadiaflected from the
target object. There are two types of reflection which are showigure 5 and 6. It
represents the two extreme ways in which energy is refldoben a targetspecular
reflection anddiffuse reflection.

When a surface is smooth we ggiecular or mirror-like reflection where almost all of
the energy is bounce back from the surface in a single directiben\Whe surface is

rough the energy is reflected almost uniformly in all dimx and this phenomenon is
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referred to asliffuse reflection. Most earth surface features are neither perfectly specular
nor perfectly diffuse reflectors. Whether a particular targi¢cts the energy specularly

or diffusely, or somewhere in between, all depends on the roughness of the surface.

e

Fig 5: Specular reflection Fig 6: Diffuse Reflection

2.1.4. Passive vs. Active Sensing

So far, we have made various references to the sun as a soenez@f. Sun acts as a
very convenient source of energy for remote sensing. The sun's eénertiperreflected,
(as it is for visible wavelengths), or absorbedeemitted (as it is for thermal infrared
wavelengths)Passive sensorare remote sensing systems which measure the energy that
is naturally available. For all the objects that reflect gnethis can only take place for
the time when the sun is illuminating the Earth. While the entbrafyis naturally emitted
(such as thermal infrared) can be detected during the dayllassveiring night, as long
as the amount of energy is sufficient enough to be recorded.
Active sensorsare the ones that provide their own energy source. The sensor emits
radiation which is directed towards the target which is to lmnexed. The radiation
reflected from that target object is detected and measured by the Séreserare various
advantages of active sensors such as the ability to obtain me&sus anytime,

regardless of the time of day. Active sensors can be usedviestigating wavelengths
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that are not sufficiently provided by the sun, such as microwaves. Sothe examples

of active sensors are a laser fluorosensor and synthetic apertureSraBar (

2.2. Characteristics of Images

Electromagnetic energy can be detected in one of the following ways:

* Photographically

» Electronically
The photographic process makes use of chemical reactions thatae&eoplthe surface
of light- sensitive film in order to detect and record energyatians. Images and
photographs are closely related to each other remote sensing, so we need to
distinguish between them. Image refers to any pictorial septation, regardless of the
wavelengths, the remote sensing device that was being usedetd ded record the
electromagnetic energy. Photographs theimages that have been detected as well as
recorded on photographic film. Photos are normally recorded over #velemgth
ranging from 0.3um to 0.9um. Based on the above discussion, we can say that all

photographs are images, but not all images are photographs.

85 (255|221 O

17 170 119] S8
238|136( O | 255

85 |170|136|238
221 88 (119|255
119 | 221 17 |136

Fig 7: Digital Representation of an Image
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A photograph could also be represented shigital format by dividing the image into
small equal-sized areas, known asphels, and representing the brightness of each area
with adigital number (as shown in figure 7). The computer displays each of the digital

value as different brightness levels.

2.2.1. Digital Numbers (DN value)

It is a positive integer value, which portrays the relativeectdince or emittance of an
object in a digital image. For 8 bit images, the DN value ottaligiumber lies in the
range of 0-255. Digital image consists of discrete picture exdesireferred to as pixels.
Associated with each pixel is a number represented as DN dhetts the average
radiance of relatively small area within a scene. The rah@ values is normally from
0 to 255. The size of this area affects the reproduction detdiswine scene. As the

pixel size is reduced more scene detail can be preserved in digital regiesent

2.2.2. Types of regions in an image

There exist three types of regions in an image these are koemgs regions,

heterogeneous regions and mixed pixels. All these are explained in detail bel

Homogeneous Regions

A region in an image is said to be homogeneous if all the pixelsat region belong to
the same land cover feature. For example in figure 8 the blue regpmesents

homogeneous water region and green region represents homogeneous vegetation region.
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Heterogeneous Regions

Heterogeneous region in an image are a common occurrence vhaxture of feature

(more than two types of terrain features) type co-exist in a small region.

Mixed Pixels

The pixel is an explicit feature of Remote sensing, and aatrecancept of the raster
GIS (Geographical Information System) which is the usual veffoclentegration [24].
Mixed pixels are ones having a signature representative of more thamdmeVar class
(as with boundary pixels) or pixels saturated by reflectanesnittance of sub-pixel size
features. The figure 8 illustrates an example of mixed pirethis figure the marked

areas 1 and 2 shows the existence of mixed pixel in the image.

Fig 8: lllustration of mixed pixels

There are four different cases in which mixed pixel can exist they foéaags [24]:
* By the presence of small, sub-pixel targets within the area it represents.
» The pixel straddling the boundary of discrete thematic classes.
» Due the gradual transition observed between continuous thematic classes.

* Linear sub pixel.
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All these are shown in figure 9.

Sub-pixel

Intergrade Linear sub-pixel

Fig 9: Different cases of mixed pixel.

2.3. Image classification procedure

The main objective of image classification procedure is to ogigall pixels of an
image into one of the land cover features. The image that imetittiom remote sensors
is usually a multi-spectral image and the spectral informadresent within it for each
pixel is used as the numerical basis to categorize each gfixbks. Spectral pattern
recognition belongs to the family of classification procesdes utilizes spectral
information of pixels as the basis for automated classificat@ommonly used
techniques for classification are Rough set, Rough-Fuzzy theory, aggdgiraphy
Based Optimization etc... Some of the techniques are described below.

For example, in an agricultural map, each pixel could be assignedf dne following

classes’ wheat, rice, barley, or fallow. Fig 10(a) shows @um@ captured by a
geographical satellite. The picture obtained after applyirgsifieation process is shown
in Figure 10(b).In this image water, highland regions, vegetationfoaest are classified

and indicated with different colors. Since the number of classéssssthan possible
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values for pixels we can consider classification as a sircgtiifin process. If we assume
that the image was classified correctly, we can easilyopertasks such as area

measurement and region extraction.

A
(b)

(N

\"\Czi

Fig 10: (a) Satellite Image lassified Image

The main steps involved in the image classification procedure are shown inlfigure

Digital Image

h J

Pre-Processing

A 4

¥ Traming Set
Generation

Image Enhancement

l Expert Data

Tnsupervised or Supernsed Classification

|

Apply Classification Algorithim

l

Classification output

1

Post-Processing

v

Manual interpretation

&

¥

Acuuracy assessment

v

Thematic Maps, Eeports

Fig 11: Image Classification Procedure
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The detailed description about various steps in image classificarocedure is as
follows:

Step 1: Satellite image is given as input to the classification ggsc Usually multi
spectral image is used.

Step 2: Here the pre processing of the given image is performedase of hyper
spectral image dimensionality reduction is performed.

Step 3:From the givenmage training set is generated using ERDAS imagine software.
Details about this software are given in appendix. Here imalganeement can also be
performed which can further be used for manual interpretations about an image.

Step 4 In this step decision about classification algorithm to be apjdi¢aken. Based
on the application we can either apply supervised or unsupervised algorithm.

Step 5:1n this step the algorithm selected in step 4 is appligbdetonput image. And if
the classification is supervised expert data is used.

Step 6 The classification output obtained is stored for future analysis.

Step 7 Post processing is optional step and is performed if required by the application.
Step 8 Accuracy assessment is performed for the classificatgoritim for this kappa
coefficient is calculated.

Step 2 Based on the output image and accuracy assessment repotiematic maps

can be generated.
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3. Image Classification Techniques

At present several Satellite Image Classification technigeest. They can be
categorized into four main types of classifiers such as:

» Traditional Classifiers

* Soft Computing Techniques of Classification

* Semantic web based classification

* Natural Computation Techniques for Classification

3.1. Traditional Classifiers
Some traditional classifying techniques are:
» Parallelopiped Classifier
* Minimum distance to Mean Classifier

* Gaussian Maximum Likelihood

3.1.1. Parallelopiped Classifier:

The Parallelopiped classifier comes under the category of\gsgeérclassification in
which the class limits are stored within each class sign&iuletermine if a given pixel
falls within the class or not. One of the statements may be true for eaclpofahe

» If the pixel falls inside the Parallelopiped, it is assigned to that class.

» If the pixel falls within more than one class, it is put in therlaypeclass (with

code 255).
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» If the pixel does not fall inside any class, it is assigned to the null classQcode
This classifier is typically used when speed is the major reqpgnt. The draw back is

poor accuracy (in most of the cases) and a large number of pixels classiiesl a
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1 I I
R TR bl
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| |
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_____________
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Fig 12: Parallelopiped Classifier

3.1.2. Minimum Distance to Mean Classification:

In Minimum distance to Mean classification [19] mean or averdgdl the spectral
value in each band for each category is calculated. For eagjoigat@ean vector is
obtained after performing the above mentioned step. The pixels caladsdied by
computing the distance between the value of unknown pixel and eaclegdrgaean.
The unknown pixel is put in the class to which it closely belongs.rmain advantage of
minimum-distance-to-means strategy is that it is matheaiticsimple and
computationally efficient, but it has certain limitations. Butrtingor disadvantage is that
it is insensitive to different degrees of variance in thetsgledata. This classifier is not
used in applications where spectral classes are closelgddi@atone another in the

measurement space and have high variance.
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3.1.3. Gaussian Maximum Likelihood Classification:

The maximum likelihood classifier [19] quantitatively computes blo¢hviariance and
as well as the covariance of the category spectral idoom when classifying an
unknown pixel. In this process an assumption is made that the distribttioa cloud of
points forming the category training data is distributed. In Dinogrdigraph the vertical
axis is associated with the probability value of a pixel thkes member of one of the
classes. The bell-shaped surfaces thus formed are calledbiitpldensity functions,
and there is one such function for each spectral category. Thes®rignate used to
classify an unknown pixel by computing the probability value of thelg®longing to
each category.

The major disadvantage of this approach is that the decision rdased on the
probability value. The basic equation assumes that these probabdie same for all
classes, and that the input bands have normal distributions. It s#smes that the
histograms of the bands of data have normal distributions, which isweysatrue and

hence not applicable in all domains.

3.2. Soft Computing Techniques of Classification

Soft computing differs from conventional (hard or traditional) compuinge unlike
hard computing, it is tolerant of imprecision, uncertainty and partitl. In effect, the
role model or the basis for soft computing is the human mind. Principle of soft ¢ogiput
technique is as follows: Exploit the tolerance for imprecision, taicey and partial

truth to achieve tractability, robustness and low solution cost. The coaistituents of
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soft computing are fuzzy logic [8], rough set theory [9], neural odtwheory and
probabilistic reasoning, chaos theory and parts of learning theory [11].
Some Image classification techniques are:

* Fuzzy Classifier.

* Rough set theory.

3.2.1. Fuzzy Classifier:

Fuzzy classification attempts to handle the mixed pixel problerenbgloying the
fuzzy set concept, in which a given a pixel may have partehbership in more than
one classes. One approach to fuzzy classification is fuzzieghg This procedure is
similar to “K-Means” unsupervised classification. The diffeeerscthat instead of having
hard boundaries between classes fuzzy regions are establishaedst&ad of each
assigning each of measurement vectors solely to a singte siambership grade values
are assigned that describes how close a pixel measurententhis means of all the
classes.

Another approach to fuzzy classification is fuzzy supervised fitzggon. This approach
is similar to maximum likelihood classification, the differemeehat fuzzy mean vector
and covariance matrices are developed from statically wareeding dataset. For
example, a vegetation classification might include a pixdl gitides of 0.78 for a class

“forest”, 0.18 for “street” and 0.04 for “grass”.
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3.2.2. Rough Set theory:

The rough set philosophy is based on the assumption that with eveist objthe
universe of discourse we associate certain information (i.e. datalddgmy [9]. For
example, if objects are patients suffering from a certairadesesymptoms of the disease
will act as information about patients. Objects characteriyetido same information are
similar in view of the available information about them. The sinty relation generated
in this way is the mathematical basis of rough set theorgetfof all similar objects is
called an elementary set, and forms a basic granule of knowledge about theeuing
union of some elementary sets is referred to as crisp set rwsthdhe set is rough
(imprecise, vague).

One of the main objectives of rough set data analysis is to gatiata size. Various
notions such as indiscernibility, rough set, reduct are used to apptexintonsistent

information and to exclude redundant data.

3.3. Semantic web based classification
The ontology design process is provided by Gupta 2008 [20] [21] has following steps:
* Training Set Generation
» Geo-Ontology Construction
» Matching Region Detection/ Classification
Framework for the system has been built in such a way so tlaigihal image is
available in Excel sheet format rather than TIFF formagntalso we can construct

ontology for it by the use of Excel to RDF/XML mapper. hetdata for the image is
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available in tabular format of a database, then also we can buildogntir it by

connecting database with protégé. The figure 13 describes the steps lakgifiec
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Fig 13: Framework for Semantic Classifier

3.4. Natural Computation Techniques
Some classifying techniques under this category are:
* CcAnt Miner
* Biogeography Based Optimization
» Hybridization of ACO/BBO
» Hybridization of ACO/PSO
* Hybridization of BBO/ACO2/PSO

*  Membrane Computing

3.4.1. cAnt Miner

Fernando, Freitas, and Johnson proposed an extension to Ant-Miner (based pn ACO

named cAnt Miner [33], which was able to cope with the continuous vedtiesr than
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only the discrete values. The goal of this algorithm is to eixtree classification rules
from the given dataset. Here vake the training set for the 7-Band Alwar image in .arff
format as input to generate the classification rules frominguhe Myra tool and then
apply the extracted classification rules on each of the remachagters of the image.
Each classification rule has the form IF <term1 AND termiDA..> Then <CLASS>.
Unlike Ant Miner cAnt Miner doesn’t requires the discretizationaapre-processing

method. So it is suitable for all the types of attributes.

3.4.2. Biogeography Based Optimization:

This is based on the concept of the Habitat Suitability Index)(H&is HSI value is
calculated for each of the pixel using 7 band values. Steps involved are

» First the dataset is divided into number of clusters.

* Then BBO is applied to each of this cluster.

* The pixels are classified into the class for which highest HSI is obtained.

3.4.3. Hybridization of ACO/BBO:

As its being mentioned above that the BBO approach is not ablesgifglall the land
cover regions correctly. But it wrongly classifies sometlug land cover features.
Therefore, in order to classify the pixels efficiently, fist apply BBO algorithm and
then apply ACO2 i.e. cAnt Miner Technique [29] on the remainder of tisteck of the
image and thus obtain a more refined classification of the imathe an improved

classification accuracy [30]
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3.4.4. Hybridization of ACO/PSO:

This swarm intelligence technique has been proposed by Gupta 2009 [2i2hlBa
work on Ant Colony Optimization for image classification has h@@posed by Omkar
[11].The technique uses Swarm Intelligence. It uses cAnt miner andiedodybrid
PSO/ACO used for rule generation. There are training set vidifgdd as input to rule
generation. The training set generated from original unclassifiade can be in any
tabular format as excel-sheet or access sheet or simpléleeBefore this the training
set is done unified by changing it to the Attribute Relation Fdemat. The cAnt miner
algorithm is applied by using the MYRA tool and the Modified Hybir8O/ACO
algorithm is applied by using the open source tool for Hybrid PSO/AUTG@se
algorithms provide rule set for the different regions. Then theomsgare classified

according to different rules.
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Figure 14: Diagrammatic representation of Swarm Intelligence Classiir [23]
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3.4.5. Hybridization of BBO/ACO2/PSO

In the year 2010 Gupta [12] proposed a hybrid method of BBO and ACO/R&0.
previous swarm intelligence technique described ACO/PSO methodmamgei
classification. This section only describes how BBO is appliedneame classification.
Basically BBO has mainly 2 steps for classificatioaleStive cluster BBO Classification
Applier layer and Feature extraction analysis layer. The main stepssaréddd below:

(i) Selective Cluster BBO Classification Applier Layer: Hence, we apply BBO
Technique on those clusters of the satellite image which shownmwe@mum
classification efficiency which is due to the fact that ¢hese the clusters which
predominantly show the presence of the feature that is moseefiycclassified by the
BBO Algorithm. And therefore, we apply BBO on th8 &luster of the satellite image
since this is the cluster which gives the maximum classiicaefficiency because it
predominantly shows the presence of water body in the image.

(i) BBO Feature Extraction Inefficiency Analysis Layer: BBO is not able to classify
all the features with good classification efficiency and shpa® performance on some
of the remaining features. In fact, in our illustration, it showsptharest performance in
classifying the urban pixels. Hence we need to proceed toward2/RSO classification

to improve the image classified by BBO.

3.4.6. Membrane Computing:
The main steps involved in the membrane computing based land covee fdtaction
are formation of evolution rules, applying the rules, pixel absorptiectiepn. The

detailed description of these steps is given below:
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) Formation of Evolution rules: Now the main layer of this classifier comes.
All the rules that needed to be applied are formed here. Heteealles are
defined before starting of the main step i.e. applying all these evolution rules.

(i) Applying the rules: This layer basically takes any combination of rules and
apply rules promoter/inhibitor condition. Number of objects taken depends on
the combination of rules. The rules are applied and depending gmipo
the object is absorbed accordingly to that sub-membrane.

(iif) Pixel absorption/rejection: If the rule is satisfied then object get absorbed in
a sub-membrane that is implied in the rule otherwise it remanthe

membrane from where it was taken.
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4. Overview of Cuckoo Search

Cuckoo Search proposed by Yang and Deb [5] is a nature inspiredhatgdinat is
based on their aggressive reproduction strategy i.e. some specigskod lay eggs in
other bird’s nest in a parasitic manner.

There are three basic types of brood parasitism [25]:

* Intraspecific brood parasitism.

» Cooperative breeding

* Nest takeover.

Some species such as Ani and Guira cuckoos lay their eggs irortimaunal nests,
though they may remove others’ eggs to improve the hatching probatbilibeir own
eggs [26]. CS satisfies two important characteristics of nmodestaheuristic algorithm
that are intensification and diversification [6]. Intensificati@fers to the fact that the
problem initially searches for current best solution and thertsedeglobal solution from
the best solutions obtained while diversification means the algogimiores the search
space efficiently.

In cuckoo search thredealized ruleq5] are formalized as follows:

» Each cuckoo lays one egg at a time, and dumps its egg in randomly chosen nest.

* The best nest with high quality of eggs will carry over the next generation.

« The number of available hosts is fixed and the egg laid by thkocurs

discovered by the host nest with a probabilifycp[O, 1]. In this case, the host
bird can either throw the egg away or abandon the nest so as to boitthketely

new nest in a new location.
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The fraction g of n nests is being replaced by new nests. For a maxionzpatoblem,
the quality or fitness of a solution can simply be proportional tootjective function.

Based on the above three rules an algorithm of cuckoo search is giY@am@y and Deb

[5].

4.1. Cuckoo Search Algorithm

Main steps involved in the process of Cuckoo search are given below [5]:
 Compare the cuckoo’s egg with the set of available hosts (the nwhiberst
nests are fixed).
* Randomness is added to it by using Levy flight to choose host nests.
» The above steps produce a set of quality solutions and a set of discarded solutions.
* Based on the Ranking function a global solution is obtained from thefset
guality solutions while discarding the worst nests.
When a new solutions is generatédkfor, say, a cuckoo i, a Levy flight is performed
[5] as:

(1) ()

X; = X,

+ o @ Lévy(A),
Herea > 0, is the step size which should be related to the scales pfdahkem taken
under consideration. In most cases, wewsel. The Levy flight essentially provides a

random walk while the random step length is drawn using Levylisoh given by the

equation given below [4]:

Lévy mu =177, (1< A< 3),
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It has an infinite variance with an infinite mean. The steps ®mandom walk process
with a power-law step-length distribution with a heavy tail. Sahte new solutions
are being generated by Levy walk nearby the best solution ofbtainéar, this helps to
speed up the local search. However, some fraction of the new solgtigasarated by
taking into consideration the randomization concept. But, whose locationsd shoul
conceptually be far enough from the current best solution, thiseenthat the system

does not get trapped in a local optimum.

K}—ener&te the initial population of host nests

Qd initialize counterto ]
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maxgenerati
011

Yes

Copare cuckoo egg
atid a host hiest in case
hase.

atore this host nest as
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bazed on comparizon,

L
Select the next host nest

bazed on levy flight.
Update counter.

F 3

Do ranking of quality
solt to get best one.

v
< End program >

Fig 15: Cuckoo Search algorithm
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Cuckoo Search [5] is a nature inspired metaheuristic algorithrohwhibased on their
parasitic reproduction strategy, but dsfferent from other existing metaheuristic
algorithms (such as PSO, GA) in the following ways [10]:
» CSis a population based algorithm like GA and PSO but the seleaticimanism
is more similar to harmony search.
* The randomization is more efficient as the step length is htedley and thus any
large step is possible.
* Number of parameters in CS is less than GA and PSO and teunaté general
and it can be adapted to wider class of optimization problems. C8veanbe

extended to meta-population algorithm.

4.2. Performance Analysis on Michaelwicz function

Yang and Deb validated their algorithm in Michaelwicz functione Tunction looks
like:

2y2
I7

" - . . > a2 . - N - 2
Fx, v) = -sin(x) sin~" (?) —sin(y) sin~" (

D)

Where m = 10 and (x, ¥ [0, 5] X [0, 5]. This function has a global minimum £ -
1.8013 at (2.20319, 1.57049). The landscape of this function is shown in figure 16. The
global optimum has been found by cuckoo search and the results areisHmune 17
where the final locations of the nests are also ma¢kedthin the figure. Here n = 15

nestsp = 1 and p= 0.25. In the experiment n = 15 to 50.
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Figure 16: The landscape of Michaelwicz’s function
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Figure 17: Search paths of nests using Cuckoo search. The final locations lod t
nests are marked with¢ in the figure
From the figure 17, the optimum is approaching, most nests aggtegaiels the global
optimum. We also notice that the nests are also distributed atediff(local) optima in
the case of multimodal functions. This means that CS can findthall optima
simultaneously if the number of nests is much higher than the nwhl@ral optima.
This advantage may become more significant when dealing with nmoglél and

multiobjective optimization problems.
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4.3. Comparison of CS with PSO and GA

To carry out the comparison some benchmark functions have been used. The
benchmark functions are used to test the performance of optimizégimnitrans. The
following test functions have been taken to carry out the comparative study:

» De Jong's first function is a sphere function
- d e, -
F(x) = i=1 Xi xX;ie[-5.12. 5.12]
» Easom's test function is unimodal
F(x.y) = - cos(x)cos(y)exp[-(x-IT) * - (yv- ID” ].

Where, (x,y) [-100, 100] X [-100,100].
It has a global minimum of f*=-1 afl( IT) in a very small region.

e Shubert's bivariate function
F(X.V)=-Yi-, icos [(i +1Dx+ 1] X7, cos[(i + Dy + 1],

Has 18 global minima in the region (x, §)[-10, 10] X [-10, 10]. The value of
global minima is f* = -186.7309

* Griewangk's test function has many local minima

_ 1 d 2 d X
F(X) = 4500 2i=1Xi — lliz1cos () + 1.

But a single global minimum f* = 0 at (0,0 ...0) for all -608i <600 where i =
1,2...d.

* The generalized Rosenbrock's function is given as ,
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F(x) = 23" [(1 — x0) 7 + 100 (x4 — x:7)7]

Which has a minimum f(x*) = 0 at x* = (1, 1,...1).

* Schwefel's test function is multimodal

F(x) = X, [-x sin(y/]x)D]. -500< x; 500,
With a global minimum of f* =-418.9829d at xi* = 420.9687 (i=1,2,....d).

» Rastrigin‘s test function
F(x)=10d + X%  [x;° — 10 cos(2TIx))]

A global minimum f*=0 at (0, 0 ....0) in a hypercube -%12<5.12 where i=1,

2...d.
Table 1: Comparison of CS, PSO and GA
FUNCTION/ GENETIC PARTICLE CUCKOO
ALGORITHM ALGORITHM SWARM SEARCH
OPTIMIZATION
De Jong (d =256) 25412+1237 (100%) | 17040=1123(100%) | 4971+754(100%)
Eastom’s 19239+3307(92%) 17273£2929(100%) | 6751£1902(100%)

Shubert’s (18 minima) | 54077=4907(89%) | 23992=3755(92%) | 9770£3592(100%)
Rosenbrock’s (d = 16) | 55723+8001(90%) | 32756+5325(98%) | 3923+1937(100%)
Schwefel's (d=128) | 22732917572(95%) | 14522+1275(97%) | 8829+625(100%)
Rastrigin’s 110523£5199(77%) | 79491=3715(90%) | 10354%3755(100%)
Griewank’s 70925+7652(90%) | 55970+4223(92%) | 10912+4050(100%)

We can see that the CS is much more efficient in finding thigagloptima with higher
success rates. Each function evaluation is virtually instantarmousodern personal
computer. For all the test functions, CS has outperformed both GA and PSO. The primary
reasons are:

* Afine balance of randomization and intensification.

* Less number of control parameters.
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As for any metaheuristic algorithm, a good balance of intehgoa search strategy and
an efficient exploration of the whole search space will usdefig to a more efficient
algorithm. On the other hand, there are only two parameters in lgustlam, the
population size n, and,pOnce n is fixed, pcontrols the elitism and the balance of the
randomization and local search. Few parameters make an algdéegencomplex and

thus potentially more generic.
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5. Image Classification by applying
Cuckoo Search

The main aim of this section is to describe our problem domain alathg the
algorithm proposed to obtain a solution. Our problem is to classity @ad every pixel
of an image into one of the land cover features such as watetategerocky, barren,

urban etc.
5.1. Structural Design

The architectural view of the Cuckoo Search based image @astibwn in figure 18. It
is a layered architecture which consists of four major compomgnth are explained in
detail as follows:

Input Layer: Multi-spectral satellite image to be classified is givenirgaut to the
algorithm. They contain spectral response value for different frequency bands.
Training the classifier: In this layer training set is generated for the image ginghe
input layer. This is performed using ERDAS IMAGINE softwareefihthis dataset is
used by the classifier for learning as these are pixelw/iiach the class to which they
belong is already known.

Cuckoo Classifier. It has three sub-components which are explained as follows:

* Generate quality solution First we read several multi-spectral images and then
attempt to classify each and every pixel of an image. This @ampared with
the training set based on the spectral response values obtanedhe multi-
spectral images of a region. Training set is the set ofgfeelwhich we have the

information about the land cover class to which it belongs. Thergag@t pixels

Akanksha Bharadwaj: Computer Engineering Dept. (DTU) Page 40



Capture Terrain Features Using Cuckoo Search | 2012

which show similarity with the pixel to be classified form tpeality solutions.
These quality solutions are stored in a database for further evaluation.

* Perform Ranking: Next step is to perform ranking of these quality solutions to
obtain the best solution. For this correlation coefficient is caiedlbetween the
pixel to be classified and the quality solutions obtained in previous step.

» Class SelectorLast step is to determine the class to which the pixélb&ibng.

For this we first examine the expert data to determine #ss ¢b which the best
solution belongs, the pixel will also belong to the same class.

These steps are repeated for every pixel of the image.

Input layer

!

Training the
Classifier

Generate m

ooy, [ [ Beom |
Eanking

Class

=elector

CUCEOO CLASETFIEER

]!

Color code
Azsignment

Fig 18: Structural design for image classification using CS algorithm
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Colour Code assignment The pixel of the image is assigned the colour based on the

land cover feature into which it is classified. Each land cowsufe is represented by a

different colour.

5.2. Proposed Algorithm

The basic terminologies used in this algorithm are:

Cuckoo egg: This is the pixel to be classified.

Case: Each pixel of an image is represented in the form tase tuple which
stores the spectral responses of that pixel for different frequency bands.
Case base: It stores the training set provided by the expéits.isTused for
training the algorithm.

Host nests: These are the cases stored in the case base.

Quality solutions: The cases in the case base that match the current query.

Best solution: The case in the case base for which we obtain highest ranking.

Experts have provided us with the database of cases. For Alwar dataset eadasé ike

a tuple of the form C={R, G, NIR, MIR, RD1, RD2, DEM} and for Saharargataset

each of the case is a tuple of the form C={B1, B2, B3, B4,B8%, where C represents

the case, R represents the value of the pixel for Red band, G represents thHeevaiked t

for Green band, NIR represents value of the pixel for Near Réd-band, MIR

represents the value of the pixel for Middle Infra-Red band, Rpresents the value of

the pixel for Radarsat-1, RD2 represents value of the pixelRfmiarsat-2, DEM

represents the value of the pixel for Digital Elevation Modahdo and Bl to B6

represents different bands. Analyzing this case base wetthaltain the class to which

the query pixel will belong using the different band values of theycuigel. The output
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classes (to which the pixel will belong) in case of Alwar d#tase: water, vegetation,
urban, rocky, and barren and in case of Saharanpur dataseames, lbense, medium
vegetation, sparse vegetation, urban and water. The main steps invotuadproposed
algorithm are explained as follows:
Input case base of pixels (host nests) of different land covesedaand multi-spectral
images of region to be classified.
Output classified image representing different regions by different colours.
1- Initialization
I. Generate initial population of the case base. Calculate thetigbjéanction value for
all the host nests using the 7 band values.
il. Read the set of query pixels (i.e. cuckoo eggs) which are tdabsified. Calculate
objective value for them.
2- Find Best Solutions
Loop until all the pixels are being classified
Find quality solutions

a. Loop to take into consideration all the host nests in the casePo@asethe counter to
the first host nest in the case base.

* Find similarity b/w host nest & cuckoo egg (query).(for this glalie distance

between two pixels)

» Store similarity value in a database.

* Increment counter.
End Inner Loop

b. Sort the above evaluated database to find the top quality solutions.
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c. The top k solutions are stored in a database and the worst nests are discarded.

d. Loop for the above obtained quality solution (k is number of quality solutions)
Do the ranking of the quality solutions by calculating Pearsoreledion b/w
cuckoo egg & a quality solution. (Value of the coefficient varies between -1 to +1.
If the value is positive it means both the quantities are positoaetelated. If it's
negative then the quantities are negatively correlated. But Valoe is between -
0.09 to +0.09 that means there is no relation between them)

End this Loop

e. Sort the quality solutions on the basis of correlation value. The itmehe highest

correlation value is the best solution or the required solution. Thedlesbn is the one

that matches our cuckoo egg to great extend.

f. Find the class to which best solution belongs based on the experTlatquery will

also belong to the same class to which the best solution belong® tHergquery pixel is

classified.

End Outer Loop

The representation of the above algorithm in the form of flowchart is given below:
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Fig 19: Cuckoo Search for image classification
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5.3. Detailed description of algorithm

Step 1:In this step basically we have to find out number of cases ndsxldonsidered.
Though objective function had to be found out for each case in the casbubdke real
evaluation is done in later steps. Thus we have considered a 8% ohses in our case
base. The left out cases (i.e. 475 pixels) are needed for validation proceshieRazdl$
to be classified from an excel sheet.
Step 2:This is loop for all the pixels to be classified. Initializzinter to 1, this will keep
track of the current case in the case base.
* Loop to find the quality solution from a case base. For this uaulete the
distance of the query pixel from every case in case base. Tdhénduality
solutions KNN was used. In this approach we have used Euclidean distance

concept. It is given by the equation:

[

dng)=ym-af+p-af < 4 pi-gf -t - 0f
Where, i vary from 1 to 7.
d(p,q)= distance b/w p & q.
p= In our algorithm it represents the value of ith band for pixel 1.
Q= In our algorithm it represents the value of ith band for pixel 2.
Where, pixel 1 and pixel 2 are the two pixels b/w which distasite be calculated.
More less the value of d(p,q), more similar the two pixels are.
* The result obtained from the above step is sorted on the basis ofofdiue
distance. Those with the lowest value are of importance to bgewasirte the cases
which match the most with our current query. Thus they become thHigyqua

solutions for the pixel to be classified. The k quality solutioesséored and the
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rest of the solutions or the worst nests are discarded. iBaletthe value of k is
a very critical task. If small value of k is taken then nois# have higher
influence on the result. A large value of k makes it computatioagpgnsive and
will defeat the basic philosophy behind KNSimple approach is to select ‘k’ as
the square root of number of cases in case base.

* The best solution is found from the above obtained quality solutions by usi
ranking. The concept used for ranking in this algorithm is Peapsoduct-
moment correlation coefficient (sometimes referred to adP#CC or PCCs)
[27]. This is denoted by ‘r’, given by formula:

Lin(Xi - X)(Yi - Y)

I (X = XS (Y- Y

r=

Where, i vary from 1 to 7.

X =i "™ band value of sample X.

Y= i " band value of sample Y.

X bar= mean value of all the band values of X.

Y bar= mean value of all the band values of Y.

The interpretation of the value of r is given in tablel.

Table 2: Correlation value understanding

Correlation Negative Positive
None -0.09t0 0.0 0.0 to 0.09
Small -0.3t0-0.1 0.1t0 0.3
Medium -0.5t0-0.3 0.3t0 0.5
Strong -1.0to -0.5 0.5t01.0
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6. Resolution of mixed pixels by applying
Cuckoo Search

Image classification is one of the most important areas datligiage analysis. There
is a fundamental assumption that each pixel in an image remgseptrties of a single
land cover feature (or class). But, this is not always the basause of the existence of
mixed pixels that show the properties of more than one land cover features [Zséutpr
several soft computing techniques are being used for the classifiof an image, but
their performance is not satisfying for the classificatiomofed pixel. The aim of this

section is propose an algorithm for the classification of mixed pixels.

6.1. Block Diagram

The architectural view of the Cuckoo Search based mixed pixelutiesolis given
below:

» The first step involved in the resolution of mixed pixels is to &d#tellite image
as input. This is the image of the region containing the mixed pixels.

* In the next step the Geoscience’s experts examine the satellite imagelynand
study the different land cover features in the image.

* Analysis of image performed in previous step helps the expedetttify the
heterogeneous regions in an image. Excel sheets containingettieaspesponse
for different frequency bands are created.

* Then next step is to apply the Cuckoo Search algorithm in which steobtain

the quality solution and then the best solution.
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» The tagging of the mixed pixels is achieved as the mixed pidiebelong to the

same class to which the best solution belongs.

Hatellite
limage
Geoscience’ s
Expert

ldentified
trized pixels

Apply C3
Algorithm

Tagged
Ilized
pixels

Fig 20: Block diagram for resolution of mixed pixels using CS

6.2. Proposed Algorithm

The basic terminologies used in this algorithm are:

» Cuckoo egg: This is the pixel to be classified.

» Case: Each pixel of an image is represented in the form tase tuple which
stores the spectral responses of that pixel for different frequency bands.

» Case base: It stores the training set provided by the expéits.isTused for
training the algorithm.

* Host nests: These are the cases stored in the case base.

» Quality solutions: The cases in the case base that match the current query.

* Best solution: The case in the case base for which we obtain highest ranking.
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Input: Dataset of pure and mixed pixels of land features.

[*A case base of pure pixels is formed which acts as availait nests used for the
classification of the mixed pixel*/

Output: Classified mixed pixels.

[*each of the mixed pixel is classified into one of the pure classes.*/

1. Read the set of pure pixels. /* These are the pixels that form the case base*/

2. Take the input query of mixed pixel to be classified.

3. Initialize k=sqgrt (n). /* the number of nearest neighbour to be weleand its
equal to sqgrt(no. of entries in case base i.e. n) */

4. fori=1ton /*loop for all the cases in the case base*/

a. Apply KNN to find similarity b/w the mixed pixel (i.e. the ckno egg or
the query) and the current case in the case base (i.e.dilebi/host nest
in the case base).

b. Store the similarity value in a temporary database and i++.

End

5. Sort the similarity values in the database and store the tquksee. the quality
solutions and discarding the worst nests.
6. forj=1tok

a. Find the correlation coefficient b/w the mixed pixel and the circase in
the database of top k quality solutions./*done for the purpose of ranking */

b. Store the correlation value into a database and j++.

7. Sort the database of correlation value to get the best solution.
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8. Based on the expert knowledge determine the class to which theohégins
belong. Based on the similarity the mixed pixel will also belong to the sanse clas

The flowchart for the above algorithm is given below:

otart

Reradthe set of nure nixels

v

Talke the ot miery

L 4

Tnitialize k=zartin =1

—.,.6
wes

LApply EMNHN to get the
sinilarity value and store

Sott the similarity walues
to get top k results. =1,

>

yes

&

find correlation walue
i+

Sott the correlation values of |

te Ir reenlte th et bact ane

v

EBest result and mixzed pixel

1"\P1ﬁﬂﬁ' te oot e i"'1 Qoo

k J

End
Fig 21: Flowchart for resolution of mixed pixels
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7. Experiment and Results

We have to differentiate between the regions/classes in ALWAREA and

SAHARANPUR AREA images. In the final image these classesdepicted in different

colors. The accuracy of the system has been measured on theobdlses Kappa

coefficient.

We have 7 bands Satellite Image of The ALWAR REGION as showigure 22 (a) and

6 bands image of SAHARANPUR REGION as shown in figure 22 (b). The various steps

of our system are applied on these images.

7.1. Implementation Details

The functional flow of the algorithm is shown below:

Input satellite
image

» The image is read using imread function provided in MATLAB.

A 4

Training set
generation

A 4

Apply CS
Algorithm

A 4

Assign
colour
codes

* Training set is generated using the ERDAS IMAGINE software.

* The coding for the algorithm is done in MATLAB using the imggocessing

toolbox.

* The resultant image is created by assigning colour codescho peeel of the

image and then displaying the image using imshow function of MATLAB.
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7.2. Case Study 1: Image Classification for ALWAR ad
SAHARANPUR REGION

An image is nothing but collection of pixels. The image of Alwakenh by us for
validating our algorithm has 2, 55,136 pixels and the image of Saharanpurifas881
pixels. Alwar region has mainly the following features: Watéegetation, Urban,
Rocky, and Barren. Whereas Saharanpur region has following feahagen, dense
vegetation, medium vegetation, sparse vegetation, urban, and water.

Our geosciences experts recognized all these features mr Alvd Saharanpur region.
Thus our aim is to extract all these features from a gatgtlage. The data provided to
us by our experts are collection of band images. Each band imagsem®ys spectral

response for each pixel in that frequency band.

Green Band

RS1 Band RS2 Band

Fig 22(a): Seven band Satellite Image of ALWAR REGION
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BAND 2 BAND 3

BAND 4 BAND 5 BAND &
Fig 22(b): Six band Satellite Image of SAHARANPUR REGION

7.2.1. Training Set

Initially we have different bands satellite images of arggae. The image comprises
of several land covers like rocky, water, vegetation, open lancerbatc. In a satellite
image the regions are not displayed appropriately. So, we needsysteen expert, to
differentiate between these land covers. ERDAS software b logeour geoscientist
expert. In order to classify the image by different technigues check their accuracy
assessment each classified image has been compared wittageegenerated by expert
system. Screenshot of how the training set is generated bgdfttvgare manually is
shown in figure 23. The individual classes’ pixel has been picked from an image and their

proper class is then been assigned.
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Fig 23: Snap shot for training set generation by ERDAS IMAGINE

In ERDAS first we have to open the 7 band image in View. Thewilleselect type of
Classification i.e. Supervised Classification from classifienu. We will open the tool
box for Raster Image; it is shown in left bottom corner. Then Wlesaelect appropriate
tool for the selection of the pixel/ pixels and merge all singilgels into one class. Class
creation has been done in Signature Editor where we merge tloeedebexel of one
class into one value and correspondingly one ASCII file has dreerted for it. In order

to see the selected pixels we have to save them as an AOI layer as showe i24figur
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- = O - £
Fig 24: Showing the pixels selected for URBAN class

An example of training set generated for water, vegetation, urban, barren and rocky
classes of Alwar area is shown as under:

Table 3: Training Set for ALWAR REGION IMAGE

RED GREEN | NIR MIR RS1 RS2 DEM DECISION

115 91 152 126 20 15 30 BARREEM
111 a0 173 131 17 34 15 BARREN
121 91 152 118 25 17 40 BARREEM
125 95 188 128 25 21 27 BARREEM

B2 49 135 91 44 40 94 ROCKY

24 B4 160 102 20 25 165 ROCKY

52 45 129 25 15 29 107 ROCKY

91 B9 171 106 10 45 123 ROCKY
128 106 1584 142 22 25 15 URBAMN
128 120 155 118 158 26 15 URBAMN
117 109 157 122 19 21 15 URBAM
123 109 166 137 10 13 15 URBAM

13 20 B4 228 28 24 12 %EGETATION
11 28 E0 245 14 23 13 %EGETATION
15 23 B4 245 13 20 13 %EGETATION
15 23 a2 255 15 20 11 %EGETATION
23 20 16 14 3 4 30 WATER

21 24 14 10 1 2 30 WATER

23 25 14 12 1 1 30 WATER

23 27 12 10 2 1 30 WATER

Here as we have taken the 7 band image i.e. Red band , Green Band, NIR (Neal) Infra

MIR (Middle Infrared), DEM(Digital Elevation Model), RS1(Rad&at 1) and RS2
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(Radar sat 2). In the above the last column showed the decisione{ptbe system for
the different band values of the pixel.

The training set for each class has been constructed dxtisglsome pixels of each
class from the image. The sample of training set gemkefatéAlwar region are depicted
in Table 4, 5, 6, 7, 8.

Table 4: Training set for Water Class of Alwar

RED GREEN | NIR MIR RS1 RS2 DEM DECISION
17 35 1 3 15 2 54 | WATER
21 35 7 7 1 2 30 | WATER
19 32 14 7 4 2 30 | WATER
17 35 7 1 7 2 30 | WATER
19 35 3 3 3 3 30 | WATER
21 38 1 1 5 0 30 | WATER
19 33 1 1 6 1 54 | WATER
21 32 10 5 5 0 30 | WATER
17 35 1 1 1 3 30 | WATER
19 37 1 5 3 3 30 | WATER
21 32 3 1 8 4 48 | WATER
17 33 3 3 10 2 44 | WATER
17 37 5 3 8 3 30 | WATER

Table 5: Training set for Vegetation Class of Alwar

RED GREEN | NIR MIR RS1 RS2 DEM DECISION
21 35 65 192 24 33 9 | VEGETATION
23 37 73 192 18 33 14 | VEGETATION
27 37 82 170 30 30 13 | VEGETATION
21 35 69 252 20 22 11 | VEGETATION
19 37 85 234 29 37 10 | VEGETATION
17 32 69 246 25 37 10 | VEGETATION
29 40 76 186 23 21 14 | VEGETATION
15 25 60 237 13 26 12 | VEGETATION
15 28 64 219 20 25 12 | VEGETATION
13 30 64 228 28 24 12 | VEGETATION
11 28 60 245 14 23 13 | VEGETATION
15 33 64 245 13 30 13 | VEGETATION
15 33 82 255 15 20 11 | VEGETATION

Table 6: Training set for Urban Class of Alwar

RED GREEN | NIR MIR RS1 RS2 DEM DECISION
128 117 148 117 68 84 15 | URBAN
123 104 155 118 48 124 15 | URBAN
160 135 219 159 14 27 15 | URBAN
146 127 190 149 22 11 15 | URBAN
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127 117 149 118 52 40 15 | URBAN
158 130 201 160 11 15 15 | URBAN
136 115 186 144 15 30 9 | URBAN
134 119 164 135 61 60 15 | URBAN
138 125 199 164 8 16 15 | URBAN
134 117 155 118 85 118 15 | URBAN
168 146 213 171 20 24 12 | URBAN
93 83 122 115 27 31 15 | URBAN
123 111 164 131 29 29 15 | URBAN
Table 7: Training set for Rocky Class of Alwar
RED GREEN | NIR MIR RS1 RS2 DEM DECISION
54 38 118 69 17 24 90 | ROCKY
62 43 140 84 36 35 214 | ROCKY
72 53 159 93 20 25 237 | ROCKY
54 37 128 80 14 18 165 | ROCKY
44 32 106 60 74 32 86 | ROCKY
58 41 122 76 16 22 115 | ROCKY
56 40 138 78 29 41 240 | ROCKY
37 27 98 53 67 19 89 | ROCKY
64 46 138 85 13 33 101 | ROCKY
58 41 140 85 21 37 234 | ROCKY
66 49 146 87 21 41 238 | ROCKY
41 33 115 65 43 25 101 | ROCKY
54 43 133 84 46 20 102 | ROCKY
Table 8: Training set for Barren Class of Alwar
RED GREEN | NIR MIR RS1 RS2 DEM DECISION
119 91 186 129 21 23 29 | BARREN
134 111 195 151 28 25 30 | BARREN
134 111 184 133 17 44 42 | BARREN
132 99 206 128 31 39 30 | BARREN
127 98 197 137 22 23 29 | BARREN
140 112 190 155 16 17 30 | BARREN
152 125 221 157 14 22 30 | BARREN
140 109 190 149 14 24 30 | BARREN
150 130 212 173 20 53 30 | BARREN
154 130 210 166 22 36 30 | BARREN
144 115 193 149 31 48 28 | BARREN
134 112 186 157 34 58 28 | BARREN
170 143 208 151 22 24 32 | BARREN
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Similarly, the training set for different classes of Sahpur region can also be created.
Table 9, 10, 11, 12, 13, 14 portrays the training set for Saharanpur regiofirsT heo
columns show the pixel coordinates followed by the 6 band reflectance values.

Table 9: Training set for Barren Class of Saharanpur

176505 | 3319844 117 66 85 79 133 85
176535 | 3319844 120 67 84 80 137 86
176835 | 3319784 111 65 83 76 130 83
176865 | 3319784 111 63 81 75 138 85
176835 | 3319694 107 61 76 75 128 79
176805 | 3319664 109 61 77 73 125 79
176295 | 3319514 112 63 79 76 129 84
176925 | 3316544 81 42 52 76 102 49
176865 | 3315584 84 41 45 75 70 28
176655 | 3315374 83 44 48 82 89 39

Table 10: Training set for Dense vegetation Class of Saharanpur

168315 | 3327044 69 29 28 56 49 21
167835 | 3326654 69 29 27 54 59 21
167865 | 3326654 68 28 27 54 58 21
167835 | 3326624 68 28 28 57 58 20
167865 | 3326624 67 29 27 56 56 19
169065 | 3326594 66 28 25 59 45 16
169065 | 3326564 67 27 25 61 51 17
166575 | 3325064 67 27 25 55 47 17
166605 | 3325064 69 27 25 52 47 18
166575 | 3325034 66 27 24 55 45 16

Table 11: Training set for Medium vegetation Class of Saharanpur

174465 | 3321314 69 30 26 94 74 24
174435 | 3321284 69 29 25 93 66 20
168525 | 3321104 70 29 27 75 59 21
164325 | 3321074 71 30 28 80 66 24
168495 | 3321044 70 30 27 75 54 18
168465 | 3321014 70 29 27 65 55 22
168465 | 3320984 69 29 27 73 54 19
168465 | 3320954 69 29 27 73 56 20
168075 | 3320594 69 28 25 80 62 21
168015 | 3320534 68 28 25 77 60 19
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Table 12: Training set for Sparse vegetation Class of Saharanpur

165585 | 3330014 75 38 36 92 70 26
165405 | 3329984 74 37 35 91 69 25
165135 | 3329954 76 38 37 83 71 26
165585 | 3329954 76 38 37 90 69 25
165525 | 3329894 76 40 36 98 69 25
165555 | 3329894 76 40 36 98 69 25
166275 | 3329894 74 37 33 93 65 23
166305 | 3329894 73 36 33 88 63 23
165165 | 3329864 74 36 33 91 70 26
165195 | 3329864 75 37 34 93 70 25

Table 13: Training set for Urban Class of Saharanpur

167685 | 3324824 76 34 39 56 83 43
167715 | 3324824 76 34 38 56 82 42
167745 | 3324824 74 32 34 57 72 36
167655 | 3324794 75 34 36 59 74 33
167685 | 3324794 74 35 37 56 75 36
167715 | 3324794 76 34 38 55 72 36
167745 | 3324794 76 35 36 60 78 38
168375 | 3324614 77 33 38 40 65 41
168405 | 3324614 75 32 36 48 65 36
168435 | 3324614 73 32 33 58 62 28

Table 14: Training set for Water Class of Saharanpur

167955 | 3329684 74 33 29 26 22 10
167925 | 3329564 74 32 29 34 35 16
167895 | 3329534 74 33 29 28 38 10
167835 | 3329414 76 34 31 36 32 18
167805 | 3329384 74 34 20 29 24 11
167655 | 3329204 74 34 30 28 24 12
167085 | 3328604 72 33 30 35 35 12
166965 | 3328514 75 34 30 32 28 11
166995 | 3328514 75 33 29 23 19 9
166815 | 3328394 75 34 29 24 19 8

7.2.2. Result and Discussion
We have applied our classification technique on two different dataset and it has shown
good results with both dataset, confirming its applicability féflecent features. First we

have shown our result on Alwar region and then on Saharanpur region. Ouivelfec
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to use the proposed natural computation algorithm as an effiarhbver classifier for
satellite image.
Figure 25(a) shows the original Alwar image and figure 25flows the false color

image of Saharanpur region. Figure 26(a) and (b) shows theielhssiage obtained by

applying our algorithm to Alwar and Saharanpur region respectively.

VEGETATION

o

Fig 5 (a)OrigiaI image of AlwarReion
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Fig 26(a): Classified image of Alwar Region
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Fig 26(b): Classified image of Saharanpur Region

Original image depicted the image which is obtained aftersiflzegtion by our
geoscientist and classified image is obtained after applyingroposed Classifier. The
image obtained after classification has different colour. In éigeé(a) yellow, black,
blue, green, red colour represents rocky, barren, water, vegetattbrurban region
respectively. Comparing the original image of Alwar and our dladsbutput we can
clearly see the good correlation between the two. All the fesatnesmely water,
vegetation, urban, rocky and barren are well classified.

In figure 26(b) black, green, red, light blue, yellow, and royal blueesgmts barren,
dense vegetation, medium vegetation, sparse vegetation, urban andespéstively.
From the above two figures we observe high correlation and notice that all the éseatur

have been very well extracted.
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7.3. Case Study 2: Resolution of mixed pixels forlAVAR REGION

Problem Statement:Image classification is one of the most important areas afatigi
image analysis. There is a fundamental assumption that eaclnp&elmage represents
properties of a single land cover feature (or class). But,ishisot always the case,
because of the existence of mixed pixels that show the propeftmere than one land
cover features [24]. At present several soft computing technigadseang used for the
classification of an image, but their performance is not satsfpr the classification of

mixed pixel. The water-vegetation mixed pixels of Alwar region is shown ingfigir

W - 0 area where the mized pizels of water and vegetation can be
S : found

Fig 27 Image shwing mixed pixels

This image has a portion near the water body region where at the edgerdiodgtboth
probability of water and vegetation is mixed and experts haveidsntid decide about
the assignment of this portion. Basically this conflict arisé®rwspectral signatures

become similar for different features as shown in figure 28.
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water wvegetation

reflectance

wavelength (ulvDy
class conflict

Fig 28: Mixture of spectral signature

7.3.1. Training Set used for resolution

Here, we are working on the water-vegetation mixed pixels.eTaébland 16 shows
the sample of the dataset that was being used for tagging ohikesl pixel by an
appropriate land cover class.

Table 15: Water pixels for mixed pixel resolution

RED | GREEN NIR MIR RS1 RS2 DEM
21 27 12 14 1 4 30
23 25 14 12 1 1 30
23 28 14 10 2 1 30
21 27 12 10 3 2 30
21 28 14 10 3 3 30
23 27 14 12 1 3 30
25 25 12 10 7 4 30
21 25 10 10 4 2 30
23 24 16 12 2 1 30
21 28 12 10 2 1 30
21 27 12 12 2 1 30
25 24 10 12 2 1 30
25 28 10 10 5 1 30
21 25 12 12 3 0 30
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Table 16: Vegetation pixels for mixed pixel resolution
RED GREEN | NIR MIR RS1 RS2 DEM
37 51 98 182 33 33 15
35 49 95 179 20 30 15
31 40 91 188 24 22 15
37 51 98 182 30 35 15
35 49 95 179 19 33 15
31 43 87 199 23 26 15
33 43 89 184 24 23 15
29 43 89 186 26 26 15
33 45 91 195 16 24 15
29 41 93 182 23 19 15
42 48 102 181 19 28 15
33 43 91 181 24 54 15
33 45 96 181 26 29 15
52 51 115 170 26 39 15

7.3.2. Result and Discussion

We have worked on the multi-spectral image of Alwar, Rajasthana.lnthe
following mixed pixel dataset were being made available byeaperts: urban-barren,
barren-rocky, urban-rocky, vegetation-barren, vegetation-rocky, \n@tky, and water-
vegetation. Here, we have worked on the water-vegetation dataset.

The case base consists of a collection of 7 band values of pule pixeater and
vegetation. The 7 band values of the mixed pixel to be classifiethken as an input.
Then using KNN we find those pixels from the case base thathesmthe given input
guery. From the obtained quality solutions we determine the besbadiyt performing
ranking. For this purpose we have used Pearson product-moment acorretafficient.
Then we find the class to which our best solution belongs. The mixed will also
belong to that same class. This same approach can be appligdetonoted pixel

datasets as well. Judging from the experimental results, tredmixel is resolved and
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hence the whole image is being classified. The sample input imshaable 17 and the
output for this data is shown in table 18.

Table 17: Set of mixed pixels as input

X Y RED GREEN NIR MIR RS1 RS2 DEM
7654119 27 52842 B2 =9 104 g9 2 10 20
JE.54144 0 27 52842 35 41 42 25 1 4 20
7B.54169 27 52842 23 37 18 7 1 2 20
7B.E2974 0 27 28T 41 45 93 138 21 0 20
7B.52999 0 27 52E1T 45 449 B ala] 17 3 30
7B.53024 27 52817 25 35 20 10 16 2 30
7B.54094 27 52817 (&N 64 131 =) 1 a5 30
7B.54119 27 U817 70 B2 115 100 2 B 30
JB.84144 0 27 U817 41 45 54 43 1 2 20
JB.A84169 27 U817 25 35 18 10 1 2 20
7B6.52974 | 2¥ U792 a4 54 102 138 16 0 20
76.52999| ¥ 52792 42 45 a1 =] 20 3 20
7B.54119 27 52792 72 BE 115 115 1] g 30
JE.A4144 0 Y BTS2 37 41 42 34 1] 3 30
JB.54119 27 827EY 62 a9 95 95 1] 2 30
7E.54144 27 BUTET 31 38 25 16 0 2 30

A total of 203 mixed pixels were being classified by thistegy The figure 29 shows
that the result obtained by our approach are satisfying takit@ consideration

hybridization of ACO and BBO algorithm for resolution of mixed pixels [16] appr@ac
standard for comparison.

Using our approach we found 59 pixels of water and 144 pixels of vegetdsing the

hybridization of ACO and BBO 58 pixels of water and 145 pixels gfetetion were

obtained. This is being shown in figure 29.
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Table 18: Output
X Y

Decision

obtained

FB.54119 ) 27.52842 vegetation

FE.54144 0 27 52842 water

TB.54169 ) 27 525842 water

FB.52974 ) 27 52817 vegetation

FE.529599 0 27 52817 water

FB.53024 ) 27 525817 water

FE.54094 0 27 52817 |vegetation

YESA4119 27 52817 |[vegetation

FB.54144 0 27 525817 water

FES4169 0 27 52817 water

FB.52974 0 27 82702 vegetation

FB.529599 27 82792 water

FES4119 ) 27 52792 [vegetation

VE.54144 0 27 52792 water

VBE.54119 27 82767 [vegetation

FE.SA4144 0 27 52VET water

Owater Owater
@ vegetation B vegetation
Cuckoo Search ACO & BBO
Fig 29: Result Comparison
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8. Accuracy Assessment of Image
Classification using CS

Another area that is continuing to receive increased attentiorefpte sensing
specialists is that of classification accuracy assessniéistorically, the ability to
produce digital land cover classifications far exceeded thetyalbd meaningfully
guantify their accuracy. In fact, this problem sometimes precltidedapplication of
automated land cover classification techniques even when theraroptared favorably
with more traditional means of data collection. The lesson tedvaéd here is embodied
in the expression “A classification is not complete until itsuaacy is assessed.”
Accuracy assessment is used for comparing the classifidatigaographical data that
are assumed to be true (ground truth), in order to determine thea@gcof the
classification process. Practically it is not possible to ¢asth and every pixel of a
classified image. So, instead a set of reference pixakeid. Reference pixels are points
on the classified image for which actual features are (bbej known. The selection of
these reference pixels is done randomly. Here the main aogigantitatively determine
how effectively pixels were grouped into the correct featuassels in the area under

investigation.

8.1. Error Matrix

One of the most common means of expressing classification agqeparation of
a classificationerror matrix (sometimes referred to as a confusion matrix or a

contingency table). Error matrix [1] compares, on a catepgrgategory basis, the
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relationship between known reference data (ground truth) and thepmamteng results

of an automated classification [12]. Such matrices are squdhethei number of rows

and columns equal to the number of categories whose classifieatanacy is being

assessed.

This matrix stems from classifying the sampled trainingsesls and listing the known

cover types used for training (columns) versus the pixels &cttlaksified into each

land cover category by the classifier (rows). Several chexiatics about classification
performance are expressed by an error matrix. For exampleaongudy the various
classification errors of omission (exclusion) and commission (inclusion).

Once accuracy data are collected (either in the form of pixélster of pixels, or
polygons) and summarized in an error matrix, they are normally dutgedetailed
interpretation and further statistical analysis.

For the validation process of Alwar region we have taken into deragion following

number of pixels:

68 water pixels.

109 vegetation pixels.

139 urban pixels.

96 rocky pixels.

63 barren pixels.

Following number of pixels are taken for validation of Saharanpur region watsit:
* 15 barren pixels.
* 24 dense vegetation pixels.

* 35 medium vegetation pixels.
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* 64 sparse vegetation pixels.
e 70 urban pixels.

* 13 water pixels.

Using the training set the classification is performed arsgédan the result error matrix
is calculated which is shown in table 19(a) and (b). The diagomakate show number

of properly classified pixels while non diagonal elements represenber of wrongly

classified pixels.

Table 19(a): Accuracy Table for Cuckoo Search based Classifier for ALWAR

Region
Type Water| Vegetation| Urban | Rocky | Barren| Total
Water 68 0 0 0 0 68
Vegetation| 0 109 1 0 0 110
Urban 0 0 122 0 3 125
Rocky 0 0 0 96 0 96
Barren 0 16 0 60 76
Total 68 109 139 96 63 | 475

Table 19(b): Accuracy Table for Cuckoo Search based Classifier for
SAHARANPUR Region

Type Barren  Dense Medium Sparse | Urban| Water| Total
vegetation | vegetation | vegetation
Barren 12 0 0 0 0 0 12
Dense 0 23 0 0 0 0 23
vegetation
Medium 0 0 35 0 0 3 38
vegetation
Sparse 0 1 0 64 0 0 64
vegetation
Urban 0 0 0 0 70 0 70
Water 3 0 0 0 0 10 13
Total 15 24 35 64 70 13 221

Table 19(a) and (b) shows how our classifier classifies &zatiaire perfectly whereas

figure 30(a) and (b) shows the graphical view for Alwar and Saharadaiaset
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respectively. In this we have shown all features along x-axismantber of pixels that

are being classified along y-axis. The blue bar representbaruof pixels classified

correctly by our classifier whereas the purple bar depictsdh®le validation data set

that had been given to us by our geology expert.

150+
1004

501
04
Water |Vegeta |Urban [Rocky Barren
O Classifier result 68 109 122 96
B Validation dataset 68 109 139 96

Barren

Classifier result

Fig 30(a): Comparison study for Alwar region

classifier output

Dense [Mediu $parse Prban \Vvater
DO classifier output 12 23 35 64 70 10
M@ validation dataset 15 24 35 64 70 13

Fig 30(b): Comparison study for Saharanpur region

8.2. Producer Accuracy

O Classifier result
@ Validation dataset

O classifier output
W validation dataset

Several other descriptive measures can be obtained frormeatax. The accuracy of

individual category can be calculated by dividing the number of atyrelassified

pixels in each category by either the total number of pixelsomesponding row or

column. Producer‘s accuracies(as shown in table 20 (a) and (b})fresuldividing the

number of correctly classified pixels in each category (on thpmdiagonal) by the
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number of training set pixels used for that category(the colunat).tdkhis figure
indicates how well the training pixels of a given cover type are classified.

Table 20(a): Producer’s Accuracy for Alwar area

Feature | Accuracy CalculatigrProducer’s Accuracy

Water 68/68 100%
Vegetation 109/109 100%

Urban 122/139 87.76%

Rocky 96/96 100%

Barren 60/63 95.23%

Table 20(b): Producer’s Accuracy for Saharanpur area

Feature Accuracy CalculatigrProducer’s Accuracy
Barren 12/15 80%
Dense vegetation 23/24 95.83%
Medium vegetatior 35/35 100%
Sparse vegetatior 64/64 100%
Urban 70/70 100%
Water 10/13 76.92%

Plot of terrain features of Alwar region extracted by dgoathm with respect to actual

value of each feature is shown in figure 31(a) and for Saharangionris shown in

figure 31(b).
0.9 acs
cs
0.8
Water Vegetation Urban Rocky Barren

Fig 31(a): Terrain Features Extracted by CS for Alwar Region
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Fig 31(b): Terrain Features Extracted by CS for Saharanpur Region

8.3. User’s Accuracy

User's Accuracies (as shown in following table) is computeditaging the number
of correctly classified pixels in each category by thel totanber of pixels that were
classified in that category (the row total).This figure iBx@asure of commission error
and indicates the probability that a pixel classified into argieategory actually

represents that category on the ground.

Table 21(a): User’s Accuracy for Alwar area

Feature | Accuracy CalculatigriJser’'s Accuracy
Water 68/68 100%
Vegetation 109/110 99%
Urban 122/125 97.6%
Rocky 96/96 100%
Barren 60/76 78.95%

Table 21(b): User’s Accuracy for Saharanpur area

Feature Accuracy CalculatigriJser’s Accuracy
Barren 12/12 100%
Dense vegetation 23/23 100%
Medium vegetatior 35/38 92.10%
Sparse vegetatior 64/64 100%
Urban 70/70 100%
Water 10/13 76.92%

Akanksha Bharadwaj: Computer Engineering Dept. (DTU)




Capture Terrain Features Using Cuckoo Search | 2012

It shows that commission error is high in case of barren regimms it can be further

considered for our future work.

8.4. KHAT statistics

A further point to be made about interpreting classification actes is the fact that
even a completely random assignment of pixels to classes will produce pgecsortact
values in the error matrix. In fact, such a random assignment could resslinorgingly
good apparent classification result. The k ("KHAT") statigica measure of the
difference between the actual agreement between referetgeadd an automated
classifier and the chance agreement between the referencendagarandom classifier.
Conceptually, k can be defined as

k = observed accuracy - chance agreement

1 - Chance agreement

This statistic serves as an indicator of the extent to whielpércentage correct values of
an error matrix are due to "true" agreement versus "changederaent. As true
agreement (observed) approaches 1 and chance agreement approacmsdiches 1.
This is the ideal case. In reality, k usually ranges betwesmd@. For example, a k value
of 0.87 can be thought of as an indication that an observed classifica@npercent
better than one resulting from chance. A k with the value of 0 sugtiegta given
classification is no better then a random assignment of pikelsases where chance
agreement is large enough, k can take on negative values-antiomdicd very
classification performance. (Because the possible rangegattinve values depends on

specific matrix, the magnitude of negative values should not be intmipes an
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indication of relative classification performance). The princgd@antage of computing
KHAT coefficient is the ability to use this value as a bésisdetermining the statistical
significance of any matrix or the differences among matriddhe KHAT coefficient
incorporates the non-diagonal elements of error matrix (and hemceo€omission and
commission) as a product of the row and column marginal.

The K -coefficients of the classification by using Cuckoo Searchiven below.K-
coefficient of the classification results from MLC, MDC, FuzRpugh Set, Membrane
Computing and Semantic Classifier is given in table 22. The KBs¥Afistic is computed

as

_‘Ji X, — Z L, 536, )
¥ Z (x,,. -x.)

i

Where:

I' = number of rows in the error matrix

Xii = the number of observations in row i and column i (on the major diagonal)

Xi+ = total of observations in row i (shown as marginal total to right of the matrix)

X4i = total of observations in column i (shown as marginal total at bottom of the matrix)
N = total number of observations included in matrix

For Alwar region
To illustrate the computation of KHAT for the error matrix in table 19(a),
N= 475

> Xi =68+109+122+96+60= 455
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N( x;i) = 475*455= 216125

3( Xi+ * X+i) =(68*68)+(109*110)+(125*139)+(96*96)+(76*63) = 47993

N°= 475*475 = 225625

“K(KAPPA) =( 216125 — 47993) / (225625-47993) = 0.9174

Similarly we can calculate for table 19(b) i.e. for Saharanpur region

N= 221

> Xi =12+23+35+64+70+10=214

N(S x;) = 221*214=47294

S(Xis * X4i) =(12*15)+(23*24)+(38*35)+(64*64)+(70*70)+(13*13) = 11227

N°= 221*221 = 48841

“K(KAPPA) =( 47294-11227) / (48841-11227) = 0.9588

These values are a substantial agreement between the ids#iazlaand the proposed
algorithm. The Kappa (K) coefficient of the Alwar image is 0.948fch indicates that
an observed classification is 94.65% better than one resulting firance. The Kappa
(K) coefficient of the Saharanpur image is 0.9588 which indicdtas dn observed

classification is 95.88% better than one resulting from chance.

8.5. Comparison with existing classifiers

In this section we are going to perform the comparativeyaisabf the result obtained by
our algorithm and the result for some of the existing imagsitizgion algorithms. The
analysis is divided into two parts: first part performs the gamson for homogeneous

regions and second part for heterogeneous regions.
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8.5.1. Homogeneous region Comparison for Alwar imagy

One of the important characteristic features of Cuckoo Seatblatist works on single
unit of object rather than group of objects. Consequently the clabb$grved using
Cuckoo Search is much clearer than other classifiers becausefbstm use certain
clustering mechanism. Like BBO uses fuzzy-c-means clusteraiopgall the similar
pixels together. The Kappa coefficient of the Alwar image wBeickoo search was
applied is 0.9465. Comparing this value with the Kappa coefficient of MI(C, BBO
and Membrane Computing (MC), we deduced that Cuckoo search has shovasibiést r
for image classification since it has obtained the highest Kapgifiagent as shown in
table 22. The comparison of figure 32 with figure 25(a) shows thatlgaritam has
captured almost all the terrain features and showed high degeficmncy for almost

all the regions (water, vegetation, urban, rocky, and barren) vidppa coefficient of

0.9465.

l:l Barren ‘ |:| Barren
- Vegetation I Vcectation
[:] Urban - Water body
- Rocky [ ] Urban
N i pi EEE v sy . : b I o
Minimum Distance Classifier Maximum likelihood Classifier
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. [ Vegetation ' : ; d e

Wegetatlon
I VW ater body [ [pemEe

- water
[
_ Barren - arhan
N roc [ xacky
e e * W
b £ EHLT - _ Water body .
Semantic Classifier Membrane computing
Fig 32: Existing Classifiers output
Table 22: Kappa Coefficient comparison
Minimum Maximum Fuzzy | Rough | Semanti| Biogeogr | Membrane | Cuckoo
Distance Likelihood set set c Web | aphy Computing | Search
Classifier(MD | Classifier(M classifi | Based | Based
C) LC) er Classifi | Classifier
er
0.7364 0.7525 0.9134 0.9525 0.9881 0.6715 0.68812 0.9465

Though kappa coefficient is more for some of the other classsiech as semantic web,
rough set classifier etc but the classification of the hetesxges region is done more
efficiently and effectively by cuckoo Search. This is discdssedetail in the section

8.5.2.
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8.5.2. Heterogeneous region Comparison for Alwar iage

Till date all the classifiers only classifies a given gaand achieves efficiency but they
do not focuses on region where mixture of many features are gosshmugh they
classify homogeneous region perfectly but they do not havaraact on heterogeneous
portion of the image. Heterogeneous region in an image are a cooutwmence where
a mixture of feature type coexist in a small region. Fi@s@) shows the portion of the
Alwar image where probability of water, barren, and vegetation area is high.

We have gone through all other classifiers and had seen that tassiiers assigned
this portion as rocky and some as vegetation. But the image shdwisishdassification
is not fully correct.

Our classifier observed this region minutely and concluded thatnéither pure water
nor pure vegetation area. Rather it is the conflict datasethniets shown a strong
correlation with water, vegetation, and barren dataset. Thus ossifidahas identified

this heterogeneous portion and classified it to a great extend.

rock¥. rater, wegetation and barren

Fig 33: Identified heterogeneity and assigning proper feature by CS
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In the above figure the yellow colour shows the rocky area, Wieicshows water,
green colour shows vegetation and the black colour shows the barreN@areeonsider

our traditional classifier such as Minimum distance class#et Maximum Likelihood

classifier.

 —

l:l Barren
[ ] Vegetation 1 I Vecoetation
T teven I Vi body
A <o [ Urban
- Water Body - Rocky
:;ie; wegetation and \;Vneg?;g‘gg&tamn
(a) Minimum distance classifier (b) Maximum Likelihood classfi

Fig 34: Traditional Classifier's output

Here we are presenting the report of the analysis perfoomége results obtained by the
different algorithm for a heterogeneous region of Alwar regibawn in figure 25(a).
When we observe the original image of Alwar region minutely eentify that the
marked portion contains the pixels of water, vegetation, barren and Bwukthe result
obtained for most of the algorithm discussed above is not promisingthfer
heterogeneous region. The traditional classifiers have wrongbgiied the region as
water, vegetation and rocky only this is shown in figure 34. TUrzy-classification has
wrongly marked the barren region as urban and the Rough Fuzay ties wrongly
marked the vegetation and barren portion as rocky. The result folMiAet states that
the outer portion of the marked region has only vegetation pixel whicitasrect as

there exist barren pixels as well. So we can say that diaer was only able to classify
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water pixels correctly for the marked region. For hybrid of RO ACO2 the water and
vegetation pixels in the marked portion are being classifiedatbyt® some extent but
the barren area is being wrongly classified as rocky.

In the BBO based implementation the barren and some of the vegeaiels of
encircled area is wrongly classified as rocky. Not ohlg,tthere is an urban portion in
the right side of the image which is being wrongly clasditas barren. This observation
shows that BBO is not able to classify some the homogeneous phet inoiage as well.
From the results of ACO/BBO we observe that it is abledesily water and vegetation
portion but this approach has wrongly classified the barren region as ro¢ke foortion
of the image taken into consideration. But combination of ACO with BB®provided
one advantage that it is now able to correctly classify thenuahd barren region which
is marked on the right side of the image. Even the combination oRABBO, and PSO
is not able to classify the encircled heterogeneous areactigrrHere, it is only able to
classify the water pixels and has wrongly classified thetaéga and barren pixels as
rocky. Semantic web based approach is only able to classify tiee pigels correctly
and rest of the pixels are wrongly classified as rocky. Mamdbicomputing is the only
approach which has been able to correctly classify the watehargatren pixels. But
this approach also has some disadvantages firstly it has wroagbified some of the
vegetation pixels in encircled area as barren and secondly theandaaon the right side

of the image is wrongly classified as barren.
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[ Barren
B Rociy
[ Urban
[ Vegetation
I VWater body
wegetation, water
and urban
rocky and water
(a) Fuzzy Classification (b) Rough-Fuzzy tie up

- wrater
I e
[ e
I:l racky
- harren
water and
vegetation Rocky, water and
wegetation
(c) cAntMiner Algorithm (d) Hybrid ACO-BBO Algorithm

roclky and water

(e) Hybrid ACO2/PSO (f) Semantic Web based classifier
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R oter
T e
B b
[ecky
- barren
rocley and water barren and water
(g) Hybrid ACO2/PSO/BBO (h) Membrane computing classifier

shows pure wrol]Bg;rrﬂ:ssiﬁed as
rocky

(i) BBO based classifier

Fig 35: Results for various algorithms

We have seen that a lot of discrepancy and uncertainty exisparating each feature
from the region. From the result analysis showed in figuren843& we can observe that
the existing algorithms are not able to correctly clastily marked heterogeneous
region. It shows that algorithms such as cAnt Miner, ACO2/PSOQI/BRB0,
ACO/BBO/PSO despite of having high ‘k’ value have wrongly dlesk the
heterogeneous region. On the other hand MC even with low ‘k’ valud#ddad@ classify

the heterogeneous region effectively to a certain extent. Thusawesay that a high
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kappa coefficient does not correspond to the correct classificatidhesé conflict

regions.
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9. Publication from Thesis

During the period of working over this project we interacted with rivatonal
community working on Nature Inspired algorithms. We discussed our appredh

them and collected the reviews and worked over the suggestions send to us.

9.1. The details of Conference publications

1. Conference Name The 2012 World Congress in Computer Science, Computer
Engineering, and Applied Computirigccepted), The 2012 International Conference on
Atrtificial Intelligence (ICAI'12).

URL: http://www.worldacademyofscience.org/worldcomp12/ws

Paper Title: —"Applying Nature Inspired Metaheuristic Technique to capture the
Terrain Features”

Authors: Akanksha Bharadwaj, Daya Gupta, V. K. Panchal.

Location: Las Vegas, Nevada, USA.

Conference date July 16 - 19, 2012

Publisher/Proceedings:The paper is included in the conference proceedings, which has

an ISBN number. The proceedings will also be submitted for sedtatabase indexes.

2. Conference Namelnternational Conference on Computer Science and Engineering
2012, Nainital, IndigPublished).

URL: http://www.interscience.in/Conference/Nainital/iccse
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Paper Title: “Comparative Analysis of Nature Inspired Techniques for Heterogeneous
region in Remote Sensing”

Authors: Akanksha Bharadwaj, Srideepa Banerjee, Daya Gupta, V. K. Panchal.
Location: Nainital, Uttrakhand, India.

Conference Date May 19, 2012

Publishers/ proceedings: The accepted papers will be included in the conference
proceedings, which has an ISBN number. The proceedings wereawvaitkble during

the conference.
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10. Conclusion and Future Scope

In this section the conclusion and the future scope of this work is presented.
10.1. Conclusion

A large numbers of soft computing techniques have been used forghiicdiion of
multi-spectral satellite image. All these techniques diassithe terrain features but
suffered from some uncertainties. Cuckoo Search is a new natpm@dmetaheuristic
algorithm which hardly has any footprint in any of the applicationk@uoiSearch is an
emerging area which is not been applied to image classiiicafihus terrain features
classification is taken as a case study. Our proposed impldérmengapixel by pixel and
hence overcomes the disadvantages of the previous techniques like BEBOwRCh
were implemented as cluster based approaches. The experimagatshown that our
algorithm is an efficient land cover classifier for the litgdeimage. Many of the land
cover features are identified much more clearly when proposedthigois used. By
using this approach we are able to classify the satetidge according to different areas
like water, urban, vegetation, barren region etc with differerdrsahssigned to each
feature's pixels. It is perceived that the Kappa coefficeam be considered as a well-
founded metric for assessing accuracy of classification iroteersensing. A novel
approach for feature extraction from high resolution multi - spestitellite image is
presented in this thesis. The result of the experiment for Afegion shows that the
water, vegetation and rocky regions are classified with 100%iezf€y while urban
region with almost 88% and barren region with 95% of efficiency. Téyapl coefficient

obtained for Alwar region is 0.9463 which is considered to be highly a@ecwas
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compared the Kappa coefficient of MDC, MLC, BBO, Fuzzy set areimbrane
Computing which were 0.7364, 0.7525, 0.6715, 0.913 and 0.68812 [12] respectively.
When this algorithm was applied to Saharanpur region the kappa coefficient obtaged w
0.9588. In this experiment 100% efficiency was obtained for mediumatemetsparse
vegetation and urban regions. Thus we can say that our proposed methb@ for t
classification of pixels is extremely helpful in providing high level of aacyr

Mixed pixel is one of the most crucial problems being facednigge classification
algorithms, so there was a need to present a technique thascke rich problem. Our
proposed algorithm given in chapter 6 can solve this problem withegeat The results
obtained from our experiment depicts that the labeling of mixe@lpiwith an
appropriate land cover class has been done efficiently and effgctMelreover, the
main advantage of this approach is that its performance doesnddeegven with the
increase in the number of mixed pixels which was not the caseme of the previous
algorithms proposed [16]. Cuckoo Search not only identified homogenedos trg

also successfully tagged the heterogeneous regions and the piketsl Thus our
proposed methods were successfully able to extract the land cewerefefrom the

given dataset and also maintained high levels of classification accuracy

10.2. Future Scope

The future scope of the research includes proposing certain natidificto the
algorithm so that the Kappa coefficient can be improved further.clitrent system is
implemented using KNN i.e. K- Nearest Neighbor and a simple dteutechnique; the

system performance can be increased by using other heduistitons. The system
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performance can be further increased by using better unsupecléssifications and
better training sets. Moreover it had identified most of the lavercfeatures but some
regions need to be identified properly. For this it can be combinadother bio-inspired
algorithm in order to classify all the homogeneous and heterogengous oé the image

more efficiently and effectively.
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Appendix - A

Abbreviations

EM — Electromagnetic MC- Membrane Computing

DN — Digital Number ACO — Ant Colony Optimization

BBO - Biogeography Based Optimization PSG- Particle Swarm
Optimization

MDC — Minimum Distance Classifier CS- Cuckoo Search

MLC — Maximum Likelihood Classifier S| — Swarm Intelligence

SC- Soft Computing FL—Fuzzy Logic

RS- Rough set theory NIR- Near Infra-Red

SVM — Support Vector Machine MIR — Middle Infra-Red

RS1- Radarsat-1 DEM- Digital Elevation Model

RS2- Radarsat2

LS-SVM - Least square support vector machine
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Appendix - B
Introduction to MATLAB Software

URL: http://mathworks.com/

MATLAB is a high performance language for technical computirtgintegrates
computation, visualization and programming in an easy-to-use environmené wher
problems and solutions are expresses in familiar mathematicatiomot Typical uses
include:

* Math and computation.

» Algorithm, simulation and prototyping.

» Modeling, simulation and prototyping.

» Data analysis, exploration and visualization.

» Scientific and engineering and visualization.

» Application development, including graphical user interface building.
MATLAB is an interactive system whose basic data elememini array that does not
require dimensioning. This allows you to solve many technical compptioglems,
especially those with matrix and vector formulations in a foactf the time it would
take to write a program in a scalar non interactive language such as C BRAGR
The name MATLAB stands for Matrix Laboratory. MATLAB was ginally written to
provide easy access to matrix software developed by the LO¥PAnd EISPACK
projects. Today MATLAB uses software developed by the LAPACGK ARPACK

projects, which together represent the state-of-the-art in software tidx owanputation.

Akanksha Bharadwaj: Computer Engineering Dept. (DTU) Page 95



Capture Terrain Features Using Cuckoo Search | 2012

MATLAB has evolved over a period of years with input from manysiser university
environments, it is the standard instructional tool for introductory amdnaéd courses
in mathematics, engineering and science. In industry, MATLA#Bastool of choice for
high-productivity research, development and analysis.

MATLAB features a family of application-specific solutions ledl toolboxes. Very
important to most users of MATLAB toolboxes allow you to learn andyagpécialized
technology. Toolboxes are comprehensive collections of MATLAB funct{bhifiles)
that extend the MATLAB environment to solve particular classgwablems. Areas in
which toolboxes are available include signal processing, controhsystaral networks,

fuzzy logic, wavelets, simulation and many others.

FILE TYPES

MATLAB can read and write several types of files. Thereraainly five different types
of files used in MATLAB which is used for storing data or programs.

* M-FILES - They are the standard ASCII files, with a .m extensiorh&file
name. There are basically two types of files and they S®ERIPT and
FUNCTION file. In general, mostly MATLAB files are saved as M-FILES

* MAT-FILES - They are the binary data-files, with a .mat extension to the
filename. These files are created when you save the MATLAB wligh the save
command. The data which you save in MATLAB can only be read byainats
it saves in a special format.

* FIG-FILES - They are the binary figure-file, with a .fig extensionhe filename.

Such files are created by saving a figure in this formaidayg the save and save
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as option in it. These files basically create all kind of infmron which is used
for again recreating a figure and can be opened by filename.fig.

* P-FILES- These are the compiled M-File , with a .p extension to teedhe.
These file can be executed directly without using any comaiidrparsed in it.
These files are created with the P-CODE command.

* MEX-FILES- These are MATLAB-callable FORTRAN and C programme, with
the .mex extension to the filename. Use of these file regoimee experience in

MATLAB and lot of patience in it.
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Appendix - C
Introduction to ERDAS IMAGINE

URL: http://www.ERDAS.com/

Overview

ERDAS is pleased to provide ERDAS IMAGINE® version 8.4 [17]. Manyagid and
commercial users who need to extract and interpret inform&tom imagery recognize
ERDAS IMAGINE as a must have. With ERDAS IMAGINE 8.4, ERDR®st, most
advanced release of ERDAS IMAGINE; production workflows are erdthrend
simplified like never before. As an example, the Batch Wizareastlines repetitive
procedures such as importing; reprojecting, and exporting large mumibides at once,
using a wizard approach to record and “re-play” commonly used prosediiso
featured is the IMAGINE Expert Classifier™ — a tool for graply building and
executing geographically aware, rules-based expert systeamss.tobol can be used to
build decision support systems, classifiers for high-resolution amadsIlS analysis

techniques, etc. These can then be distributed to other users for use with their own data

Also featured is the IMAGINE Expert Classifier™ — a tool gwaphically building and
executing geographically aware, rules-based expert systeamss.tobol can be used to
build decision support systems, classifiers for high-resolution empadsIS analysis

techniques, etc. These can then be distributed to other users for use with their own data

98. Akanksha Bharadwaj: Computer Technology Application; DTU



Capture Terrain Features Using Cuckoo Search | 2012

The software consists of two parts — the Knowledge Engineer an&rntbeledge

Classifier.
Knowledge Engineer:

This program provides a graphical user interface for the "exfmeftild a knowledge
base. The knowledge base is represented as a tree diagrastimgnsi final and
intermediate class definitions (hypotheses), rules (conditioméknsents concerning
variables), and variables (raster, vector, or scalar). Hypatla@seevaluated by the use of
rules — if one or more rules are true, then that hypothesis mayéat that particular
location. A rule is evaluated based on input variables to determinesiftrue. For
instance, a rule could be that slopes must be gentle (less thamegg)eg to evaluate
this, a variable is required determining the slope at every docafiis could be in the
form of an existing image specifying slope angles, it couldectnom a spatial model
calculating slope on-the-fly from an input DEM, or it could evenrbexernal program.
Variables can also be defined from vectors and scalars. If tiebhes’ value indicates
that the rule is correct, this (combined with other correct yuledicates that the

hypothesis (class allocation) is true.

Key Features

» Graphical drag-and-drop tool for building the knowledge tree.

» Confidence value definition and propagation, or the ability to handle unceytaint
is of vital importance to the knowledge base. The expert places confidezmehin
rule, and as multiple rules are triggered within a tree, the Kadyel Classifier

combines the confidences.
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Several rules could be true at a particular location — the athetle highest
confidence is most likely to be the class for that pixel.

Variables can be from various sources — images, vectors,rsscglaphical
models, and even user-defined programs.

The ability to include prompts for particular data files and variables enaleles
creation of portable knowledge bases

Use spatial operators (as opposed to traditional per-pixel classifieidpdial
Maker.

Enables the multiple AND’ing or OR’ing of rules through the consimacof the
tree branches horizontally or vertically.

Pathway cursor enables quick feedback on the results of dickdgsn to aid in
developing and fine-tuning a knowledge base.

Access to existing ERDAS IMAGINE tools, such as Model Makerdefining
spectral/spatial operators, shortens the learning curve.

Direct read and edit of ESRI‘'s Shapefiles.

Direct read of ESRI‘'s SDE data.

Enhanced and expanded native raster file handling.

Re-projection of raster data on-the-fly.

Batch processing wizard.

Enhanced Viewer functionality

Improved print versatility on Windows NT

International 2-byte font support in Annotation layers

Support for ERDAS IMAGINE .img files larger than 2 GB
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Knowledge Classifier:

With a previously created expert knowledge base, a less experiaaee may use the

Knowledge Classifier is to apply the knowledge base to data and perfoassdichtion.

Key features:

Wizard interface allows non-experts to apply the knowledge loafieeir own

data.

Evaluate all possible classification classes, or only consider a subsetsof rul

Identify missing files and prompt user to find them automatically.

Options to output fuzzy sets and confidence layers, as well as a classificat

Operator only requires an IMAGINE Advantage™ license.

The Knowledge Engineer is a standard part of IMAGINE Pradass 8.4. The
Knowledge Classifier is a standard part of IMAGINE Advast&y4. Consequently
expert users can design their knowledge bases using IMAGINEsBi@fal, but then
these knowledge bases can be distributed to the thousands of IMAKeNBtage users
around the world to apply the knowledge-based classification procéssit@wn data.
This portability of knowledge bases is one of the keys to thagttreof the expert

systems approach.
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