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Abstract 

Face detection is a challenging computer vision problem. Given a still image or an image 

sequence, the goal of face detection is to locate all regions that contain a face regardless of any 

three dimensional transformation and lighting condition. Several independent research have 

proposed different methods addressing the problem of face detection such as Principal 

Component Analysis, Linear Discriminant Analysis, Elastic Brunch Graph Matching, etc. Many 

approaches have been proposed using the skin color Information and shape analysis. There are 

two main categories that may serve as a solution for this problem: feature-based and image-based 

approaches. 

In this report, we present a detailed experimental study of face detection algorithm based on 

human skin color and fitting the ellipse as human face can be approximate by ellipse. Our 

approach for face detection requires no initial pre processing of the image. We proposed a face 

detection method based on Bacteria foraging, an optimization technique. A number of Bacteria 

agents with evolutionary behaviors are uniformly distributed in the 2-D image environment to 

search the skin-like pixels and locate each face-like region by evaluating the local color 

distribution. 
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Chapter 1 

INTRODUCTION 
 

1.1 Biometric Systems 
 
Identity management refers to the challenge management of providing authorized users 

with secure and easy access to information and services across a variety of networked 

systems. A reliable identity management system is a critical component in several 

applications that provide services to only legitimately enrolled users. Examples of such 

applications include physical access control to a secure facility, access to computer 

networks, performing remote financial transactions etc. The primary task in an identity 

management system is the determination of individual’s identity. This action may be 

necessary for many reasons but in most applications, the primary intention is to prevent 

impostors from accessing protected resources. Traditional methods of establishing a 

person’s identity include knowledge-based like passwords and token-based like ID cards, 

but these representations of the identity can easily be lost, shared or stolen. Therefore, 

they are not sufficient for identity verification. Biometric offers a natural and reliable 

solution to the problem of identity determination by recognizing individuals by using 

certain physiological or behavioral traits associated with the person. 

Some of physiological and behavioral characteristics that are being used in biometric 

systems include finger prints, iris, face, ear, signature, voiceprint, palmprint etc. They 

have an advantage over traditional security methods in that they cannot be easily stolen or 

shared. A simple biometric system has five main modules: 

 



 2

 

1. Sensor module 

2. Feature extraction module 

3. Matching module 

4. Decision module 

5. System database module 

The sensor module is responsible for acquiring the biometric data from an individual. The 

feature extraction module processes the acquired data and extracts a set of salient 

discriminatory feature to represent the underlying trait. The matching module compares 

extracted features against the stored templates to generate match scores. The decision 

module uses the match scores to either validate a claimed identity or determines the 

user’s identity. The system database module acts as the repository of biometric 

information. 

1.2 Operations of a Biometric System 
 
Depending on the application context; a biometric system may operate in the following 

two modes: 

1. Verification 

2. Identification 

1.2.1 Verification 
 
In the verification mode, the system validates a person’s identity by comparing the 

captured biometric data with his own biometric template stored in the system database. In 

such a system, an individual who desires to be recognized claims an identity, usually via 
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a PIN, a user name or a smart card and the system conducts a one to one comparison to 

determine whether the claim is true or not. The verification problem is two-category 

classification problem as follows: 

Given an input query feature set X and a claimed identity I, determine if(X,I) belongs to 

T or F, where T indicates that the claim is true (genuine user) and F indicates that the 

claim is false (impostor). To determine its category, X is matched against Y, the stored 

biometric template of user I. The resulting decision rule is, 

 
  

 (ܺ, (ܫ = ቄܶ															݂ܫ	ܵ(ܺ, ܻ) ≥ ܶℎܨ																								ݐܱℎ݁݁ݏ݅ݓݎ 																																																											(૚) 
 
Where S is the function that measures the similarity between X & Y, and Th is a 

predefined threshold. The value S(X, Y) is a match score between the feature vector of 

the query and the stored template corresponding to identity I. 

1.2.2 Identification 
 
In the identification mode, the system recognizes an individual by searching the 

templates of all the users in the database for a match. Therefore, the system conducts a 

one to many comparisons to establish an individual’s identity or fails if the subject is not 

enrolled in the system database. The subject does not claim any identity. The 

identification problem may be stated as follows: 

Given an input query feature set X , determine the identity Ik , k Є {1,2,.....,N, N+1}, 

where I1, I2, ....., IN are the N identities enrolled in the system, and IN+1 indicates the reject 

case. To determine the individual’s identity, the decision rule is: 

ܺ ∈= ቊܫெ														݂ܫ	ܯ = ,௞൛ܵ൫ܺݔܽ݉ ூܻೖ൯ൟ	ܽ݊݀	ܵ൫ܺ, ூܻಾ൯ ≥ ܶℎ	ܫெାଵ																																																																										ܱݐℎ݁݁ݏ݅ݓݎ 									(૛) 
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1.3 Performance of a Biometric System 
 
A match score is known as genuine score if it is a result of matching two samples of a 

biometric trait of the same user. It is known as an impostor score if it is the result of 

matching two samples of a biometric trait originating from different users. An impostor 

score that exceeds the predefined threshold results in a false accept, while a genuine score 

that falls below the predefined threshold results in a false reject. The False Accept Rate 

(FAR) of a biometric system is the fraction of impostor scores exceeding the threshold. 

Similarly, the False Reject Rate (FRR) of a system is defined as the fraction of genuine 

scores falling below the threshold. Regulating the value of Threshold changes the FRR 

and the FAR values, but for a given biometric system, it is not possible to decrease both 

these errors simultaneously. The EER (Equal Error Rate) refers to the point where the 

FAR equals the FRR. A lower EER value indicates better performance. In case of 

identification, an alternative performance measure called identification rate is used to 

indicate the performance of the system. The identification rate indicates the proportion of 

times a previously enrolled user is successfully mapped to the correct identity in the 

system. The rank-k identification rate is the proportion of times the correct identity 

occurs in the top k matches as determined by the match score. 

1.4 Limitations of Biometric System 
 
Biometric Systems are often affected by the following problems: 

• Noise in sensed data: The recognition accuracy of the biometric system is highly 

sensitive to the quality of the biometric input and noisy data can result in a significant 

reduction in the accuracy of the biometric system. 
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• Non-universality: If every individual is able to present the biometric trait for 

recognition, then the trait is said to be universal. Non-universality leads to Failure to 

Enroll (FTE) error in a biometric system. 

• Lack of individuality: Feature extracted from different individuals can be quite 

similar. This lack of uniqueness increases the False Accept Rate (FAR) of a biometric 

system. 

• Intra-class variations: The biometric data acquired during verification will not be 

identical to the data used for generating template during enrollment for an individual. 

This is known as intra-class variation. Large intra-class variations increase the False 

Reject Rate (FRR) of a biometric system. 

• Inter-class similarities: Inter-class similarity refers to the overlap of feature spaces 

corresponding to multiple individuals. Large Inter-class similarities increase the False 

Acceptance Rate (FAR) of a biometric system. 

• Susceptibility to circumvention: An impostor can circumvent a biometric system 

using spoofed traits. Behavioral traits like signature and voice are more susceptible to 

such attacks than physiological traits. 
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Chapter 2 

FACE DETECTION 
 
2.1 Introduction 
 
Human face perception is currently an active research area in the computer vision 

community. Face detection falls into the field of computer vision and pattern recognition. 

This field seeks to use the computer as a means of observation, attempting to make it a 

tool for perceiving and processing visual information in addition to the more orthodox 

textual use of computers. Within the studies of Artificial Intelligence this field is of great 

importance, since perception is an important task to be accomplished by Intelligent 

Autonomous Systems, such as robots, to be able to react (and perhaps adapt) to their 

surroundings. Face Detection is a very important task within the field of computer vision, 

for it is the first essential step in a complete face recognition system. Furthermore it has 

its applications in security systems, multimedia systems and human-computer interaction 

systems, i.e. a computer monitor flashing on, only when a person is in front of it, and 

going into power saving mode when the person leaves. Human face localization and 

detection is often the first step in applications such as video surveillance, human 

computer interface, and image database management. 

 Locating and tracking human faces is a prerequisite for face recognition and facial 

expressions analysis, although it is often assumed that a normalized face image is 

available. In order to locate a human face, the system needs to capture an image using a 

camera and a frame-grabber to process the image, search the image for important features 

and then use these features to determine the location of the face. The process of human 

face detection is a complex problem to computer but if sufficient information provided, it 
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will be able to detect human face. One of the most important features for detecting the 

face is the skin color of human face. However color is not sufficient to detect the human 

and localize it because other body part may have similar color. Therefore we need some 

other features such as geometry of the face and eyes location. 

Many Face detection techniques are reported in the literature. Face detection in gray 

images based on edge orientation feature have proposed by [1].Another technique has 

been proposed by [2] in color image using the shape of face and edges. Johg MinLee et 

al[3] has worked on face detection suing edge orientation and geometric feature.Wu and 

Nevatia et al [4]present an approach to automatically detect and track multiple, possibly 

partially occluded humans in a walking or standing pose from a single camera, which 

may be stationary or moving. Jinquinglui et al. [5] suggest an improved canny and soble 

edge operator for the face detection. The Kirsch edge detection algorithm's shortage, a 

method of improved Kirsch human face edge detection was proposed by Yuweibo et al. 

[6]. Many researchers have worked on face detection using the template matching. Ben 

Zion et al [7] investigate the problem of detecting human faces in complex images using 

large set of templates and hash table for improving the searching efficiency. [8, 9] have 

proposed new method for the face detection using the template matching. Jianguo et al 

[10] propose a new method based on shape information and edge template matching. A 

classical example of appearance-based methods, Mogghadametal. [11] Used Eigen- space 

representation for individual features, i.e. the eyes and mouth. However, this method was 

also effected by rotation and illumination. Another category is the invariant feature-based 

approach. These methods attempt to find consistent features that are discriminative 

enough even when the pose, viewpoint, or illumination conditions could vary. Among 
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many approaches involving the invariant-based method for facial features, the facial color 

and the edge property are two typical invariants. The facial color characteristic is a 

simple and fast approach for pose-variant face detection.  In [12, 13], which use facial 

color information with lighting compensation, a chromatic map of the facial features is 

created. Taigun Lee et al. [14] proposed new method based on pattern of facial feature in 

color images.  

Kinchoong et al. [15] suggest new methods which adopt a bottom-up feature-based 

approach which has the flexibility to be extended to different scale, orientation and 

viewpoint of faces in the image. The neural network approach detects faces by sub-

sampling different regions of the image to a standard- sized sub image and then passing it 

through a neural network filter. Some authors [16, 17, 18, 19] use artificial neural 

network trained with the normalized face image but these method requires more 

computation time. Generative neural network model have been proposed by Raphael 

Feraud et al. [20] based on neural network. Another category of face detection is using 

fuzzy pattern matching and neuro-fuzzy classifier. Haiyuan et al. [21] proposed a fuzzy 

theory based on pattern matching technique and use it to detect a face candidate finding 

out pattern similar to prebuild head shape model from the extracted skin and hair region. 

Akihiro yorita et al. [22] suggests a fuzzy based using the genetic algorithm an 

optimization technique. Recently, evolutionary computation has been applied to improve 

the performance of image processing [23, 24]. 

2.2 Problem definition 
 
Face detection remains an open problem. The task of face detection is extremely trivial 

for humans, but it is a challenge to enable computers to carry out the same task. The 
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problem of face detection in still images is more challenging and difficult when 

compared to the problem of face detection in video since emotion information can lead to 

probable regions where face could be located. We may summarize the basic problem 

definition of Face Detection by saying that we are given an input scene. The goal is to 

find a set of possible locations on the image satisfying certain conditions. We are subject 

to the constraint that we are able to find the faces from the scene in a short period of time. 

We have a diverse database of color images, and we want to determine whether these 

images contain any human faces. A lot of literature is written on the subject, and a lot of 

approaches to the face detection problem are proposed. 

2.3 Objective and Overview of the Project 
 
The main objective of our project was to study existing techniques for face detection, and 

propose changes or modification for improvement of current methods. Our work involves 

initial extraction of regions of the image based on skin color range, using bacteria 

foraging. Minimizing false positives and time required were two constraint imposed. 

Since our approach is rather open, it can be implemented in a variety of platforms and a 

multitude of applications. All our simulations have been done in a testing and simulating 

tool developed in MatLab. 

2.4 Related works on Face Detection 
 
Many researchers have proposed different methods addressing the problem of face 

detection. Face detection techniques are classified in to feature based and image based. 

The feature based techniques use edge information, skin color, motion and symmetry 

measures, point distribution, et al [25]. Image based techniques include neural networks, 

linear subspace method like Eigen faces, fisher faces etc. A number of face detection 
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algorithms such as those using eigenfaces [26] and neural networks [27], for instance, 

have been developed. In these algorithms, however, a large amount of numerical 

computation is required, making the processing extremely time-consuming. 

2.4.1 Edge-based Feature Maps 
 
Edge-based feature maps are the very bases several image representation algorithm [28], 

[29]. The feature maps represent the distribution of four- direction edges extracted from a 

64x64 pixel input image. The input image is first subjected to pixel by pixel spatial 

filtering operations using kernels of 5x5 pixel size to detect edges in four directions, i.e. 

horizontal, +45 degree, vertical, or -45 degree. The threshold for edge detection is 

determined taking the local variance of luminance data into account. Namely, the median 

of the 40 values of neighboring pixel intensity differences in a 5x5 pixel kernel is adopted 

as the threshold. This is quite important to retain all essential features in an input image 

in the feature maps. Fig.2 shows an example of feature maps generated from the same 

person under different illumination conditions. The edge information is very well 

extracted from both bright and dark images. 

 

Fig 2 Feature map generated from dark and bright images 



 12

2.4.2 Feature Vectors 
 
64-dimension feature vectors are generated from feature maps by taking the spatial 

distribution histograms of edge flags. In this work, three types of feature vectors, two 

general-purpose vectors and a face-specific vector generated from the same set of feature 

maps were employed to perform multiple-clue face detection algorithm [28]. Fig. 3 

illustrates the feature vector generation procedure in the projected principal-edge 

distribution (PPED) [29].  This provides a general purpose vector. In the horizontal edge 

map, for example, edge flags in every four rows are accumulated and the spatial 

distribution of edge flags along the vertical axis is represented by a histogram. Similar 

histograms are generated from three other feature maps, and a 64- dimension vector is 

formed by concatenating the four histograms. Generation of the other general-purpose 

vector called the cell edge distribution (CED) vector is illustrated in Fig. 4. Each feature 

map is divided into 4x4 cells. Each element in a CED vector indicates the number of edge 

flags in the corresponding cell. A face specific feature vector generation scheme called 

the eyes-and-mouth (EM) extraction is shown in Fig. 5. Two16-pixel-high bands of rows 

are cut from the horizontal feature map. They correspond to the location of eyes and a 

mouth when the 64x64 pixel window encloses a human face. Then the number of edge 

flags in two neighboring columns is counted to yield a single vector element in a 64-

dimension EM vector. 



 13

 

Fig3. Feature vector generation based on projected principal edge distribution. 

 

Fig. 4 Feature vector generation based on cell edge distribution algorithm. 

 

Fig.5 Feature vector generated by the eyes and mouth (EM) extraction. 

2.4.3 Face Detection by Template Matching 
 
Face detection is carried out in two steps: the coarse selection step and the fine selection 

step. In the coarse selection step, a 64x64-pixel area is taken from the input image and a 
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feature vector is generated. Then, the feature vector is matched with all template vectors 

of face samples and non-face samples stored in the system and classified as a face or a 

non-face according to the category of the best-matched template vector. The matching is 

carried out using the Manhattan distance as the dissimilarity measure. Template matching 

is performed using three feature vector generation algorithms: PPED, CED and EM. If a 

local image is classified as a face by all the three vector representations, then it is adopted 

as a face candidate. This classification is carried out by pixel-by-pixel scanning of the 

64x64-pixel window over the entire image. 

2.4.4 Artificial Neural Network based Face Detection 
 
In the field of face detection, as well as in the field of face recognition, a lot of literature 

is devoted to describing systems using Artificial Neural Networks (ANNs) as classifier. 

In the case of face recognition ANNs are used to determine whether a given face is one 

the system has seen before (and thus recognizes) despite differences in orientation, 

lighting and facial expressions of the same face. Therefore, the face that is offered to the 

system will be matched against a database of faces, and be classified as known or not 

known. In the field of face detection, however, ANNs are used to a certain 

representational model of the visual structure face. 

In this approach neural networks are trained with a training set of face Images. The test 

image is then fed into the neural network for faces to be detected. In practice the network 

will not receive a perfect image of face which represented by vector as input. 

Specifically, the network should make as few mistakes as possible when classifying 

images with noise of mean 0 and standard deviation of 0.2 or less [17, 30]. Advantage of 

using a NN is that the system can be easily be upgraded to recognize faces. 
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Fig.6 Neural Network 

A different approach for detecting upright faces in grayscale images is proposed by 

Rowley et al. [31]. They propose to train a set of ANNs directly on the face and non-face 

input patterns. The ANNs take as input the information passed through by a window of 

receptive fields. This is a 20 x 20 pixel window which is divided into 26 sub-windows, 

each connected to one input unit of the network, thus reducing the number of input values 

from 400 to 26. In each experiment 2 or 3 networks are trained and during classification, 

arbitration takes place between the outputs of the different networks, by looking at the 

intersection or unification of the outputs of the different networks, or by voting between 

the outputs of the different networks. 

2.4.5 Face detection based on prior knowledge 
 
To build a model of the human face based on prior knowledge, one has to define features 

to distinguish between non-faces and faces. To do this we will look at the knowledge we 

humans possess about a face. A human being might define a face using knowledge of the 

appearance and the position of the facial features, such as the eyes, nose and mouth, and 
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using knowledge about the context, such as hair, ears and neck. A face would thus be 

defined as: 

A region of the human body between the ears and above the neck, possibly with hair on 

top or to the sides, containing two eyes on the same vertical position and a nose slightly 

lower and between the eyes, and a mouth even lower, stretching approximately the same 

distance to the left and right starting from the point right under the nose. 

 

 2.4.6 Skin color based Face Detection 
 
For detecting face there are various skin color based algorithms have been proposed. 

Color is an important feature of human faces. Using skin-color as a feature for tracking a 

face has several advantages. Color processing is much faster than processing other facial 

features. Under certain lighting conditions, color is orientation invariant [32].However, 

color is not a physical phenomenon; it is a perceptual phenomenon that is related to the 

spectral characteristics of electromagnetic radiation in the visible wavelengths striking 

the retina. Tracking human faces using color as a feature has several problems like the 

color representation of a face obtained by a camera is influenced by many factors 

(ambient light, object movement, etc.), different cameras produce significantly different 

color values even for the same person under the same lighting conditions and skin color 

differs from person to person[33]. It is also robust towards changes in orientation and 

scaling and can tolerate occlusion well. A disadvantage of the color cue is its sensitivity 

to illumination Color changes and, especially in the case of RGB, sensitivity to 

illumination intensity. It would be fair to say that the most popular algorithm to face 

localization is the use of color information, whereby estimating areas with skin color is 

often the first vital step of such strategy. Hence, skin color classification has become an 
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important task. Much of the research in skin color based face localization and detection is 

based on RGB, YCbCr and HSI color spaces. YCbCr and HSI are two most commonly 

used colour models for digital processing. In our work we have used the HIS model. 

Kjeldson and Kender defined a color predicate in HSV color space to separate skin 

regions from background [32]. Here the responsible values are hue (H) and saturation (S). 

If the threshold is chosen as [H1, S1] and [H2, S2], and a pixel is classified to have skin 

tone if the values [H,S] fall within the threshold and this distribution gives the localized 

skin image. Similar to above algorithm our approach is also having the same constraint. 

 

 

Fig.7 Double cone model of HIS color space 

Kovac et al., [34] has constructed classification rules which make it possible to classify 

skin color in images in different lighting conditions using the RGB color space. The 

classification takes two different lighting conditions into account, which are: uniform 

daylight and flash or lateral illumination. The algorithm was initially developed to work 
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best under standard daylight illumination. The rules for classifying a pixel as skin are 

shown in Table1  

 

Tab.1 Rules for skin pixel 

Lighting condition Uniform daylight Flash or Lateral daylight 

Skin classification rule R>95,G>40,B>20 

Max{R,G,B}-

Min{R,G,B}>15 

|R-G|>15,R>G,R>B 

R>20,G>210,B>170 

|R-G|<=15,B<R,B<G 

 

Figure 8 shows the result of using the skin classification rules from Table on a test image. 

   

Fig.8 The skin segmentation rules from [Kovac et al., 2003] applied to an image. 

In the test image used, the skin segmentation is performed very well. Almost all skin has 

been classified correctly and only the table in the image is wrongly classified as skin.  

2.4.7 Texture Based Face Detection 
 
Different researchers have published texture based face detection methods, based on 

training appearance models using the AdaBoost algorithm and using Haar-like features 
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[35 36 37] and Viola & Jones,et al. [38] . This section only describes these texture based 

approaches. The Haar-like features and the training approach have also been used in other 

applications. The basic idea was first proposed in [35] by Viola & Jones where two key 

ideas are presented. The first key idea is to create a face detector based on a combination 

of weak classifiers. To combine weak classifiers to a boosted classifier; a training 

algorithm based on AdaBoost is used. The second key idea is to create a cascade of 

boosted classifiers. A weak classifier is constructed of a single Haar-like feature, a 

boosted classifier is a weighted combination of weak classifiers, and a cascaded classifier 

is a sequence of boosted classifiers. An illustration of examples of the different types of 

classifiers and how they relate is shown in Figure 9. 

 

Fig.9 Example weak classifier, Boosted and cascade classifier 

To detect faces in images a sub-window is moved across the image in different scales. 

Each sub-window is then processed by the cascaded classifier. Each boosted classifier in 

the cascade is denoted a layer, for each of these the sub-window is evaluated by the 
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corresponding boosted classifier. If the sub window is classified as a face, it is passed to 

the next layer. A sub-window must be classified as a face by all layers of the cascade to 

be detected. This structure is illustrated in Figure 2.20. A cascaded classifier is trained to 

consist of increasingly more complex boosted classifiers. Each boosted classifier has a 

very high detection rate and a moderate false acceptance rate. This enables the first few 

layers of the cascaded classifier to reject a majority of the non face sub-windows in the 

input image, this way more computation time is spent on more difficult samples. The 

cascaded classifier is a fast detection algorithm, in [35] a frame rate of 15 frames per 

second is achieved while scanning an image of resolution 384x288, using a Pentium III 

700MHz. However, the fast detection time is at the cost of training time.  
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Chapter 3 

COLOR AND COLOR MODELS 
 
 
Before we propose skin color model, it is useful to take a closer look at color in general. 

Because the way color is modeled in computers, is derived from the way the human eye 

perceives it, I will first describe the way the human eye processes color information. 

 3.1 Color in General and Human Color Perception 
 
For an object to have color, it has to reflect visible light. Visible light is a small part of 

the electromagnetic spectrum, i.e. the part between 380 and 780 nm. If an object reflects 

or emits electromagnetic radiation between these two wavelengths, that object will be 

visible, and will be said to have color. For human beings to perceive this reflected or 

emitted light, it has to be received by the receptor cells that are situated in the human 

retina, which will pass this information to the visual cortex in the brain. Two sorts of 

receptor cells reside in the human eye: rods and cones. The rods are sensitive to light 

intensity only, so we don’t use rods for perceiving color, but we do depend on them for 

perception in the dark. The cones are sensitive to wavelengths of light, so those are the 

ones we use for perceiving colors. The human retina contains three types of cones, all 

sensitive to a different part of the visible light spectrum. The first type is most sensitive to 

±620 nm, the second type to ±520 nm and the third type to ±450 nm (respectively Red, 

Green and Blue). This means that human color perception is based on a combination of 

roughly these three colors. 
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3.2 The RGB Color Space 
 
This system of Red, Green and Blue components is adopted by the designers of digital 

cameras and color monitors. A color camera, for instance, has sensitive cells for Red, 

Green a Blue intensities. These sensitive cells each receive an spectral energy distribution 

E(ૃ), where ૃ are the wavelengths of the perceived light. Using these sensitive cells, the 

wavelengths of perceived light are mapped to RGB values using the 

Following equations: 

                           ܴ = ׬ (ߣ)ܧ ∪ோ (ߣ) ఒ	ߣ݀ 																																																																																			(૜) 
ܩ                                              = ׬ (ߣ)ܧ ∪ீ (ߣ) ఒ	ߣ݀ 																																																																																			(૝) 							ܤ = න(ߣ)ܧ ∪஻ (ߣ) 	ߣ݀

ఒ 																																																																																					(૞) 
Where Ux | X €(R, G. B), are color component matching functions. The R, G and B 

components combined can produce every possible visible color. Hence we call RGB a 

complete color system. The RGB color space can be represented by a cube having R, G 

and B as its axes: 

                                    

                                        Fig.10 RGB cube with intensity diagonal 

3.3 Intensity Invariant Color Spaces 
 
The intensity of an image in RGB color space is defined by adding up the R, G and B 

components, i.e.: 
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                                I(R, G, B) = R+G+B                                                                       (6) 

Applying this calculation to every pixel in an image yields an intensity or gray value 

image, which is devoid of all color information. From this we can derive that for 

acquiring actual color information we have no need for intensity information. In this 

subsection I will discuss some intensity invariant color spaces. 

3.4 Hue Saturation Intensity (HSV, HSI) 
 
Hue-saturation based colorspaces were introduced when there was a need for the user to 

specify color properties numerically. They describe color with intuitive values, based on 

the artist’s idea of tint, saturation and tone. Hue defines the dominant color (such as red, 

green, purple and yellow) of an area; saturation measures the colorfulness of an area in 

proportion to its brightness [39]. The”intensity”,”lightness” or “value” is related to the 

color luminance. Several interesting properties of Hue were noted in [40]: it is invariant 

to highlights at white light sources, and also, for matte surfaces, to ambient light and 

surface orientation relative to the light source. However, [39], points out several 

undesirable features of these colorspaces, including hue discontinuities and the 

computation of “brightness” (lightness, value), which conflicts badly with the properties 

of color vision. .The transformation of RGB to HSV is invariant to high intensity at white 

lights, ambient light and surface orientations relative to the light source and hence, can 

form a very good choice for skin detection methods. The HSV color space is quite similar 

to the way in which humans perceive color. The other models, except for HSL, define 

color in relation to the primary colors. The colors used in HSV can be clearly defined by 

human perception, which is not always the case with RGB or CMYK. 

H = arccos భమ൫(ୖିୋ)ା(ୖି୆)൯ඥ((ୖିୋ)మା(ୖି୆)(ୋି୆))																																																						(ૠ)      
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 S = 1 − 3୫୧୬	{ୖ,ୋ,୆}(ୖାୋା୆) 																																																																													(ૡ)   
   
 ܸ = ଵଷ (ܴ + ܩ +  (ૢ)																																																																																										(ܤ
 
 

 

Fig.11 HSV color cone variation 

An alternative way of hue and saturation computation using log opponent values was 

introduced in [40], where additional logarithmic transformation of RGB values aimed to 

reduce the dependence of chrominance on the illumination level. The polar coordinate 

system of Hue-Saturation spaces, resulting in cyclic nature of the colorspace makes it 

inconvenient for parametric skin color models that need tight cluster of skin colors for 

best performance. A different representation of Hue-Saturation using Cartesian 

coordinates can be used [41]:              X = S cosH 											Y = S sinH																																																						(૚૙) 
3.5 TSL - Tint, Saturation, Lightness 
 
A normalized chrominance-luminance TSL space is a transformation of the normalized 

RGB into more intuitive values, close to hue and saturation in their meaning.  
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ܵ = ඨ95 ᇱଶݎ) + ݃ᇱଶ)																																																																											(૚૚) 
 

ܶ = ۔ۖەۖ
ۓ ୟ୰ୡ୲ୟ୬൬୰ᇱ୥ᇱ൰ଶ஠ + 14				 , gᇱ > 0ୟ୰ୡ୲ୟ୬(౨ᇲౝᇲ)ଶ஠ + 34		 , gᇱ > 0		0			,																					gᇱ = 0																																																									(૚૛) 

 L = 0.299R + 0.587G + 0.114B																																																		(૚૜) 
 

Where r0 = r−1/3, g0 = g−1/3 and r, g come from (15). [41] Have compared nine 

different colorspaces for skin modeling with a unimodal Gaussian joint pdf (only 

chrominance components of the colorspaces were used). They argue that normalized TSL 

space is superior to other colorspaces for this task. [42] Has also employed this 

representation for their approach. 

 3.6 YCrCb 
 
YCrCb is an encoded nonlinear RGB signal, commonly used by European television 

studios and for image compression work. Color is represented by luma (which is 

luminance, computed from nonlinear RGB [43]), constructed as a weighted sum of the 

RGB values, and two color difference values Cr and Cb that are formed by subtracting 

luma from RGB red and blue components. 

Y = 0.299R+0.587G+0.114B 
Cr = R−Y                                                                                               (14)                                
Cb = B−Y 
 

The transformation simplicity and explicit separation of luminance and chrominance 

components makes this color space attractive for skin color modeling [44]. 
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3.7 The rgb Color Space 
 
Another intensity invariant color space is the rgb color space. We have already stated that 

intensity is defined as the sum of the R, G, and B components. So another way to 

normalize with respect to intensity, is dividing this sum. Hence, the rgb color space is 

defined, with respect to the RGB space, as follows: 

r = RR + G + B 	g = GR + G + B 	b = BR + G + B																																						(૚૞) 
 

 

Fig.12 rgb normalized color space 

As can be seen in figure 11, the R+G+B =1 plane in RGB color space defines an 

equilateral triangle. This triangle is called the chromatic triangle. The rgb color space is 

defined as the projection of points inside the RGB cube on the chromaticy cube. Since the 

intensity line makes a 90 degree angle with the chromaticy triangle, the colors that vary 

only in intensity, are projected on the same point on the chromatic plane, and 

consequently have the same r, g and b values. Thus, the rgb color space is intensity 

invariant. The rgb color space has multiple advantages. Since r + g + b = 1, one only 

needs two of these components to characterize all existing colors, thereby reducing the 

color space complexity. Furthermore the rgb color space is invariant to shadows, surface 
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orientation, illumination direction and illumination intensity for dull matte surfaces, like 

the HSI color space. However, the system is unstable when intensity is low, and it is 

sensitive to illumination color. The rgb color space is not defined for achromatic color. 

3.8 The c1c2c3 Color Space  
 
Gevers et al. [45] defines the c1c2c3 color space. This color space is defined as follows: 

1ܥ	 = arctan ൬ ܴmax(ܩ, 2ܥ 	(૚૟)																																																																				൰(ܤ = arctan ൬ ,ܴ)ݔܽ݉ܩ 3ܥ (૚ૠ)																																																																			൰(ܤ = arctan ൬ ,ܴ)ݔܽ݉ܤ  (૚ૡ)																																																																			൰(ܩ
 

 

Fig.13 c1c2c3 color space 

These values represent the angles of the body reflection vector, i.e. c1 is the angle 

between the red component and the maximum of the green and blue components. Figure 

12 shows the calculation of c1 when the blue component has a greater value than the 

green component. This color space is invariant to shadows, surface orientation, and 

illumination direction and illumination intensity for dull matte surfaces.  
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Chapter 4 

BACTERIA FORAGING 
  
A new evolutionary technique, called Bacterial Foraging scheme, was introduced by 

K.M.Passino [46].The foraging can be modeled as an optimization process where bacteria 

seek to maximize the energy obtained per unit time spent during foraging. In this process, 

the nutrient function is defined and is being maximized by each bacterium in search of 

food. Each bacterium tries to maximize the amount of nutrient while minimizing time and 

energy cost by following four stages: 1) Chemo taxis, 2) Swarming, 3) Reproduction, and 

4) Elimination & Dispersal. In the beginning, there will be as many solutions as the 

number of bacteria. So, each bacterium produces a solution for set of optimal values of 

parameters iteratively, and gradually all the bacteria converge on the global optimum. 

During foraging of the real bacteria, locomotion is achieved by a set of tensile flagella. 

Flagella help an E.coli bacterium to tumble or swim, which are two basic operations 

performed by a bacterium at the time of foraging. When they rotate the flagella in the 

clockwise direction, each flagellum pulls on the cell. That results in the moving of 

flagella independently and finally the bacterium tumbles with lesser number of tumbling 

whereas in a harmful place it tumbles frequently to find a nutrient gradient. Moving the 

flagella in the counterclockwise direction helps the bacterium to swim at a very fast rate. 

In the above-mentioned algorithm the bacteria undergoes chemotexis, where they like to 

move towards a nutrient gradient and avoid noxious environment. Generally the bacteria 

move for a longer distance in a friendly environment. Figure 1 depicts how clockwise and 

counter clockwise movement of a bacterium take place in a nutrient solution. 
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Fig.14. Swim and tumble of a bacterium 

When they get food in sufficient, they are increased in length and in presence of suitable 

temperature they break in the middle to from an exact replica of itself. This phenomenon 

inspired Passino to introduce an event of reproduction in BFOA. Due to the occurrence of 

sudden environmental changes or attack, the chemotactic progress may be destroyed and 

a group of bacteria may move to some other places or some other may be introduced in 

the swarm of concern. This constitutes the event of elimination-dispersal in the real 

bacterial population, where all the bacteria in a region are killed or a group is dispersed 

into a new part of the environment. 

Now suppose that we want to find the minimum of J( θ )where θ p ∈ℜ (i.e. θ is a p-

dimensional vector of real numbers), and we do not have measurements or an analytical 

description of the gradient ∇J( θ ) . BFOA mimics the four principal mechanisms 

observed in a real bacterial system: chemotexis, swarming, reproduction, and 
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elimination-dispersal to solve this non-gradient optimization problem. Let us define a 

chemotactic step to be a tumble followed by a tumble or a tumble followed by a run. Let j 

be the index for the chemotactic step. Let k be the index for the reproduction step. Let l 

be the index of the elimination-dispersal event. Also let  

p: Dimension of the search space, 

S: Total number of bacteria in the population, 

Nc : The number of chemotactic steps, 

Ns: The swimming length. 

Nre : The number of reproduction steps, 

Ned : The number of elimination-dispersal events, 

Ped : Elimination-dispersal probability, 

C (i): The size of the step taken in the random direction specified by the tumble. 

Let P( j, k, l) { ( j, k, l) | i 1,2,..., S} i = θ = represent the position of each member in the 

population of the S bacteria at the j-th chemotactic step, k-th reproduction step, and l-th 

elimination-dispersal event. Here, let J (i, j, k, l) denote the cost at the location of the i-th 

bacterium ߠ௣௜ ( j, k, l)∈ℜ (sometimes we drop the indices and refer to the i-th bacterium 

position as θι  ). Note that we will interchangeably refer to J as being a “cost” (using 

terminology from optimization theory) and as being a nutrient surface (in reference to the 

biological connections). For actual bacterial populations, S can be very large (e.g., S 

=109), but p = 3. In our computer simulations, we will use much smaller population sizes 

and will keep the population size fixed. BFOA, however, allows p > 3 so that we can 

apply the method to higher dimensional optimization problems. Below we briefly 

describe the four prime steps in BFOA. 
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i) Chemotaxis: This process simulates the movement of an E.coli cell through swimming 

and tumbling via flagella. Biologically an E.coli bacterium can move in two different 

ways. It can swim for a period of time in the same direction or it may tumble, and 

alternate between these two modes of operation for the entire lifetime. Suppose θ(i, j, k, l) 

represents i-th bacterium at jth chemotactic, k-th reproductive and l-th elimination-

dispersal step. C(i) is the size of the step taken in the random direction specified by the 

tumble (run length unit). Then in computational chemotaxis the movement of the 

bacterium may be represented by 

݆)௜ߠ + 1, ݇, ݈) = ,݆)௜ߠ ݇, ݈) + (݅)ܥ ∆(݅)ඥ∆்(݅)∆(݅)																						(૚ૢ) 
          
Where Δ indicates a vector in the random direction whose elements lie in [-1, 1]. 

ii) Swarming: An interesting group behavior has been observed for several motile 

species of bacteria including E.coli and S. typhimurium, where intricate and stable spatio-

temporal patterns (swarms) are formed in semisolid nutrient medium. A group of E.coli 

cells arrange themselves in a traveling ring by moving up the nutrient gradient when 

placed amidst a semisolid matrix with a single nutrient chemo-effecter. The cells when 

stimulated by a high level of succinate, release an attractant aspertate, which helps them 

to aggregate into groups and thus move as concentric patterns of swarms with high 

bacterial density. The cell-to-cell signaling in E. coli swarm may be represented by the 

following function. 
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,ߠ௖௖൫ܬ ܲ(݆, ݇, ݈)൯ =෍ܬ௖௖ ቀߠ, ,݆)௜ߠ ݇, ݈)ቁௌ
௜ୀଵ 			

= ෍൥−݀௔௧௧௥௔௖௧௔௡௧ exp ൭−ݓ௔௧௧௥௔௖௧௔௡௧ ෍൫ߠ௠ − ௠௜ߠ ൯ଶ௉
௠ୀଵ ൱൩ௌ

௜ୀଵ
+෍൥−ℎ௥௘௣௘௟௟௔௡௧ exp ൭−ݓ௥௘௣௘௟௟௔௡௧ ෍൫ߠ௠ − ௠௜ߠ ൯ଶ௉

௠ୀଵ ൱൩ௌ
௜ୀଵ 																		(૛૙) 

where J cc (θ, P (j, k, l))  is the objective function value to be added to the actual 

objective function (to be minimized) to present a time varying objective function, S is the 

total number of bacteria, p is the number of variables to be optimized, which are present 

in each bacterium and ߠ = ,ଵߠ] ,ଶߠ … , ,௉]் is a point in the p-dimensional search domain. ݀௔௧௧௥௔௖௧௔௡௧ߠ ,௔௧௧௥௔௖௧௔௡௧ݓ ℎ௥௘௣௘௟௟௔௡௧,  ௥௘௣௘௟௟௔௡௧ are different coefficients that should beݓ

chosen properly.  

iii) Reproduction: The least healthy bacteria eventually die while each of the healthier 

bacteria (those yielding lower value of the objective function) asexually split into two 

bacteria, which are then placed in the same location. This keeps the swarm size constant. 

iv) Elimination and Dispersal: Gradual or sudden changes in the local environment 

where a bacterium population lives may occur due to various reasons e.g. a significant 

local rise of temperature may kill a group of bacteria that are currently in a region with a 

high concentration of nutrient gradients. Events can take place in such a fashion that all 

the bacteria in a region are killed or a group is dispersed into a new location. To simulate 

this phenomenon in BFOA some bacteria are liquidated at random with a very small 

probability while the new replacements are randomly initialized over the search space. 

The pseudo-code of the complete algorithm is presented below: 
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4.1 The BFOA Algorithm 
 
Parameters: 

[Step 1] Initialize parameters p, S, Nc, Ns, Nre, Ned, Ped, C(i)(i=1,2…S), ߠ௜. 
Algorithm: 

[Step 2] Elimination-dispersal loop: l=l+1 

[Step 3] Reproduction loop: k=k+1 

[Step 4] Chemotaxis loop: j=j+1 

[a] For i =1,2…S take a chemotactic step for bacterium i as follows. 

[b] Compute fitness function, J (i, j, k, l). 

Let, ܬ(݅, ݆, ݇, ݈) = ,݅)ܬ ݆, ݇, ݈) + ,݆)௜ߠ)௖௖ܬ ݇, ݈), ܲ(݆, ݇, ݈)) (i.e. add on the cell-to cell  

 Attractant–repellant profile to simulate the swarming behavior) 

Where, Jcc is defined in (2). 

[c] Let Jlast=J (i, j, k, l) to save this value since we may find a better cost via a run. 

[d] Tumble: generate a random vector Δ(i)∈ℜp with each element (i),m 1,2,..., p, 

m Δ = a random number on [-1, 1]. 

[e] Move: Let 

݆)௜ߠ + 1, ݇, ݈) = ,݆)௜ߠ ݇, ݈) + (݅)ܥ ∆(݅)ඥ∆்(݅)∆(݅)																														(૛૚) 
This results in a step of size C(i) in the direction of the tumble for bacterium i. 

[f] Compute J (i, j +1, k, l) and let ܬ(݅, ݆ + 1, ݇, ݈) = ,݅)ܬ ݆, ݇, ݈) + ݆)௜ߠ)௖௖ܬ + 1, ݇, ݈), ܲ(݆ + 1, ݇, ݈)) 
 [g] Swim 

i) Let m=0 (counter for swim length). 
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ii) While m<  Ns (if have not climbed down too long). 

• Let m=m+1. 

• If J (i, j +1, k, l) < Jlast ( if doing better), let Jlast = J (i, j +1, k, l) and let 

݆)௜ߠ + 1, ݇, ݈) = ,݆)௜ߠ ݇, ݈) + (݅)ܥ ∆(݅)ඥ∆்(݅)∆(݅)																								(૛૛) 
And use this ߠ௜(݆ + 1, ݇, ݈) to compute the new J (i, j +1, k, l) as we did in 

[f]   Else, let m= Ns. This is the end of the while statement. 

[h] Go to next bacterium (i+1) if i ≠ S (i.e., go to [b] to process the next   

      bacterium). 

[Step 5] If j < Nc , go to step 4. In this case continue chemotaxis since the life of the 

bacteria is not over. 

[Step 6] Reproduction: 

[a] For the given k and l, and for each i = 1,2,..., S  

௛௘௔௟௧௛௜ܬ = 	 ෍ ,݅)ܬ ݆, ݇, ݈)ே೎ାଵ
௝ୀଵ 																																																																	(૛૜) 

Let be the health of the bacterium i (a measure of how many nutrients it got over its 

lifetime and how successful it was at avoiding noxious substances). Sort bacteria and 

chemotactic parameters C(i) in order of ascending cost Jhealth (higher cost means lower 

health). 

[b] The Sr bacteria with the highest Jhealth values die and the remaining Sr bacteria with 

the best values split (this process is performed by the copies that are made are placed at 

the same location as their parent). 
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[Step 7] If k < Nre , go to step 3. In this case, we have not reached the number of specified 

reproduction steps, so we start the next generation of the chemotactic loop. 

[Step 8] Elimination-dispersal: For i = 1,2..., S with probability Ped , eliminate and 

disperse each bacterium (this keeps the number of bacteria in the population constant). To 

do this, if a bacterium is eliminated, simply disperse another one to a random location on 

the optimization domain. If l < Ned , then go to step 2; otherwise end. 

In the chemo taxis stage, the bacteria either resort to a tumble followed by a tumble or 

make a tumble followed by a run or swim. This is the movement stage of bacteria 

through swimming and tumbling. On the other hand, in swarming, each E. coli bacterium 

signals another via attractants to swarm together. This is basically the cell to cell 

signaling stage. Furthermore, in reproduction bacterium with the least energy dies and the 

other bacteria with high energy survive. While in the elimination and dispersal stage, any 

bacterium from the total set can be either eliminated or dispersed to a random location 

during the optimization process. This stage helps the bacteria avoid the local optimum. 
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Chapter 5 

PROPOSED APPROACH  
The Face Detection in proposed approach is developed by detecting skin pixels first in a 

given image using the bacteria foraging. The proposed face detection method based on 

Bacteria foraging, an optimization technique. A number of Bacteria agents with 

evolutionary behaviors are uniformly distributed in the 2-D image environment to search 

the skin-like pixels and locate each face-like region by evaluating the local color 

distribution. 

5.1 Skin Color Model for Face Detection 
 
It is very important to select a color model that can detect face of different race and sex. 

The selected color space must be able to distinguish skin color region from the non-color 

region. There are many color space but certainly all are not suitable for skin color 

detection. Therefore color model should de chosen appropriately for the skin color 

detection. The basis of color space can be application and the effectiveness of that color 

space in application. 

The color space including RGB, YCrCb [47], HSV [48] and CIELUV [49] are usually 

used for skin color detection. Some research results show [50] [48] that the HSV (hue, 

saturation, and value) model is more Similar to the human perception of color. In this 

paper we proposed to use the HSV color space model for skin like region. The reason for 

opting this color space is more compatible to human perception of color and the hue and 

saturation components have been reported also to be sufficient for discriminating color 

information for modeling skin color. Another reason for opting this color space that, this 

color model is invariant to the unknown lighting condition. From this point of view the 
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model derived from RGB color will be inferior to HSV. The skin color detection area in 

[49] is defined in HSV color space as (27). ݊݅݇ݏ	݈݁ݔ݅݌ = ቄ1						0.04 < ܪ < 0.1; 	0.129 < ܸ < 0.6812; 	0.2 < ܵ < 0.7290																																																																																																																 				(૛૝) 
5.2 Skin color Detection using Bacteria Foraging: 
 
Using the bacteria foraging to extract the face from color image is a new method. In this 

paper we proposed a new method for detecting and segmentation of skin region and face 

detection in color image. Unlike the other method such as template matching, proposed 

method requires less computation time. In the Proposed approach, we have made certain 

assumption as: a pixel in the image represents a bacterium and nutrient function is based 

upon the presence of skin color. 

The algorithm for the proposed approach proceeds as follows: 

A. Chemotexis step: 

The chemotexis step decides the movement of bacteria in which direction it will move. 

Depending upon the rotation of flagella each bacterium decides whether it should swim 

(move in a predefined direction) or tumble (move in an altogether different direction). In 

our approach bacteria search for the skin color pixel in the image. The movement of the 

bacterium is decided by the equation (27). 

B. Reproduction Step:  

With sufficient amount nutrient, the bacterium will split into more than one bacterium 

such that each bacterium will have sufficient health. In reproduction step if more than one 

position of the 8 neighbor of current position of bacterium satisfies the equation, then 

bacterium will split into number of bacteria equal to skin color pixel. 
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                   Fig.15 Bacterium reproduction 

 Let the p be current position of bacterium and four neighbor of it satisfies the equation 

(27) then current bacterium will split in the respective position. 

C. Elimination and dispersal 

If bacterium reaches a location with no or less amount of nutrient then it will be 

eliminated to a new location with more nutrient health. If all the 8 neighbor locations of 

current bacterium do not belong to skin like region, bacteria will eliminate and disperse 

to other location randomly  

The algorithm using the bacteria foraging approach to detect a face like region in a color 

image can be described below 

1. Randomly distribute the initial set of bacteria over the image containing skin like  

     Region as show in fig. blue pixel represent a bacteria. 

2. For each bacterium compute the HSV value of eight neighborhood pixel at the location  

    Where a bacterium is present then determines whether that location represent a skin  

     like pixel or not using the Equation(27).  

3.If the location belong to skin like region and has not been visited by any other bacteria,        

  then move the current bacteria towards next skin color pixel 

 
 
 
 
   
 

 
P
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4. Spilt bacteria equal to the connected skin color pixel in neighborhood of current 

   Position. 

5. If the location does not belong to skin like region, bacteria will eliminate and disperse  

    to other location randomly  

 

Fig.16 Flow of proposed Algorithm 
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5.3 Face shape estimation 
 
After face like region has been estimated we can estimate the face shape by utilizing the 

shape information. An approach to estimate the face is by finding the best fit ellipse. The 

best fit ellipse can be computed with the help of least square estimation method. General 

conic equation of an ellipse can be represented as, ݔ)ܩ, ;ݕ (ߚ = ଶݔܽ + ݕݔ2ܾ + ଶݕܿ + ݔ2݀ + ݕ2݂ + ݃ = 0																															(૛૞) 
                  β is vector of unknown(a,b,c,d,f,g) parameter to be estimated    

To find the values of parameters a, b, c, d, f and g, for best fit on the face shape least 

square estimation technique is used. To fit the best ellipse from given set of points (x1,y1), 

(x2,y2), …, (xn,yn) n  ≥ 5, error needs to be minimized as 

	ݎ݋ݎݎ݁	 = ෍[ݎ௜]ଶ																																																																																																		(૛૟)௡
௜ୀ଴  

ri   is the residual which define as below 		ݎ௜ୀܩ௜ − ,ݔ)௜ܩ ;ݕ  (૛ૠ)																																																																																			(ߚ
To obtain least square error, take partial derivative with respect to β  ߲߲݃ߚ௜ = 2෍ݎ௜ ௜௜ߚ௜߲ݎ߲ = 0																																																																															(૛ૡ) 
Where j=1,2,3,…………………m and m is the no. of unknown parameter 

Using the eq. (31) we can get the unknown parameter i.e. (a,b,c,d,f,g) 

Now we can calculate center of ellipse as: 

ܺ଴ = ൬ܿ݀ − ܾ݂ܾଶ − ܽܿ൰																																																																												(૛ૢ) 
଴ܻ = ൬݂ܽ − ܾܾ݀ଶ − ܽܿ൰																																																																														(૜૙) 
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Chapter 6 

EXPERIMENTAL RESULTS AND CONCLUSIONS 
 
To evaluate the performance of our approach numerically, we randomly select 100 

images from the FERET face skin database as the test data. The Color FERET database 

contains a total of 11338 facial images. They were collected by photographing subjects 

over the course of 15 sessions between 1993 and 1996. This database is largely a color 

version of the original Facial Recognition Technology (FERET) Database, which was 

released in 2001 and consisted of 14051 grayscale images of human heads with views 

ranging from frontal to left and right profiles. The 994 subjects (Color FERET database), 

1209 subjects (Grey FERET database). Color depth 24-bit color images and eight-bit 

grayscales images. 

 A duplicate set is a second set of images of a person already in the database and was 

usually taken on a different day. For some individuals, over two years had elapsed 

between their first and last sittings, with some subjects being photographed multiple 

times. This time lapse was important because it enabled researchers to study, for the first 

time, changes in a subject's appearance that occur over a year. 

Table 2 is the comparison of detection rate (DR) and false rejection (FRs) for the 

proposed methods, and Fig. 19 shows the detected faces by the proposed method. In Fig. 

19, the ellipse indicates the location and size of the detected face. Fig. 17 shows result of 

skin color segmentation using proposed approach. It can be observed from the able 2; the 

proposed method has a better detection rate, and less false rejection errors.  
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Table 2 Evaluation of Performance Parameter 

Approaches No. of faces DR (%) FR 

Proposed Method 100 94 6 

 

                 
                                        
     Fig.17 skin color segmentation using bacteria 
 

 
 

Fig.18 False Rejection 
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(a) (b)  
     

               
 
  (c)      (d)  
                    

Fig. 19 Face Detection using proposed method 
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   (a)      (b) 
 

                 
 
  (c)      (d) 
 

Fig. 20 Some more Result using  Proposed Method 
 
Fig 20 shows the pose variation face detection using the proposed method; therefore the 

proposed method is also able to detect faces in pose variation. 
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6.1 Conclusion 
 
Human face perception is currently an active research area in the computer vision 

community. Face detection falls into the field of computer vision and pattern recognition. 

Face Detection is a very important step in recognition of faces. Face recognition is done 

mainly in two step face detection and then recognition. The recognition can only be 

possible if face is detected appropriately by face detection method used. 

We have made an attempt to detect faces in colored images based using bacteria foraging 

technique. It has been employed in conjunction with skin color segmentation. As a result 

the occurrence of false negative has been greatly reduced. The work presented in this 

thesis report has been tested in matlab. The testing has been done using standard datasets 

[FERET] to compare our result with prevailing face detection techniques. 

False detection is also low and this shows that it is able to distinguish between actual skin 

and background color. It is also seen that our algorithm is capable of classifying skin 

region in complex colored image. The robustness of the algorithm against the variance of 

illumination, focus and scales has been checked for a number of sample images. 
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