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ABSTRACT

The deep space optical communication system involves communication without the optical fiber, i.e. it is an unguided communication system for free space. Since it offers high capacity links for inter-satellite, inter-orbital or deep space mission communication applications, it has been the subject of a lot of significant research. This system typically employs the intensity modulation/ direct detection scheme. Deep space communication channels are characterized by very low SNRs and practically no bandwidth limitations. Since the deep space optical channel is not bandwidth-constrained but is power constrained due to the large distances involved, pulse position modulation is preferred choice of modulation scheme in spite  of its large bandwidth requirement, as it is very power efficient.

In this thesis, four variants of the PPM scheme have been explored, viz., simple PPM, Amplitude PPM, Overlapping PPM and multi-pulse PPM. Performance evaluations have been carried out for these PPM systems with various coding schemes viz., trellis coded Modulation, Product code, RSC Code and Turbo Code. Coding schemes have certain advantages to offer such as reduction in the required power level at the receiver, an increase in the data rate and an improvement in the BER performance vis-à-vis the uncoded case. Trellis Coded Modulation provides these advantages by merging modulation schemes with channel coding. Turbo codes are a special class of concatenated codes that provide excellent performance at low SNRs and are composed of two RSC encoders in parallel, separated by an interleaver. Furthermore, the basic concepts of concatenation, iteration and soft-decision decoding, which are necessary for implementing Turbo codes, can be understood using the product code.
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CHAPTER-1

INTRODUCTION

Optical communication systems offer a viable alternative to radio frequency (RF) communication systems for indoor applications, as well as to microwave systems used in deep space communication. The main advantages of infrared (IR)/Optical communication systems over RF and microwave systems are:

(i) IR can support an extremely large bandwidth, whereas RF can support only a limited band width because of restricted spectrum availability and interference.

(ii) IR technology can provide communication at very high bit rates of the order of a few Gbps as compared to tens of Mbps supported by RF.

(iii) IR beam spread is much smaller as compared to the microwave beam spread. Hence, not only does the IR beam have a higher power density as compared to the  microwave beam, but also causes less interference with other signals.

1.1 TYPES OF OPTICAL CHANNELS

1.1.1 Guided Optical Channels

Wired communication through optical fibers which can be of three types 

· Multi mode Step Index

· Multi mode Graded- Index

· Single mode Step-Index.

1.1.2 Unguided Optical channels
Wireless communication using a pair of free space optics transceivers, each aiming laser beams at the other, thus creating a full duplex communication link.

This line-of-sight FSO link essentially behaves the same as a fiber optic system. Instead of focusing the output of a semiconductor laser into a strand of optical fiber, the output is broadcast in a thin beam, aimed at the receiving unit. Free space optical communication can be categorized as:

FSO


Deep space optical communication                  Terrestrial communication
1. Inter-satellite link                                      1. Outdoor IR link

2. Inter-orbital link                                        2.  Indoor IR link

3. Interplanetary link                                     - directed/non- directed/ hybrid

 
-LOS/non-LOS.

1.2 FREE SPACE OPTICAL LINK vs. MICROWAVE LINK

The free space optical link differs from the familiar microwave link in that its performance is limited by the intrinsic quantum noise rather than the receiver thermal noise. The noise power spectral density (PSD) at the receiver is described by:

NB =                hv

             Exp ( hv / kT ) – 1

Where h is the plank’s constant, k is the Boltzmann’s constant. ν is the operating frequency and T is the reference temperature.

Since hv<<kT at the microwave frequencies, the noise PSD from the above equation will approximately be kT. At the optical frequencies, energy of the photon is much greater than the thermal noise PSD, i.e. hv>>kT. As a consequence, thermal noise is a limiting factor at the microwave frequencies, but it may not be so at the optical frequencies.

This is not surprising. It is well known from thermodynamics that hv and kT are the two limiting forms of the noise PSD for an oscillator at the frequency v and in thermal equilibrium at the temperature T. When hv<<kT, thermal noise dominates and when hv>>kT, quantum noise dominates.

1.3 NON-COHERENT OPTICAL TRANSMISSION SYSTEM
In optical communication, the most commomnly used system is Intensity Modulation/Direct Detection (IM/DD)[1]. This is a non-coherent system, which is less complex to implement than a coherent one.

1.3.1 INTENSITY MODULATION SCHEMES
Intensity Modulation involves the use of On-Off Keying (OOK) and Pulse Position Modulation(PPM). A comparison between the two schemes is as follows:

· PPM is more complex to implement as it requires a high level of accuracy for slot synchronization.

· PPM is subject to bandwidth expansion.

· However, power requirement in the PPM is much less compared to OOK.

These tradeoffs lead to the following possibilities for the various optical channels:

· The guided optical fiber channel uses OOK mostly.

· The unguided deep space channel uses PPM.

· Both the outdoor and indoor channels use OOK when a low data rate is required, or PPM when a high data rate is required.
1.3.2 DIRECT DETECTION SCHEMES

Direct detection is obtained at the receiver using a photodiode (PIN/APD), which produces a photocurrent proportional to the optical power incident upon it. The modeling of IM/DD channel is as follows:

          ∞
y(t)= r ∫P (ζ)h(t- ζ) dζ + n(ζ)

Where the received photocurrent y(t) is the convolution of the transmitted optical power P(t) with the channel impulse response h(t), scaled by the photo detector responsivity r, plus an additive noise n(t), which is usually modeled as a white Guassian noise independent of P(t).

Furthermore, an IM/DD link is subject to an additional constraint that P(t) cannot be negative, since it describes the optical power.


P(t)                                                                                        y(t)

Optical Power                                                                   Photocurrent 

                                                                   n(t)

                                        Signal-independent noise

         Fig. 1.1: IM/DD link modeled as LTI system

1.4 ORGANIZATION OF THE THESIS

In this dissertation, fundamental theory, system modeling and performance evaluation of various PPM systems with coding schemes for the deep space optical channel have been presented.

· Chapter 2 describes the deep space optical channel, followed by the motivation for using PPM as the main choice of modulation scheme for this channel. A section on the role of coding schemes is also included.

· Chapter 3 is an overview of the various PPM schemes considered in this work along with comparisons in terms of bandwidth and power efficiency.

· Chapter 4 introduces three different distance metrics for the four PPM schemes. An evaluation of the asymptotic coding gains after merging these PPM schemes with Trellis Coded Modulation is carried out, followed by a comparative performance analysis in terms of BER vs. SNR.

· Chapter 5 describes the performance evaluation for both OOK modulation scheme and the four PPM schemes with Product code.

· In chapter 6, performance evaluation for both OOK modulation scheme and the four PPM schemes has been discussed with an RSC code. It is  followed by a comparative performance analysis for these PPM schemes with Turbo code, which is nothing but a parallel concatenation of two identical RSC codes separated by an interleaver.

· Chapter 7 concludes the thesis by making a comparative study of the four PPM systems with the various coding schemes. A brief section on the scope for future work has also been included.

CHAPTER 2

DEEP SPACE OPTICAL COMMUNICATION SYSTEM
2.1 DEEP SPACE OPTICAL CHANNEL

Deep space communication channels are characterized by very low SNRs and  practically no bandwidth limitations [7]. The transmitted power is usually obtained from on-board solar cells and, therefore, is typically limited to 20-30 W. The physical dimensions of the transmitting antenna are also quite limited and, therefore, its gain is limited too. The enormous distance between the transmitter and the receiver and lack of repeaters results in a very low SNR at the receiver. The channel noise can be characterized by a white Guassian random process. These channels are very well modeled as AWGN channels.

The deep space optical channel is unusual in that it combines the intensity modulation constraints of the Poisson photon counting channel with the additive white Guassian noise (AWGN) of the conventional channel [2]. The received signal can then be modeled as a Poisson process with rate λs(t) + λn(t). Where λs(t) is proportional to the instantaneous optical power of the received signal, and λn(t) is proportional to the power of the background light.

For the analysis however, the AWGN channel model has been assumed, as shown in Fig 2.1. This is essentially the same as the noisy photon counting channel in the limit [2]. Working with the AWGN channel has its advantages, for it is not only accurate at a high bit rate, but makes the analysis simpler under a reasonable approximation.


[image: image2]

Fig 2.1 : Model of deep space optical communication system

2.2 MOTIVATION FOR USING PULSE POSITION MODULATION
The deep space optical channel is not bandwidth-constrained, but is certainly power-constrained. This critical fact leads to the choice of PPM as the optimum signaling scheme in the deep space optical communication system design for several reasons:

· PPM is a highly power efficient scheme.

· Of the intensity modulation schemes, PPM is more suitable than its OOK counterpart for deep space application. Since a laser with a peak power large enough to survive the huge deep space loss is required, Q-switched lasers are typically used. However, current technology does not support toggling of this laser between ON and OFF state at the high rate, severely limiting the data rate that can be supported using OOK scheme.

· The OOK communication system may suffer a synchronization loss if the clock recovery subsystem encounters a sequence of zeros. On the other hand, PPM has at least one pulse necessarily in every symbol frame, benefiting the clock recovery process.

· Unlike OOK, an a priori knowledge of the signal or background radiation levels is not required to implement an optimum PPM receiver.

2.3 RECEIVER STRUCTURE FOR PPM
The PPM transmitter transmits the optical pulses in the appropriate time slots of the symbol duration, which propagate to the receiver over free space. The finite propagation time gives rise to a delay that is generally not known with great accuracy and further, may be varying with time as well.

As shown in fig.2.2, the front end of the PPM receiver is a conventional photo detector, connected to the clock recovery circuit. This circuit recovers the clock waveform from the received PPM signal to provide for slot synchronization. The main purpose of slot synchronization is to establish a one-to-one correspondence between the receiver clock and the transmitter clock following the propagation through the physical channel.


[image: image3]

Fig. 2.2: Block diagram of PPM receiver

As shown in Fig. 2.3, the PPM decoder integrates the photo detector output signal over each slot period, and then applies the appropriate decision rule to the M integrated outputs, depending on the PPM scheme under consideration. Ni  is the number of photons counted in each slot.

The motivation for using a photon-counting receiver structure that it provides a very high gain of the order of 106.


[image: image4] 


Fig. 2.3: Structure of PPM decoder

2.4 INTERSYMBOL INTERFERENCE
The analysis of PPM generally assumes that the signaling set is orthogonal, whereby the rectangular pulse is considered (i.e., no ISI). However, in deep space direct detection applications, a large detector area is employed so as to collect more photons, thus increasing the no. of photon per information bit. Unfortunately, a larger detector size leads to a lower detector bandwidth [2], which tends to smear the observed pulses over several adjacent slots, thus destroying the orthogonality of the signaling set and resulting in severe ISI and an increased error probability.

Therefore the non-rectangular (Guassian ) pulse shape has been used throughout the analysis, to accommodate pulse spreading beyond the slot boundary (i.e., ISI).

2.5 MOTIVATION FOR USING CODING SCHEMES
Coding schemes give rise to one, or a combination, of the following advantages:

· Reduction in the required power level at the receiver.

· Increase in the data rate.

· Improvement in the BER performance.

In the process, however, there is a price to pay in terms of bandwidth expansion, due to the redundancies added as a part of the coding scheme itself. However, since bandwidth is not a major concern in the deep space optical channel, both block and convolutional coding schemes can be applied.

One of the interesting coding schemes is Trellis Coded Modulation (TCM)[3], which merges modulation schemes with channel coding. This technique provides all the aforesaid advantages of coding at no bandwidth expansion. A second advantage of this technique lies in its flexibility to accommodate numerous modulation schemes. TCM is dealt with in chapter 4.

The advantage of coding can also be obtained using the product code [5,7]. Furthermore, the basic concepts of concatenation, iteration, and soft-decision decoding, which are necessary for implementing Turbo codes, can be understood using this code. Product codes are discussed in chapter 5.

Turbo Codes [3,5,6,7] are a special class of concatenated codes where there exists an interleaver between two parallel or serial encoders. The existence of interleaver results in very large code word lengths with excellent performance, particularly at low SNRs. It is shown in the literature that using these codes, it is possible to get as close as 0.7 dB to the Shannon limit [3] at low SNRs. This provides an extremely strong motivation for studying this class of codes for the power-constrained deep space channel. Turbo codes, along with its constituent RSC code, are discussed in chapter 6.

CHAPTER 3
 DESCRIPTION OF PULSE POSITION MODULATION SCHEMES
In this chapter, four variants of the PPM scheme have been considered along with examples of their four-symbol sets. In fact, these four symbol sets are what have been used for performance evaluation with various coding schemes in the rest of the thesis.

3.1 SIMPLE PULSE POSITION MODULATION
In M-PPM [1], each word of k bits is mapped onto one of M=2k symbols and transmitted through the channel. The M waveforms are given by

PppTc(t-iTc)                                  with i= 0,1,……,M-1

Where pTc(t) is a rectangular pulse with unit amplitude and chip duration Tc= Ts/M. The average power is related with the peak power by Pav= Pp/M

Example of 4-PPM
In 4-PPM, the symbol interval Ts= 2 Tb comprises of four subintervals (or chips) of equal duration Tc= Tb/2. The four symbols are shown in Fig. 3.1.


[image: image5]
Fig. 3.1 : Symbol set for 4-PPM (Ts= 2 Tb,  Tc= Tb/2.  Tb is one bit interval)

3.2 AMPLITUDE PULSE POSITION MODULATION  

In AxM-APPM[4], each symbol consists of M chips of duration Tc as in M-PPM. However, in addition, the pulse may take one of the A possible amplitude values. The AxM waveforms are given by

           jPppTc(t-iTC)                        with j= 1,……..,A

                                                      and i= 0,1,……….,M-1

The average power is related with the peak power by Pav= Pp* (1+A)/2M.

Advantage: It is clear that going from M-PPM to AxM-APPM expands the signal set size by a factor of A without a bandwidth expansion since the duration of the elementary chips remains the same[4].

Example of 2x2-APPM
In 2x2-APPM, the symbol interval Ts= Tb comprises of two chips of equal duration Tc= Tb/2, as in 2-PPM. The difference is that the pulse may take one of two possible amplitude values, yielding four symbols as shown in fig. 3.2.


[image: image6] 


Fig. 3.2 Symbol set for 2x2- APPM (Ts= Tb,  Tc= Tb/2)

3.3 Overlapping Pulse Position Modulation
In (n,w) M-OPPM [4], the symbol interval Ts is divided into n chips of equal duration Tc. The information is conveyed by the position of a pulse of duration Tp=wTc. , starting in one of the M instants ti=(i-1)Tc with i=1,2,…..M. It is clear that M is related to n & w by M=n-w+1. Thus, the M waveforms allowed for M-OPPM symbols are given by

PppTp(t-iTC)




with i = 0,1,….M-1

Where pTp(t) is a rectangular pulse with unit amplitude and duration Tp=wTc. The average power is given by Pav=Pp*(w/n).

Criterion: To obtain efficient M-OPPM schemes [4], (n,w) must be chosen such that M is a power of 2. For example: (5,2), (6,3) and (7,4) for M=4 or (9,2), (10,3) for M=8.

Advantage: It can be easily observed that Q=n/w is the alphabet size of the Q-PPM signaling set with no overlap, and that by allowing overlap between pulses, the number of signals gets increased from Q to M[4]. This is of course true only when the pulse width of the M-OPPM signal is kept the same as that for Q-PPM.

Disadvantage: On the other hand, the extended signal set is no longer orthogonal, which in turn implies worse error probability performance for uncoded transmission systems.

Example of (5,2) 4-OPPM
In (5,2) 4-OPPM, the symbol interval Ts=2Tb comprises of 5 chips of equal duration Ts= 2Tb/5. The information word is conveyed by the position of a pulse of duration  Tp= 2Tc., starting at one of the four instants ti=(i-1)Tc with i= 1,2,3,4. The four symbols are shown in Fig.3.3.


[image: image7]
  Fig.3.3: Symbol set for (5,2) 4-OPPM (Ts= 2 Tb, Tc= 2Tb/5, Tp= 2 Tc  =4Tb/5)

 3.4 Multi-Pulse Pulse Position Modulation
In MP-PPM[2], the laser is pulsed in p slots of one frame consisting of M slots. Thus, one of Q = MCP word patterns can be sent in one frame, e.g. (32,2) MP-PPM has 496 word patterns.

Furthermore, when L bits are transmitted in one frame, L is selected to satisfy the condition L= └ log2Q┘. Hence, in (32,2) MP-PPM, 28=256 word patterns out of 496 word patterns are used for transmitting 8 bits of information, which allows the flexibility of choosing the optimum symbol set. Also, the bit rate R is given by

R= (log22L)/(MTslot)= L/(MTslot)

Where Tslot is the slot duration.

Criterion: Optimum 2L symbol sets [4] minimize the symbol error probability from Q word patterns which can be selected from a larger set. Symbols with p slots pulsed in continuation are to be definitely included in an optimum 2L symbol set. The remaining symbols are then determined by trial and error using the properties of their distances with other symbols in the set.

Advantage: The number of word pattern increase on increasing the number of pulses in one frame where p≤M/2. When L bits are transmitted in one frame, M-PPM requires 2L whereas MP-PPM requires M slots. Thus, the number of slots in one frame of MP-PPM is less than that of M-PPM because 2L -M≥0. From equation (3 d), the slot duration Tslot increases on decreasing M, provided R is fixed. Furthermore, the transmission bandwidth is approximately measured by the inverse of the time slot duration.

Therefore, for the same frame duration and the same bit rate, decrease in number of the word patterns allows larger slot duration leading to reduction in the transmission bandwidth.

Example of 4C2 MP-PPM
In 4C2 MP-PPM, the symbol interval Ts=2Tb comprises of two chips of equal duration Tc=Tb/2. Two of the four chips are pulsed, yielding 4C2=6 possible symbols, which gives the flexibility to choose the optimum symbol set, comprising of the four symbols as shown in fig.3.4.


[image: image8]
 Fig.3.4: Symbol set for 4C2 MP-PPM (Ts= 2 Tb, Tc= Tb/2)

Although the four symbol PPM sets discussed in this chapter have been depicted through rectangular pulses, it is only for explanatory purposes. For the actual performance simulations carried out in chapters 4,5 and 6, Gaussian pulses have been used.

In the next chapter, these PPM schemes are merged with Trellis Coded Modulation, and an evaluation of the asymptotic coding gains as well as a comparative performance analysis is carried out.

CHAPTER 4

TRELLIS CODED PPM SCHEMES

4.1 Introduction

Trellis Coded Modulation (TCM) [3] can be used to overcome the impact of ISI caused by imperfect pulse shapes, as discussed in chapter 2. This is achieved by following Ungerboeck’s heuristic set partitioning methodology[3], whereby the minimum distance between two symbols selected from any one of the partitioned symbol sets gets increased from that between two symbols selected from the original symbol set. This ensures that there exists no overlap among the pulses.


[image: image9]
 Fig.4.1 : Set partitioning for a four symbol PPM constellation

As shown in fig.4.1, let A= {1, 2, 3, 4} be the set representing the four uncoded PPM symbols. This set can be divided into sets B0={1, 3} and B1={2 4} in accordance with Ungerboeck’s rules. The four symbol set could, in general, belong to any of the four PPM schemes. The difference, however, lies in the distance metric employed, whereby distance between a pair of symbols j and l selected from A will defer depending on the PPM scheme under consideration.

4.2 Distance Metrics
For the analysis, three different distance metrics have been used to accommodate the four PPM schemes.

4.2.1 │j-l│ Metric for 4-PPM
As per this metric, the distance between a pair of symbols j and l is simply │j-l│. Thus, a pair of symbols selected from either one of B1 or B0 is at a distance of two, whereas a pair selected from A is at a minimum distance of one. For eliminating the impact of pulse spreading, a minimum distance of two is sufficient for establishing orthogonality among the symbols in the set, i.e., a minimum distance of two among the symbols selected from either one of B1 or B0  ensures that there exists no overlap among the pulses in the set. Qualitatively, this holds true for the other distance metrics as well.

4.2.2 Euclidean Distance Metric for 2x2-APPM
As per this metric [3], the distance between a pair of symbols j and l is the Euclidean distance between the two on the constellation diagram of the signaling scheme under consideration. This is a common metric employed in TCM.

4.2.3 Manhattan Distance Metric for (5,2), 4-OPPM and 4C2 MP-PPM

This metric computes the manhattan distance between two symbols. For a two-pulse case, the Manhattan distance between symbols j and l is defined as

a = │ws- ys│+│we- ye│ 




(1a)

b = │xs- zs│+│xe- ze│




(1b)

Manhattan distance, Djl= ( a2 + b2)1/2
                    (1c)

                                                         ws     we         xs    xe



                                                    ys        ye         zs       ze
Fig.4.2: Symbols j and l in the time domain for determining Manhattan distance

In Table 4.1, intersymbol distances, by employing the appropriate distance metric for each PPM scheme, are given.

	Distance
	 4-PPM
	2x2- APPM
	(5,2) 4-OPPM
	4C2 MP-PPM

	D12
	     1
	   √2
	   1.6 √2
	     2√2

	D13
	     2
	   √5
	   3.2 √2
	     4√2

	D14
	     3
	    1
	   4.8 √2
	     4

	D21
	     1
	    √2
	   1.6 √2
	     2√2

	D23
	     1
	     1 
	   1.6 √2
	    2√2

	D24
	     2
	    √5
	   3.2 √2
	    2√2

	D31
	     2
	     √5
	   3.2 √2
	    4√2

	D32
	     1
	     1
	   1.6 √2
	    2√2

	D34
	     1
	     2√2
	   1.6 √2
	    4

	D41
	     3
	     1
	   4.8 √2
	     4

	D42
	     2
	    √5
	   3.2 √2
	    2√2

	D43
	     1
	    2√2
	   1.6 √2
	     4


Table 4.1 : Intersymbol distances Djl for various PPM schemes

4.3 Evaluation of Asymptotic Coding Gain for Trellis coded PPM Schemes

For the analysis, a 2-bit shift register has been considered as the convolutional encoder of constraint length-two. Without loss of generality, the encoder takes one input bit at a time, as shown in Fig.4.3a. Correspondingly, a four state Trellis diagram is obtained, as shown in fig.4.3b. The diagram has two branches diverging from each node and two branches converging to each node. The solid branches on the diagram represent a transition made when the input is 0, while the dotted branches represent a transition made when the input bit is 1. 

The four-symbol PPM schemes have been used as the mapping constellation for the branches of the diagram. For each Trellis coded PPM scheme, computer simulations have been carried out for determining the d2 free(coded) . In these simulations, all possible permutations of the symbol sets B0/B0*≡ {1, 3}/ {3, 1} and B0/B1*≡ {2, 4}/ {4, 2} have been mapped onto the nodes of the Trellis diagram. For each permutation, d2free(coded) has been determined.

For a particular Trellis coded PPM scheme, the minimum  d2free(coded)  obtained over all possible mappings has been retained along with the corresponding mapping. Thereafter, the asymptotic coding gain[3] is given by 

Asymptotic coding gain = 10 log10{d2free(coded)/ d2free(uncoded) } dB

Where d2free(uncoded) is for the uncoded 2-PPM scheme, which is used as the benchmark for each Trellis coded PPM scheme. Its value, therefore , depends on the distance metric employed for the Trellis Coded scheme under consideration.
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Fig. 4.3 (a): Convolutional encoder and (b) Four-state Trellis diagram

In table 4.2, the results for d2free(coded), d2free(uncoded) and the corresponding asymptotic coding gain for the Trellis coded PPM schemes are given 

	PPM scheme
	d2free (uncoded)
	d2free(coded)
	Asymptotic coding gain (dB)

	4-ppm


	1.0
	5.0
	6.9897

	2x2- APPM


	5.0
	6.0
	0.7918

	(5,2) 4- OPPM


	4.0
	25.6
	8.0618

	4C2 MP-PPM
	4.0
	16.0
	6.0206




  Table 4.2: Asymptotic gain for trellis coded PPM schemes

4.4 PERFORMANCE ANALYSIS OF TRELLIS CODED PPM SCHEMES

It has been found the results of the previous section that the mapping in fig. 4.4 is optimum for obtaining minimum d2free(coded) across all the Trellis coded PPM schemes. Using this Trellis diagram, performance analysis for each Trellis coded PPM scheme in terms of BER at different SNRs has been carried out through computer simulations.

Optimum mapping

(3,1)
00



(2,4)
01

(1,3)
10

(2,4)
11

                      Time

Fig. 4.4: Four –state Trellis diagram for performance analysis

The simulation process has been devised as follows. A bit stream of burst length 20 is randomly generated, forming the input to the Trellis encoder. Depending on the choices of PPM scheme, the encoder outputs a Trellis coded PPM symbol stream of the same length, which is then corrupted by AWGN. This corrupted stream (at a particular SNR) is demodulated, one symbol at a time, by the appropriate maximum likelihood decision module. The demodulated symbols form the input to the Viterbie decoder [3], which yields the decoded output bit stream of burst length 20.

The output bit stream is compared with the input bit stream, and the number of bits in error is accrued onto the total number of bits in error. The block diagram for one iteration of the simulation process is shown in fig. 4.5. Each point on the BER performance curve has been obtained using 103 iterations of this simulation process. Thus, at a particular SNR, the BER is given by

              ( total number of bits in error)

BER= ___________________________

(burst length) x (number of iterations)

It can be written as 

BER= (Total no. of bits in error)/ (20 x 103)

BER= (Total no. of bits in error)/ (2 x 104)
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           Fig.4.5  Simulation modulation for determining BER

The BER performance at various SNRs for the Trellis coded PPM schemes are shown in graphical form in fig. 4.6.

4.5 Observations and conclusions
Following are the observations and conclusions made from the simulation results presented in fig. 4.6:

· A crossover point is observed in the BER curves of 4-PPM  and 2x2- APPM, which occurs at SNR of about 1 dB. For SNR≥1 dB, BER performance of 4-PPM is better, while for SNR < 1 dB, BER performance of 2X2- APPM becomes better.

· There is a crossover point in the BER curves of (5,2) 4-OPPM and 2x2-APPM. In this case, the crossover point occurs at SNR of about 5dB. For SNR≥5dB of (5,2) 4-OPPM is lower, while for SNR<5 db, BER of 2x2-APPM is lower.

· BER performance of  4C2 MP-PPM is worse than the other PPM schemes for all SNRs considered.

Finally, it can be concluded that for SNR≥ 1dB, BER performance of 4-PPM is the best, while for SNR< 1dB, BER performance of 2x2-APPM becomes the best.

In this chapter, evaluation of the asymptotic coding gains for the Trellis coded PPM schemes as well as their performance analysis has been carried out. In the next chapter, the basic concept of concatenation, iteration and soft-decision decoding are explored using Product code. 

CHAPTER 5

PERFORMANCE EVALUATION WITH PRODUCT CODE

5.1 Introduction

A product code [5,7] is a simple example of a concatenated code. Its structure encompasses two separate encoding steps, horizontal and vertical, as depicted in fig. 5.1.  The configuration can be described as a data array  made up of k1 rows and k2 columns. The k1 rows contain code words made up of  k2 data bits and n2-k2 parity bits. Thus, each row represents a code word from an (n2, k2) code. Similarly, the k2 columns contain code words made up of  k1 data bits and n1-k1 parity bits. Thus, each column represents a code word from an (n1, k1) code. The various portions of the structure are labeled d for data, ph for horizontal parity, and pv for vertical parity.

The product decoder [5] is an iterative soft input/soft output decoder. The blocks labeled Leh and Lev contain the extrinsic Log-Likelihood Ratio (LLR) values [5] learnt respectively from the horizontal and vertical decoding steps, which together constitute one decoder iteration. The number of decoder iterations, Nd, can be varied prior to taking a hard decision, and for an iterative decoder in general, a performance improvement is expected with an increase in the number of decoder iterations.
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Fig. 5.1: Product code

5.2 Analysis of OOK Modulation With Product  Code

For the analysis, a Product code called the two-dimensional Single-parity code[5] has been considered with the parameters k1=2, n1- k1=1, k2=2 and n2-k2=1. Performance analysis for OOK with this code in terms of BER at different SNRs has been carried out for Nd = 1, 2, 3 and 4 through computer simulations.

The simulation process has been devised as follows. A bit stream of burst length 4 is randomly generated, forming the input to the Product encoder. The encoder outputs a data-plus-parity bit sequence of length 8, which is then corrupted by AWGN. This corrupted sequence (at a particular SNR) is passed into the Product decoder, which yields an output bit stream of length 4.

The output bit stream is compared with the input bit stream, and the number of bits in error is accrued onto the total number of bits in error. The block diagram for one iteration of the simulation process is shown in fig. 5.2.
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Fig. 5.2: Simulation model for determining BER

5.3 Analysis of PPM Schemes with Product Code

For the analysis, the same product code as above has been considered. Performance analysis for four-symbol PPM schemes with this code in terms of BER at different SNRs has been carried out for Nd = 2 through computer simulations.

In this case also, a bit of burst length 4 is generated as an input to the Product encoder. The encoder generates a data-plus-parity bit sequence of length 8, which is modulated, two bits at a time, using one of the four four-symbol PPM schemes. This PPM symbol stream of length 4 is then corrupted by AWGN. The corrupted stream (at a particular SNR) is demodulated, one symbol at a time, by the appropriate maximum likelihood decision module. The demodulated symbols form the input to the product decoder, which yields the decoded output stream of burst length 4. 

The block diagram for one iteration of the simulation process is shown in fig. 5.3.
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Fig. 5.3: Simulation model for determining BER
5.4 Observations and Conclusions:

For both OOK and PPM schemes, each point on the BER performance curve has been obtained using 104 iterations of the respective simulation process. Thus, at a particular SNR, the BER is given by

BER = ( Total no. of bits in error)/ ((burst length) x (no. of iterations))

(a) OOK with Product Code
The BER performance of various SNRs for OOK with the Product Code at different decoder iterations is shown in graphical form in fig. 5.4.

Following are the observations and conclusions are made from the simulation results presented in fig. 5.4:

· Compared to the uncoded case, BER performance improves on using OOK with the product code for all SNRs considered.

· However, as we increase the no. of product decoder iterations, BER performance improvement saturates at 2 decoder iterations.

(b) PPM schemes with Product Code
It can be considered from the previous subsection that two is the optimum no. of decoder iterations for the Product code. The BER performance at various SNRs for PPM schemes with the product code using 2 decoder iterations is shown in graphical form in fig. 5.5.

Following observations and conclusions are made from the simulation results presented in fig. 5.5:

· A crossover point is observed in the BER curves of (5,2) 4-OPPM  and 2x2-APPM which occurs at about 5.2 dB. is better.

· BER performance of 4-PPM is better than the other PPM schemes for all SNRs considered.

In this chapter, the basic concepts of concatenation, iteration, and soft-decision decoding have been explored using Product code. This iterative decoding is similar to the process used when solving a crossword puzzle. Using the row codes, we can come up with the best values and then, using the column codes, improve these guesses. This process can be repeated in an iterative fashion, improving the quality of the guess in each step. These ideas are applied to the implementation of Turbo codes which is discussed in the next chapter.

CHAPTER 6

 PERFORMANCE EVALUATION WITH TURBO CODE
6.1 Introduction
Turbo codes [3,5,6,7], are also known as parallel concatenated convolutional codes (PCCCs), offer excellent error performance near the Shannon capacity limit with reasonable decoding complexity. Concatenated coding schemes are effective in dealing with bursts and random errors and at rates less than channel capacity, probability of error decreases exponentially, while decoding complexity increases only algebraically. High coding gains can be obtained with concatenated codes and with Turbo codes very high coding gains are achieved.

 Turbo encoder comprises of two or more recursive systematic convolutional (RSC) encoder [3,5,6,7], which may be identical or different, that are preceded by different interleavers and whose output bits are concatenated in parallel. A Turbo decoder consists of the corresponding decoders with a de- interleaver in between to modify error patterns in the received sequence. It employs iterative decoding and is soft input/soft output. The output of each component decoder contains three terms[5]: systematic information generated by the code information bit, extrinsic information generated by the code parity bit and a priori information generated by the other decoder. The extrinsic information is exchanged between the two component decoders.

For the analysis however, a Turbo encoder comprises of two identical rate ½ RSC encoders in parallel and separated by a random interleaver, has been considered. The decoding process [5,6] is based on the iterations of the maximum a posteriori (MAP) algorithm applied to each constituent code.

The RSC encoder used to build this Turbo encoder is depicted in fig. 6.1, itself is depicted in fig. 6.3.

The interleaver permutes the data in a random fashion, providing better error performance than the familiar block interleaver[5]. Furthermore, the encoded bit sequence is punctured by allowing vk to take up v1k and v2k alternately, where k is the sequence index. This increases the overall code rate from 1/3 to ½.
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Fig. 6.1: Recursive systematic convolutional (RSC) code 
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Fig. 6.2: Four state Trellis diagram for RSC code  
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Fig. 6.3: Parallel Concatenation of two RSC codes

6.2 PERFORMANCE ANALYSIS OF  OOK WITH RSC CODE
To begin with, performance analysis using OOK with the RSC code (Fig. 6.1) in terms of BER at different SNRs has been carried out through computer simulations.

The simulation process has been devised as follows. A bit stream of burst length 20 is randomly generated, forming the input to the RSC encoder. The encoder outputs a Trellis coded bit sequence of length 40, which is then corrupted by AWGN. This corrupted sequence( at a particular SNR) is passed into the viterbi decoder, which yields an output bit stream of length 20.

The output bit stream is compared with the input bit stream, and the no. of bits in error is accrued onto the total no. of bits in error. The block diagram for one iteration of the simulation process is shown in fig. 6.4.
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Fig. 6.4: Simulation model for determining BER

It is important to note that  for this analysis, performance using both the hard as well as the soft Viterbi decoders has been done. An 8-level quantizer (three bits/ component) has been employed for the soft Viterbi decoder.

6.3 PERFORMANCE ANALYSIS OF PPM SCHEMES WITH RSC CODE

For the analysis, the same RSC code as above has been considered. Performance analysis using four-symbol PPM schemes with this code has been carried out through computer simulations.

The simulation process has been devised as follows. A bit stream of burst length 20 is randomly generated, forming the input to the RSC encoder. The encoder  outputs a Trellis coded bit sequence of length 40, which is modulated two bits at a time, using one of the four four-symbol PPM schemes. The PPM symbol stream of length 20 is then corrupted by AWGN. This corrupted sequence( at a particular SNR) is demodulated, one symbol at a time, by the appropriate maximum likelihood decision module. The demodulated symbols form the input to the viterbi decoder, which yields the decoded output bit stream of length 20.

The block diagram for one iteration of the simulation process is shown in fig. 6.4. Once again, the analysis has been carried out using both the hard and the soft decoders.
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Fig. 6.5: Simulation model for determining BER

6.4 OBSERVATION AND CONCLUSIONS WITH RSC CODE

For both OOK and PPM schemes, each point on the BER performance curve has been obtained using 103 iterations of the respective simulation process. Thus, at a particular SNR, the BER is given by 

BER= (Total no. of bits in error)/((burst length)x(number of iteration))

It can be written as

BER= ( Total number of bits in error)/ (20 x 103)

       = (Total number of bits in error)/ (2 x 104)

a) OOK with RSC code

The BER performance at various SNRs for OOK with the RSC code using both the hard and the soft Viterbi decoder is shown as graphical form in Fig. 6.6.

Following observations and conclusions are made from the simulation results presented in Fig. 6.6:

· Compared to the uncoded case, BER performance improves on using OOK with the RSC code for all SNRs considered.

· The improvement is greater for the RSC code using soft Viterbi decoder.

In fact, this result comes as no surprise simce it is known from the literature that the difference between the performance of soft-and hard decision decoding is roughly 2 dB for an AWGN channel [7].

(b)  PPM Schemes with RSC code
The BER performance for PPM schemes with the RSC code for the hard Viterbi decoder is shown in fig. 6.7(a) and for the soft Viterbi decoder in fig. 6.7.(b)

Following observations and conclusions are made from the simulation results presented in figs. 6.7(a) and (b):

· The results are almost identical for the two cases. This is to be expected since the output of the PPM demodulator, which forms the input to the Viterbi decoder, consists of hard values. Therefore, no improvement is to be expected on replacing the hard Viterbi decoder with the soft one.

· In both cases BER performance of 4-PPM is the best, while BER performance of 2x2-APPM is the worst for all SNRs considered.

6.5 PERFORMANCE ANALYSIS OF PPM SCHEMES WITH TURBO CODE
Performance analysis using four symbol PPM schemes with the Turbo code (Fig. 6.3) has been carried out through computer simulations.

The simulation process has been devised as follows. A bit stream of burst length 20 is randomly generated, forming the input to the Turbo encoder. The encoder outputs a coded bit sequence of length 40, which is modulated, two bits at a time, using one of the four four-symbol PPM schemes. This PPM symbol stream of length 4 is then corrupted by AWGN. The appropriate maximum likelihood decision module. The demodulated symbols form the input to the Turbo decoder [5,6], which yields the decoded output bit stream of burst length 20.

The block diagram for one iteration of the simulation process is shown in fig. 6.8.

Input bit

Stream














                                                                                                             AWGN


Output bit


Stream




Hard Value




Fig. 6.5: Simulation model for determining BER

6.6 Observations and conclusions with Turbo code
Each point on the BER performance curve has been obtained using 103 iterations of the simulation process. Thus, at a particular SNR, the BER is given by 

BER = ( Total number of bits in error)/ (20 x 103)

         = ( Total number of bits in error)/ ( 2 x 104)

The BER performance with the Turbo code at different decoder iterations is shown in graphical form for 4-PPM in fig. 6.9 (a), for 2 x 2- APPM in fig. 6.9(b), for (5,2) 4-OPPM in Fig. 6.9 (c) and for 4C2 MP-PPM in Fig. 6.9(d). In each of these, the uppermost curve corresponds to 1 decoder iteration, while the lowermost curve corresponds to 4 decoder iterations.

Following observations and conclusions are made from the simulation results presented in figs. 6.9(a), (b), (c) and (d):

· As the number of decoder iterations is varied from 1 to 4/5, the performance for each of the PPM schemes with the turbo code improves, but the improvement itself saturates within 5 iterations.

To make a comparative analysis of the four PPM schemes with the Turbo code, the curve corresponding to 5 decoder iterations is selected from each of the four cases, since that curve represents the best BER performance for each as per the analysis just done. This analysis is shown in graphical form in fig. 6.10.

It is observed from Fig. 6.10 that the curves for the four PPM schemes are more or less overlapping over the entire range or SNRs considered. Hence, it can be concluded that in the case of  Turbo codes, on one  PPM scheme performs either better or worse than the other, and each of them is equally acceptable. This is contrary to the results obtained for PPM schemes with any of the other coding schemes considered so far.

In this chapter, performance analysis with both RSC code and Turbo has been carried out. In the next chapter, a comparative study is made for PPM schemes with all the codes considered in the thesis.

CHAPTER 7

Comparative study of PPM Systems with Various Codes

In this chapter, a comparative study of the BER performance for the four-PPM schemes with all the codes considered in the thesis, viz., Trellis coded modulation, the Product code (at 2 decoder iterations), the RSC code and the Turbo code (at 4/5 decoder iterations) has been done.

7.1 The 4-PPM System

The BER performance at various SNRs for 4-PPM with the four coding schemes is shown in graphical form in fig. 7.1.

Following observations and conclusions are made from the simulation results presented in fig. 7.1:

· BER performance of 4-PPM is the worst with the product code than with any of the other codes for all SNRs considered.

· There is a performance improvement on using it with the RSC code.

· BER performance of 4-PPM is best with the Turbo Code for all SNRs considered.

7.2 The 2 x 2 APPM system

The BER performance at various SNRs for 2x2-APPM with the four coding schemes is shown in graphical form in Fig.7.2.

Following observations and conclusions are made from the simulation results presented in fig. 7.2:

· BER performance of 2x2-APPM is the worst with the RSC code than with any of the other codes for all SNRs considered.

· There is a performance improvement on using it with TCM.

· BER performance of 2x2-APPM is the best with Turbo code for all SNRs considered.

7.3 The (5,2) 4-OPPM System 

The BER performance at various SNRs for (5,2) 4-OPPM with the four coding schemes is shown in graphical form in Fig.7.3.

Following observations and conclusions are made from the simulation results presented in fig. 7.3:

· BER performance of (5,2)4-OPPM is the worst with the Product code than with any of the other codes for all SNRs considered.

· There is a performance improvement on using it with TCM, and a further improvement on using it with the RSC code.

· BER performance of (5,2) 4-OPPM is the best with Turbo code for all SNRs considered.

7.4 The 4C2 MP-PPM System
The BER performance at various SNRs for 4C2 MP-PPM  with the four coding schemes is shown in graphical form in Fig.7.4.

Following observations and conclusions are made from the simulation results presented in fig. 7.4:

· BER performance of 4C2 MP-PPM is the worst with the  TCM code than with any of the other codes for all SNRs considered.

· There is a performance improvement on using 4C2 MP-PPM  with the product code, and a further improvement on using it with the RSC code.

· BER performance of 4C2 MP-PPM  is the best with Turbo code for all SNRs considered.

7.5 Overall Observation and conclusions

The results of the comparative study are given by ranking each coding scheme for a particular PPM scheme, e.g. for the 4-PPM system, Turbo code gives the best performance, followed by RSC code, TCM and Product code. These results have been obtained for SNRs ranging over 0-10 dB. Furthermore,  the duration of each PPM symbol has been chosen equal  to 10-6seconds, for all the PPM schemes. Hence, all simulations have been carried out at a symbol rate of 106 symbols/second.

	  PPM system
	  TCM
	  Product                          code
	RSC code
	 Turbo code

	  4-PPM


	3rd
	4th
	2nd
	1st

	 2x2- APPM


	2nd
	3rd
	4th

	1st

	(5,2)4-OPPM


	3rd
	4th

	2nd
	1st

	4C2 MP-PPM


	4th
	3rd
	2nd
	1st


Table 7.1 : Relative rankings of different codes for the four PPM schemes

Following observations and conclusions are made from Table 7.1:

· The Turbo code provides the best BER performance over all SNRs considered for all four PPM schemes.

· The relative performance of the other three coding schemes depends on the PPM scheme under consideration.

· For 4-PPM and (5,2) 4-OPPM, the relative performance of the four coding scheme with a lower SNR requirement is preferred as the deep space optical channel is power –constrained. Thus, the Turbo code is ideally suited for this channel.

	PPM system
	TCM


	Product  code
	RSC code
	Turbo code

	4-PPM
	7.0 dB


	7.5 dB
	6.5 dB
	2.5 dB

	2x2-APPM


	>10 dB
	>10 dB
	>10 dB
	2.5 dB

	(5,2) 4-OPPM


	>10 dB
	>10dB
	9.25 dB
	2.5 dB

	4C2 MP-PPM


	>10 dB
	>10 dB
	>10 dB
	2.5 dB


SCOPE FOR FUTURE WORK

· In this thesis, four PPM schemes have been considered. An additional PPM scheme called Differential Pulse Position Modulation or DPPM [8] has been seen in the literature and can also be explored.

·  In the performance evaluation, Parallel concatenated Convolutional Codes (PCCCs) or Turbo codes have been considered. Other concatenated codes like Serially Concatenated Convolutional Codes (SCCCs) and Hybrid concatenation of Convolutional codes (HCCCs) can also be used to obtain performance improvement.

· It is anticipated that the other powerful coding schemes such as Reed Solomon (RS) codes can achieve better performance, since RS codes can correct both symbol errors as well as symbol erasures which degrade the performance of the communication system substantially. Therefore, the analysis can be extended for RS codes. 

· In the thesis, the deep space optical channel has been modeled as an AWGN channel. The simulations can also be carried out for the Poisson photon counting channel.

· In the performance evaluation, perfect symbol synchronization has been assumed, but practically the PPM schemes put substantial burden on the synchronization subsystem which leads to a degraded system performance. Work needs to be carried out keeping in mind the problem of symbol synchronization.

· In this thesis, performance analysis has been carried out for four symbol PPM schemes. A similar analysis can be carried out for larger symbol sets which can transmit more number of bits per channel use, e.g., 16-symbol PPM Schemes for transmitting 4-bits  at a time.
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APPENDIX

A guide to the matlab codes in the CD

Chapter 4

TCM> PPM

· 4PPM is a file containing the squared-distances between two symbols selected from the 4-PPM constellation, using the |j-l| distance matric.

· 2A2Mppm is a file containing the squared-distances between two symbols selected from the 2x2-APPM constellation, using the Euclidean distance metric.

· 4OPPM is a file containing the squared-distances between two symbols selected from the(5,2) 4-OPPM constellation, using the Manhattan distance Metric.

· 4C2MPppm is a file containing the squared distances between two symbols selected from the 4C2 MP-PPM constellation, using the manhattan distance metric.

· Bitstr_gen is an M-file that generates a random bit stream of length 20. This length 20 is hard coded and canbe changed to suit the requirement.

· Deep_space_1 is an M-file that creates the input 4-PPM symbol stream to the deep space channel, corrupt it with AWGN, then demodulated the corrupted symbol stream appropriately and store it in a file. The input arguments to this M-file are the length of the input bit stream and the SNR respectively.

· Deep_space_2 is an M-file that creates the input 2x2-APPM symbol stream to the deep space channel, corrupt it with AWGN, then demodulated the corrupted symbol stream appropriately and store it in a file. The input arguments to this M-file are the length of the input bit stream and the SNR respectively.

· Deep_space_3 is an M-file that creates the input (5,2) 4-OPPM symbol stream to the deep space channel, corrupt it with AWGN, then demodulated the corrupted symbol stream appropriately and store it in a file. The input arguments to this M-file are the length of the input bit stream and the SNR respectively. 

· Deep_space_4 is an M-file that creates the input 4C2 MP-PPM symbol stream to the deep space channel, corrupt it with AWGN, then demodulated the corrupted symbol stream appropriately and store it in a file. The input arguments to this M-file are the length of the input bit stream and the SNR respectively.

· Stat_avg is an M-file that performs statistical averaging while carrying out the simulations. The input arguments to this M-filr are the length of the input bit stream and the SNR respectively.

· Result_gen is an M-file that generates the simulation results in terms of BER over a range of SNR values using the statistical averaging function. The SNR range is hard-coded and can be changed to suit the requirement.

CHAPTER 5

PRODUCT CODE-> OOK

· Bitstr_gen is an M-file that generates a random bit stream of length 4. This length 4 is hard coded and canbe changed to suit the requirement.

· LLA is an M-file that performs log-likelihood addition of the input arguments and return the sum.

· Product_code is an M-file that codes the input bit stream to the deep space channel, corrupts it with AWGN, then decode and stores in a file the corrupted bit stream using a specified number of iterations for thesoft input/soft output iterative decoder used. The input arguments to this M-file are the number of decoder iterations and the SNR respectively.

· Stat_avg is an M-file that performs statistical averaging while carrying out the simulations. The input arguments to this M-file are the length of the input bit stream, the number of decoder iterations, the number of iterations for averaging and the SNR respectively.

· Result_gen is an M-file that generates the simulation results in terms of BER over a range of SNR values using the statistical averaging function. The SNR range is hard-coded and can be changed to suit the requirement.

· Uncoded_avg is an M-file that generates the simulation results for the uncoded case. The input arguments to this M-file are the number of iterations for averaging and the SNR respectively.

Product Code-> PPM

All M-files in this folder have already been explained, except:

· modulate is an M-file that PPM modulates the input coded bit stream and returns the PPM symbol stream thus formed.

· Demodulate is an M-file that demodulates the output symbol stream and returns the bit stream thus formed.

CHAPTER 6
RSC CODE->OOK->HOVA

· RSC-encoder is an M-file that codes the input bit stream using the corresponding rate ½ Trellis structure. The input arguments to this M-file are the input bit stream and its length respectively.

· trellis_hard is an M-file that codes the input bit stream to the deep space channel, corrupts it with AWGN, then decoded and stores in a file the corrupted bit stream using the hard Viterbie decoder. The input arguments to this file are the length of the input bit stream and SNR respectively.

· stat_avg is an M-file that performs statistical averaging while carrying out the simulations. The input arguments to this M-file are the length of the input bit stream, the number of iterations for averaging and the SNR respectively.

· Result_gen is an M-file that generates the simulation results in terms of BER over a range of SNR values using the statistical averaging function. The SNR range is hard-coded and can be changed to suit the requirement.

· Uncoded_avg is an M-file that generates the simulation results for the uncoded case. The input arguments to this file are the length of the input bit stream, the number of iterations for averaging and SNR respectively.

RSC Code->OOK->SOVA

All M-files in this folder have already been explained except trellis_soft which involves the use of a soft Viterbie decoder with 3 soft-decision bits to create 8 quantization levels.

RSC Code->PPM->HOVA

All M-files in this folder have already been explained, except that they have been adjusted for PPM.

RSC Code->PPM->SOVA

All M-files in this folder have already been explained, except that they have been adjusted for PPM.

Turbo Code-> PPM 

· int_to_bits is an M-file that converts an integer into a bit vector. The input arguments to this M-file are the integer itself and the length of the bit vector respectively.

· bits_to_int is an M-file that converts a bit vector into a integer. The input argument to this M-file is the bit vector itself.

· Trellis is an M-file that sets up the RSC Trellis structure. The input argument to this M-file is the coefficients of the generator polynomial.

· PCCC_encoder is an M-file that performs the Turbo encoding process. The input arguments to this file are the data burst, the coeff. of the generator polynomial, the random interleaver mapping and puncture bit respectively.

· bit_encoder is an M-file that performs the Turbi encoding process for the single input bit. The input argument to this file are the coeff. of generator polynomial, the input bit itself and the current state of the RSC trellis respectively.

· RSC-encoder is an M-file that performs the role of component RSC encoder for a data burst as a part of the Turbo encoding process. The input arguments to this M-file are the coeff. of the generator polynomial, the data burst and the termination bit respectively.

· Demultiplex is an M-file that performs serial-to-parallel demultiplexing at the receiver to yield the codewords corresponding to each component RSC encoder. The input arguments to this M-file are the received bit stream, the random interleaver mapping and the puncture bit respectively.

· PCCC_decoder is an M-file that performs the Turbo decoding process. The input arguments to this file are the received data burst length, the number of decoder iterations and the number of iterations for averaging respectively.

· Logmap is an M-file that performs the role of the Log-Map component decoder as part of the Turbo decoding process. The input arguments to this file are the received bit stream, the coeff. of the generator polynomial, and a priori information and the index of the current decoder respectively.
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