                                       CHAPTER 1

                                    INTRODUCTION
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In the following sections a basic introduction to Taguchi Technique and overview of the surface nomenclature is covered.

1.1
Technique

Basically, the Taguchi method is a powerful tool for the design of high quality systems. It provides a simple, efficient and systematic approach to optimize designs for performance, quality, and cost. The methodology is valuable when the design parameters are qualitative and discrete. Taguchi parameter design can optimize the performance characteristics through the settings of design parameters and reduce the sensitivity of the system performance to sources of variation. In recent years, the rapid growth of interest in the Taguchi method has led to numerous applications of the method in a world-wide range of industries and nations The Taguchi Technique for quality engineering is intended as a guide and reference source for industrial practitioners (managers, engineers, & scientists) involved in product or process experimentation and development.

1.1.1
Background of Taguchi design

One method presented here is an experimental design process called the Taguchi design method. Taguchi design, developed by Dr. Genichi Taguchi, is a set of methodologies by which the inherent variability of materials and manufacturing processes has been taken into account at the design stage. The application of this technique had become widespread in many US and European industries after the 1980s. The beauty of Taguchi design is that multiple factors can be considered at once. Moreover, it seeks nominal design points that are insensitive to variations in production and user environments to improve the yield in manufacturing and the reliability in performance of a product . Therefore, not only can controlled factors be considered, but also noise factors. Although similar to design of experiment (DOE), the Taguchi design only conducts the balanced (orthogonal) experimental combinations, which makes the Taguchi design even more effective than a fractional factorial design. By using the Taguchi techniques, industries are able to greatly reduce product development cycle time for both design and production, therefore reducing costs and increasing profit. Moreover, Taguchi design allows looking into the variability caused by noise factors, which are usually ignored in the traditional DOE approach.

1.1.2
Definition of quality by Taguchi’s 

The traditional definition of quality states that quality is conformance to specifications. Joseph M. Juran expanded this definition in 1974 and then the American Society for Quality Control (ASQC) in 1983. Juran observed, "Quality is fitness for use." The ASQC defined quality as “the totality of features and characteristics of a product or service that bear on its ability to satisfy given needs”.

Taguchi presented another definition of quality. His definition stressed the losses associated with a product. Taguchi stated "quality is the loss a product causes to society after being shipped, other than losses caused by its intrinsic functions." Taguchi asserted that losses in his definition "should be restricted to two  categories: 

(a) loss caused by variability of function, and

(b) loss caused by harmful side effects." 

Taguchi says that a product or service has good quality if it "performs its intended functions without variability, and causes little loss through harmful side effects, including the cost of using it."

It must be kept in mind here that "society" includes both the manufacturer and the customer. Loss associated with function variability includes, for example, energy and time (problem fixing), and money (replacement cost of parts). Losses associated with harmful side effects could be market shares for the manufacturer and/or the physical effects, such as of the drug thalidomide, for the consumer.

Consequently, a company should provide products and services such  that  possible  losses to  society  are  minimized, or, "the  purpose  of quality improvement … is  to discover  innovative   ways   of   designing     products  and  processes that will save society more than they cost in the long run." The concept of reliability is appropr-iate here. The next section will clearly show that Taguchi's loss function yields an operational definition of the term "loss to society" in his definition of quality.

1.2
The Fundamental Taguchi Concepts

The definition of quality given by the Taguchi methodology is customer orientated.

Taguchi defines quality in a negative manner – 

"Quality is the loss imparted to society from the time the product is shipped"

This "loss" would include the cost of customer dissatisfaction that leads to the loss of company reputation. This differs greatly from the traditional producer-orientated definition which includes the cost of re-work, scrap, warranty and services costs as measures of quality. The customer is the most important part of the process line, as quality products and services ensure the future return of the customer and hence improves reputation and increased market share. In general, there are four quality concepts devised by Taguchi : 

1. Quality should be designed into the product from the start, not by inspection and screening. 

2. Quality is best achieved by minimizing the deviation from the target, not a failure to confirm to specifications. . 

3. Quality should not be based on the performance, features or characteristics of the product. . 

4. The cost of quality should be measured as a function of product performance variation and the losses measured system- wide. 

The above concepts are detailed below: 

Quality Concept One :

Quality should be designed into the product from the start, not by inspection and screening. Quality improvements should occur during the design stages of a product or process, and continue through to the production phase. This is often called an "off-line" strategy. Poor quality can't be improved by the traditional process of inspection and screening (on the production line). According to Taguchi, no amount of inspection can put quality back into a product; it merely treats the symptom Quality concepts should therefore be developed by the philosophy of prevention ; problems are tackled at the source and not down stream. Taguchi emphasises that quality is something that is designed into a product, to make it robust and immune to the uncontrollable environmental factors in the manufacturing phase. This leads us to the next quality concept of minimizing variation in a product. 

Quality Concept Two :

Quality is best achieved by minimizing the deviation from the target, not a failure to confirm to specifications. The product should be designed so that it is robust or immune to uncontrollable environmental factors - eg. noise, temperature and humidity. This concept mainly deals with actual methods of affecting quality. Reducing variation is the key to improving quality. By specifying a target value for critical parameters, and ensuring manufacturing meets the target value with little deviation, the quality may be greatly improved. 

Quality Concept Three :

Quality is not based on the performance, features or characteristics of the product. Adding features to a product is not a way of improving quality, but only of varying its price and the market it is aimed at. The performance and characteristics of a product, can be related to quality, but should not be the basis of quality. Instead, performance is a measure of product capability. 

Quality Concept Four :

The cost of quality should be measured as a function of product performance variation and the losses measured system-wide. From given design parameters, the deviations from a target are measured in terms of the overall life cycle costs of the product. This includes costs or re-work, inspection, warrantry servicing, returns and product replacement. It is these costs that provide some guidance as to which major parameters need controlling.

1.3
Goal Post Philosophy 

Today in America it is quite popular to take a very strict view of what constitutes quality. Crosby supports the position that a product made according to the print, within permitted tolerance, is of high quality. This strict viewpoint embraces only the designers and the makers. This is the “ goalpost” syndrome. What is missing from this philosophy is the customer/s requirements. A Product may meet print specifications, but if the print does not meet customer requirements, then true quality cannot be present. For example, customers buy TVs with the best picture, not ones that necessarily meet specifications.

Another example showing that the goalpost syndrome contradicts the customer’s desires is as follows. Batteries supply a voltage to a light bulb in a flashlight. There is some nominal voltage, let us say 3 volts, that will provide the brightest light but will not burn out the bulb prematurely. Customers want the voltage to be as close to the nominal voltage as possible, but battery manufacturers may be using a wider tolerance than allowed by the battery specification. As a result, some flash lights burn dimly and others burn brightly but burn out the bulb prematurely. Customers want the product close to nominal all the time, and producers want to allow the product to vary to the limit of the specifications; how can these seemingly incongruent ideas be brought into harmony?

According to the Goal Post Philosophy product is made in accordance with the blue print, within the permitted tolerance. This viewpoint embraces only the designers and makers. Thus the missing part of the philosophy is the customer requirement. A product may meet the print specifications but if the product does not meet the customer requirements then true value cannot be present. The Goal Post Philosophy is graphically shown in Fig 1.1.
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Fig 1.1 Goal Post Philosophy [1]

1.4
Taguchi Philosophy 

It is being increasingly recognized that the high quality of a product or service and the associated customer satisfaction are the key for enterprise survival. Also recognized is the fact that pre-production experiments, assuming properly designed and analyzed, can contribute significantly towards quality improvements of a product. A traditional (but still very popular) method of improving the quality of a product is the method of adjusting one factor at a time during pre-production experimentation. In this method, the engineer observes the result of an experiment after changing the setting of only one factor (parameter). This method has the major disadvantages of being very costly and unreliable. The Japanese were the first to realize the potential of another method using statistical design of experiments (SDE) - originally developed by R. Fisher SDE, in contrast to the one factor method, advocates the changing of many factors simultaneously in a systematic way (ensuring an independent study of the product factors). In either method, once factors have been adequately characterized, steps are taken to control the production process so that causes of poor quality in a product are minimized. 

In the manufacturing industry, one area of current development is concerned with the application of modern off-line quality control techniques (pre-production experimentation and analysis) to product and process engineering. Most of the ideas for these quality control techniques are derived from W. E. Deming.These ideas were built upon by Professor Genichi Taguchi. While Deming's main achievements was to convince companies to shift quality improvements to statistical control of the production process ,Taguchi makes a further step back from production to design, to make a design robust against variability in both production and user environments. 

Five major points of the Taguchi quality philosophy are : 
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An important measurement of the quality of a manufactured product is the total loss generated by that product to the society. 
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Change the pre-production experimental procedure from varying one factor at a time to varying many factors simultaneously (SDE) , so that quality can be built into the product and the process. 
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The customer's loss due to poor quality is approximately proportional to the square of the deviation of the performance characteristic from its target or nominal value. Taguchi changes the objectives of the experiments and the definition of quality from "achieving conformance to specifications" to "achieving the target and minimising the variability. 
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A product (or service) performance variation can be reduced by examining the non-linear effects of factors (parameters) on the performance characteristics. Any deviation from a target leads to poor quality. 

1.5
Three concepts of Dr. Taguchi's 

Taguchi's main objectives are to improve process and product design through the identification of controllable factors and their settings, which minimise the variation of a product around a target response. By setting factors to their optimal levels, a product can be manufactured more robust to changes in operation and environmental conditions. Taguchi removes the bad effect of the cause rather than the cause of a bad effect, thus obtaining a higher quality product. 

The above concepts are becoming the guiding principles of today's quality control activities. Taguchi builds both his conceptual framework and specific methodology for implementation from these precepts. He recommended the following three-stage process:

Concept Design: It is the primary design stage in which engineering and scientific knowledge is used to produce the basic product or process design. It is very important stage but we cannot afford the research of all the concepts. Therefore, research is limited to few concepts, selected on the basis of past experience or guess.

Parameter Design: It is the secondary design stage in which an investigation is  conducted to identify settings that minimize the performance variations.

Tolerance Design: It is the tertiary design stage in which the tolerances of the process conditions and the sources of the variability are set. This is a means of  suppressing quality variations by directly removing its cause.
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                         Fig. 1.2 Taguchi Three Stage Design Process [1]

1.6
Comparison of two Philosophies
Goalpost philosophy shown in Fig 1.3 (A) says that as long as the quality function is within the customer tolerance zone, it is satisfactory. If the quality function is smaller than the lower limit or larger than the upper limit then there will be some loss. As a customer, closer the quality functions to the target value, happier he is. Taguchi philosophy shown in fig 1.3 (B) describes that more the product  characteristic deviates from the target value, greater is the loss. The loss must be zero when the quality characteristic of a product meets its target value.

When the hood of a typical automobile is opened, a mechanism may be in place which automatically holds the hood in the open position. The force required to close the hood from this position is important to the customer. If the amount of force required is too high, then a weaker individual may have difficulty in closing the hood and ask for the mechanism to be adjusted. If the amount of force required is too low, then the hood may come down when a gust of wind hits it, and gain the customer will ask for it to be adjusted. The engineering specifications and detail and assembly drawings call out a particular range of force values for the hood assembly. A range must be used, since all hoods cannot be exactly the same; a lower limit (LL) and an upper limit (UL) are specified. If the force is a little high or low, the customer may be somewhat dissatisfied but may not ask for an adjustment to the hood. The goalpost philosophy says that as long as the amount of closing force is within the zone shown as the customer’s tolerance, this would be satisfactory-no problem. If the amount of closing force is smaller than the lower limit or greater than the upper limit of the customer’s tolerance, then the hood would have to be adjusted at some expense, say Rs.50, to be borne by the manufacturer (warranty).

As a customer, the closer the amount of closing force is to the nominal, or target, value, the happier you are. If the amount of force is a little low or a little high, you sense some loss. If the amount of force is even lower or higher, you would sense a greater loss; the hood would come down more frequently or be uncomfortably hard to close. When the amount of force reached the customer tolerance limits, the typical customer would complain about the hood. But what is the real difference between a closing force indicated by points A and B on the goalpost graph? It appears from a producer’s viewpoint that the difference is the total cost of adjustment. From a customer’s viewpoint there is very little difference in a hood that falls down just a little bit more easily. This curve, the loss function, more nearly describes the real situation. If the amount of closing force is near the nominal value, there is no cost or very low cost associated with the hood. The farther the force gets from the nominal force, the greater the cost associated with that force is, until the customer’s limit is reached at which the cost equals the adjustment cost. This model quantifies the slight difference in cost associated with a hood closing force of force A and force B. This is a fictitious example.
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        Fig. 1.3 Comparison of Two Philosophies [2]
Taguchi’s Concept of Off-Line Quality Control


Taguchi addresses quality in two main areas, which are, off-line and on-line quality control (QC). Both of these are cost sensitive in decisions that are made with respect to activities in each. Off-line QC refers to the improvement of quality in product and process development stages. On-line QC refers to the monitoring of current manufacturing processes to verify the quality levels produced.

Taguchi gives more importance to off-line QC as these are carried out at the product and process design stages of product life. It aims at improving product manufacturability and reliability and to reduce product development and lifetime costs. There are a number of off-line QC methods such as design reviews, sensitivity analysis, prototype tests, accelerated life tests and reliability studies. Industry needs well-researched off-line QC methods that reduce both the degree of performance variations and the manufacturing costs. Taguchi methods are such off-line QC methods.

1.7
Analysis of Variance: Basic Need

The purpose of product or process development is to improve the performance characteristics of the product or process relative to customer needs and expectations. The purpose of the experimentation should be to reduce and control variation of a product or process; subsequently decisions must be made concerning which parameters affect the performance of a product or process. ANOVA is the statistical method used to interpret experimental data and make the necessary decisions. The method was developed by Sir Ronald Fisher in the 1930's as a way to interpret the results from agricultural experiments. ANOVA has a lot of mathematical beauty associated with it. ANOVA is a statistically based decision tool for detecting any differences in average performance of groups of item tested.
1.8
Elevators of Taguchi
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Quality Loss Function or Taguchi Loss Function
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Signal to Noise Ratio

1.8.1
Taguchi loss function

The heart of Taguchi Method is the definition of the nebulous and elusive term "Quality" as the characteristic that avoids loss to the society from the time the product is shipped. Loss is measured in terms of monetary units and is related to quantifiable product characteristics. Taguchi defines quality loss via "Loss Function". He unites financial loss with the functional characteristics specifying through a quadratic relationship that comes from a Taylor series expansion. The quadratic takes the form of a parabola. Taguchi defines the loss function as a quantity proportional to the square of deviation from the nominal quality characteristics. The "Taguchi loss function" or "quality loss function" maintains that there is an increasing loss (both for producers and for society at large), which is a function of the deviation or variability from the ideal or target value of any design parameter. The greater the deviation from target, the greater is the loss. The concept of loss being dependent on variation is well established in design theory, and at a systems level is related to the benefits and costs associated with dependability

Variability inevitably means waste of some kind - but operations managers also realize that it is impossible to have zero variability. The common response has been to set not only a target level for performance but also a range of tolerance about that target which represents 'acceptable' performance. Thus if performance falls anywhere within the range, it is regarded as acceptable, while if it falls outside that range it is not acceptable.
Taguchi defines quality loss via "Loss Function". He unites financial loss with the functional characteristics specifying through a quadratic relationship that comes from a Taylor series expansion. The quadratic takes the form of a parabola. Taguchi defines the loss function as a quantity proportional to the square of deviation from the nominal quality characteristics. The representation of the Taguchi loss function is graphically shown in Fig. 1.4. He found the following quadratic form to be practical workable function.                            L (y) =K (y-m )P2
P
 ---------------------(1)


where,


L=loss in monetary unit   

 

m =value at which the characteristic should be set (target value)

        

y =actual value of the characteristic.

K=constant depending on the magnitude of the characteristic and          monetary unit involved.
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                                         Fig: 1.4- Taguchi Loss Function

Fig: 1.4- Taguchi Loss Function

The characteristics of the loss function are :

1. The further the product characteristic deviates from the target value, greater is the loss. The loss must be zero when the quality characteristic of a product meets its target value.

2. The loss is a continuous function and not a sudden step as in the case of traditional approach. The consequence of the continuous function illustrates the point that merely making a product within the specification limits does not necessarily mean that product is of good quality.

1.8.2           Signal-to-Noise (S/N) ratio
The loss function discussed in the previous section is an effective figure of merit for making engineering design decisions. However, to establish an appropriate loss​ function with its k value to use a figure of merit is not always cost effective and easy. Recognizing the dilemma, Taguchi created a transform for the loss function, which is called signal-to noise (S/N) ratio.

S/N ratio is a concurrent statistic. A concurrent statistic is able to look simultaneously at two characteristics of a distribution and roll these characteristics into a single number or figure of merit. The S/N ratio combines both the parameters (mean level of the quality characteristic and variance around this mean) into a single metric.

 A high value of S/N implies that the signal is much higher than the random effects of noise factor. Process operation consistent with highest S/N always yields optimum quality with minimum variation.

The S/N ratio consolidates several repetitions (at least two data points are required) into one value. The equations for calculating S/N ratios for Lower-the better (LB), Higher-the-better (HB) and Nominal-the-better (NB) along with their graphical representation are shown in Fig. 1.5.

(a) 

Lower the Better (LB)

Performance characteristics, whose values are preferred when low, are calculated using this approach. Such factors are surface roughness, cutting forces, etc. The following equation is used to calculate the S/N ratio for LB type of characteristics.

        (S/N)BLBB = -10 Log 
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-------------------(2)
where,

       

yBjB =value of the characteristic in an observation j 


        

R= number of repetitions in a trial

Alternately,

        

(S/N) BLB B= -10 Log (MSDBLBB)

where



MSDBLBB= [yB1PB2P + yB2PB2 P+........+yBRPB2P]/R
Here the target value (m) =0

(b) 

Higher the Better (HB)

Performance characteristics, whose values are preferred when high, are calculated using this approach. Such factors are tool life, quality etc. The following equation is used to calculate the S/N ratio for HB type of characteristics.
        

(S/N) BHBB = -10 Log 
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----------------(3)
where

                 
yBjB =value of the characteristic in an observations j 


        

R = number of repetitions in a trial

Alternatively,

         

(S/N) BHB B= -10 Log (MSDBHBB)

where ,         

MSDBHBB = 
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 EMBED Equation.3  [image: image13.wmf]R

1


Here the target Value (m) =0

(c) 

Nominal the Best (NB)
Performance characteristics, whose values are preferred when nominal, are calculated using this approach. Such factors are dimensions, etc. The following equation is used to calculate the S/N ratio for NB type of characteristics.         


(S/N) BNBB = -10 Log 
[image: image14.wmf]{

}

ú

ú

û

ù

ê

ê

ë

é

-

å

=

2

1

0

1

R

j

j

y

y

R



----------------(4)
where 

         

yBjB =value of the characteristic in an observation j 

         

R= number of repetitions in a trial

         

yB0 B= nominal value of the characteristic

Alternatively,

                      (S/N) BNBB = -10 Log (MSDBNBB)

where,

         

MSDBNB B= [(yB1B –yB0B )P2P+ (yB2 B - yB0B) P2P+--------- (yBR B- yB0B)P2P]/R

The Mean Square Deviation (MSD) is a statistical quality that reflects the deviation from the target value. The expressions for MSD are different for different quality characteristics. For the nominal the best, the standard definition of MSD is used, while for the others slightly modified definition is used. For lower the better, the unstated target value is zero. For higher the better, the inverse of each large value becomes a small value and again the unstated target value is zero. Thus for all three expressions, the smallest magnitude of MSD is being sorted out.
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            Fig 1.5
 Graphical representation of S/N Ratio [1]  
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Fig. 1.6   Relationship between S/N Ratio & Loss- Function             

Fig. 1.6 shows a single sided quadratic loss function with minimum loss at the zero value of the desired  characteristic. As the  value of  y increases,  the  loss  grows. Since loss is to be minimized the target in this situation for y is zero.

If m=0,  the basic loss function equation becomes 



    

L (y) =k (y)P2P
The loss may be generalized by using k=1 and the expected value of loss may be found by summing all the losses for a population and dividing by the number of samples (R) taken from this population. This in turn gives the following expression:

          


Expected Loss (EL) = 
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The  above  expression  is  a  figure  of  demerit.  The negative of  this   demerit expression  produces  a positive quality  function. This is the thought process that goes into the creation of S/N ratio from the basic quadratic loss function. Taguchi adds the final touch to this transformed loss function by taking the log (base 10) of negative expected loss and then he multiplies by 10 to put the metric into the decibel terminology. The final expression for lower the better S/N Ratio takes the form of  Eq. (2). The same thought process follows in creation of other S/N ratios.

1.9
Designing, Conducting and Analyzing an Experiment
The major initial steps are
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Selection of factors and/or interactions to be evaluated
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Selection of number of levels for the factors
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Selection of the appropriate Orthogonal Array
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Assignment of factors and/or interactions to columns

[image: image22.png]


Conduct tests
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Analyze results 
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Confirmation experiment

1.9.1
Selection of factors and/or interactions to be evaluated
The determination of which parameters to investigate hinges upon the product or process performance characteristics or responses of interest. Taguchi suggests several methods for determining which parameters to include in the experiment. These are:

1.9.1.1
Brainstorming

It is a process that brings together the people associated with the Product/process or its performance problems, with the objective of soliciting suggestions or ideas. For instance, which factors should be studied to improve performance. Before brainstorming begins, the leader must ensure that the participants understand that the objective here is the identification of potentially influential factors, rather than "solving the problem".

1.9.1.2
 Flow Charting

This is the next useful approach, particularly for determining factors that might influence process. A flowchart adds structure to the thought process, thus avoiding possible omission of potentially significant factors.

1.9.1.3
 Cause Effect Diagram

This is perhaps the most comprehensive tool that enables one to speculate systematically about record and clarify the potential causes that might lead to performance deviation or poor quality. The structure for a cause-effect (C-E) diagram begins with the basic effect that is produced and progresses to what causes are branched off the main trunk of the “effect” tree. It is also called FISH 

BONE DIAGRAM.
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1.9.2
Selection of number of Levels for the Factors

One can select two or three levels of the factors under study. Three levels of factors are considered more appropriate since the non-linear relationship between the process variables and the performance characteristics can only be revealed if more than two levels of the process parameters are taken. In the present case study, three levels of the process variables have thus been selected. 
1.9.3
Selection of the Orthogonal Array (OA)

The selection of which orthogonal array to use depends on these items:
1. The number of factors and interactions of interest

2. The number of levels for the factors of interest

These two items determine the total degrees of freedom required for the entire experiment. The degree of freedom for each factor is the number of levels minus one.

                fBAB = kBAB - 1

The degree of freedom for an interaction is the product of the interact​ing factors’ degrees of freedom.

               


  fBAxBB = (fBAB) (FBBB)

The total required degree of freedom in the experiment is the sum of all the factors and interactions degrees of freedom.


The basic kinds of OA's developed by Taguchi are either two level arrays or three level arrays. The standard two level and three level arrays are:

(a) 
Two-Level Array: LB4B, LB8B, LB16B, LB32B
(b)
Three -Level Array: LB9B, LB18B, LB27B
When a particular OA is selected for an experiment the following inequality must be satisfied.


                  FBLN  B( Total DOF required for parameters and interactions 

where,

                           FBLNB = Total Degree of Freedom of an OA 

(Depending on the number of levels of the parameters and total DOF required for the experiment, a suitable OA is selected.)

The number of levels used in the factors should be used to select either two or three-level kinds of OAs. If the factors are two-level, then an array from Appendix B should be chosen; if factors are three-level, then an array from Appendix C should be chosen. If some factors are two-level and some three-level, then whichever is predominant should indicate which kind of OA is selected. Once the decision is made between a two-level or three-level OA, then the number of trials for that kind of array must provide adequate total degrees of freedom. Many times the required degrees of freedom will fall between the degrees of freedom provided by two of the OAs. The next larger OA must then be chosen. 

1.9.4         Assigning of Parameters and Interactions to the Orthogonal Array

The OA's have several columns available for assignment of parameters and some columns subsequently can estimate the effect of interactions of these parameters. Taguchi has provided two tools to aid in the assignment of parameters and interactions to arrays.

(a) Linear Graphs

(b) Triangular Tables

Each OA has a particular set of linear graphs and triangular table associated with it. The linear graphs indicate various columns to which parameters may be assigned and the columns subsequently evaluating the interactions of these parameters. The triangular table contains all the possible interactions between parameters. Using the linear graphs and/ or the triangular table of the selected OA, the parameters and interactions are assigned to the columns of the OA.

Linear graphs (Three-level OAs)

An L9 OA linear graph is shown in Fig1.7. The dots represent columns available for a three-level factor, which is allocated 2 degree of freedom. The line represents the two columns, which together evaluate the interaction of the dot columns. The interaction will require 4 degree of freedom; hence two columns are necessary to assign the interaction.
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Fig1.7
 L9 Linear graph

1.9.5      Selection of the Outer Array

Taguchi separates factors (parameters) into two main groups:
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Controllable Factors 
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Uncontrollable Factors

Controllable factors are those that can easily be controlled where as uncontrollable factors, also known as noise factors, are the nuisance variables that are either difficult or impossible or expensive to control. The noise factors are responsible for the performance variation of the process. Taguchi recommends the use of the outer arrays for the noise factors and the inner arrays for the controllable factors. If an outer array is used, the noise variation is forced into the experiment. However experiments against the trial condition of the inner array may be repeated and in this case the noise variation is unforced into the experiment. The outer array, if used, will have the same assignment considerations. However, the outer array should not be as complex as the inner array because the outer array is noise only, which is controlled only in the experiment.

1.9.6
Experiment & Data Collection

The experiment is conducted against each of the trial conditions of the inner array. Each experiment at a trial condition is repeated simply or conducted according to the outer array used. 

Factors are assigned to columns; trial test conditions, however, are dictated by the rows. The interaction conditions cannot be controlled when conducting a test because they are dependent upon the main factor levels. Only the analysis is concerned with the interac​tion columns. Therefore, it is recommended that test sheets be made up which show only the main factor levels required for each trial. This will minimize mistakes in conducting the experiment, which may inadver​tently destroy the orthogonality.

Randomization: The order of performing the tests of the various trials includes some form of randomization. The randomized trial order protects the experimenter from any unknown and uncontrolled factors that may vary during the entire experiment and which may influence the results.

Randomization can take many forms, but the three most used ap​proaches are given below.

1. Complete randomization

2. Simple repetition

3. Complete randomization within blocks  

Complete randomization: Complete randomization means any trial has an equal chance of being selected for the first test. To determine which trial to run next, random number tables, a random number generator, or simply drawing numbers from a hat will suffice. However, even complete randomization may have a strategy applied to it. For instance, several repetitions of each trial may be necessary, so each trial should be ran​domly selected until all trials have one test completed. 

Simple repetition:  Simple repetition means that any trial has an equal opportunity of being selected for the first test, but once that trial is selected all the repetitions are tested for that trial. This method is used if test setups are very difficult or expensive to change.

Complete randomization within blocks: Complete randomization within blocks is used where one factor may be very difficult or expensive to change in the test setup but others are easy to change.                                         

Randomization strategies should be considered during the experiment. The data are recorded against each trial condition and S/N ratios of the repeated data points are calculated and recorded against each trial condition.

Selection of sample size: From a very practical viewpoint, a minimum of one test result for each trial is required to maintain the sample size balance (orthogonality) of the experiment. More than one test per trial can be used, which increases the sensitivity of the experiment to detect small changes in averages of populations. An economic consideration also can be made at this time. If tests are very expensive, then one test per trial can be used.

Observed variation in an experiment: If an experiment is conducted on a product or process where there is a history of the problem being investi​gated, then the variation in the experimental data should cover at least 75% of the variation seen historically. The range in the experiment from good to bad results should be at least 75% of the range from good to bad results in recent production data. The reason is to have some indication that the correct factors and levels were included in the experiment.

1.9.7
Data Analysis

There are a number of methods suggested for analyzing the experimental data like Observation Method, Ranking Method, Column Effect Method, and Interaction Graphs etc. However, in the present investigation the following methods have been used:

(1)
Plot of average response curves 

(2) 
ANOVA for the Raw Data

(3) 
ANOVA for S/N Data

The plot of average responses at each level of a parameter indicates the trend. It is a pictorial representation of the effect of a parameter on the response. The change in the response characteristic with the change in the levels of parameters can easily be visualized from these curves.

The S/N ratio is treated as a response of the experiment, which is a measure of the variation within a trial when noise factors are present. A standard ANOVA can be conducted on the S/N ratio, which will identify the significant parameters (mean and variance).

1.9.8
Parameter Design Strategy
Parameter classification and Selection of the Optimum Levels
When the ANOVA on the raw data (identifies control parameters which  affect average values) and S/N data (identifies control parameters which affect variations) are completed, the control parameters are classified into four classes:

Class 1:
Parameters that affect both average value and variation (significant in         both i.e. raw data ANOVA and S/N ANOVA)

Class 2:
Parameters which affect variation only (significant in S/N ANOVA only).

Class 3:
Parameters that affect average value only (significant in raw data ANOVA only).

Class 4:
Parameters which affect nothing (Not significant in both ANOVAs)

The parameter design strategy is to select the proper levels of Class 1 and Class 2 parameters to reduce variations and Class 3 parameters to adjust the average to the target value. Class 4 parameters may be set at the most economical levels since nothing is affected.

1.9.9
Prediction of the Mean: (()

After determination of the optimum condition, the mean of the response (() at the optimum condition is predicted. This mean is estimated only for the significant parameters. The ANOVA identifies the significant parameters. Suppose, parameters A and B are significant and AB1B, BB2B is the optimum treatment condition. Then the mean at the optimum condition is estimated as:

                              ( = 
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 represent average values of the response at the first level of parameter A and second level of parameter B.

It may also happen that the prescribed combination of the parameter level is identical to one of those in the experiment. If this situation exists, then the most direct way to estimate the mean for that treatment condition is to average all the results for the trials which are set at those particular levels.

1.9.10
 Determination of the Confidence Level

The estimate of the mean (() is only a point estimate based on the average of the results obtained from the experiment. Statistically this provides a 50% chance of the true average being greater than ( and 50% chance of the true average being less than (. It is, therefore, customary to represent the values of statistical parameters as a range within which it is likely to fall for a given level of confidence. This range is termed as Confidence Interval. In other words, the confidence interval is a maximum and minimum value between which the true average should fall at some stated percentage of confidence.

The following two types of confidence intervals are suggested by Taguchi in regard to the estimated mean of the optimal treatment condition.

1.
Around the estimated average of a treatment condition predicted from the experiment. This type of confidence interval is designated as CIBpop B(confidence interval for the population).

2.
Around the estimated average of a treatment condition used in a confirmation experiment to verify prediction. This type of confidence interval is designated as CIBCEB (confidence interval for the sample group).

CIBpopB is for the entire population i.e. all parts ever made under the specified conditions and CIBCEB is for only a sample group made under the specified conditions. Because of the smaller size in confirmation experiments relative to the entire population, CIBCEB must be slightly wider.
1.9.11
Confirmation Experiment

The confirmation experiment is the final step in verifying the conclusion from the previous round of experimentation. The optimum condition is set for the significant parameters and selected number of tests is run under constant specified conditions. The average of the confirmation experiment results is compared with the anticipated average on the parameters and levels tested. The confirmation experiment is a crucial step and is highly recommended to verify the experimental conclusion.

1.10
Advantages & Limitations of Taguchi Technique 

[image: image39.png]


Robust design is obtained.
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Inspection required is minimum.
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Elimination of arbitrary specification limits.
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Continuous improvement of quality and process development.
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Money as a measure of quality is easily acceptable to the management.
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Concern about loss of the society.
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Team approach in problem solving.
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Consistency in experiment design and analysis.
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Long term overall benefits.

Limitations
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Taguchi method needs knowledge of advance statistics and training.
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For short term there is no cost benefit.
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There is doubt about the statistical purity of the methods.

        CHAPTER 2

LITERATURE REVIEW
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An extensive research has been carried out through the Taguchi Optimization Technique by various researchers. Some of the work related to the present study is discussed in the following paragraphs

Philip [1] carried out an experimental investigation to find the optimum ranges of parameters for drilling of polymers using a carbon dioxide (COB2B) laser-cutting machine. A few important factors that might affect the drilling process have been selected for the study on three different polymers. An attempt is made to plan the experiment using Taguchi's method.

Matrix experiment-LB9B orthogonal array was used to conduct the experiments with four factors and three levels of each factor. Through experiments the effects of number of pulses, standoff distance, assist gas pressure and nozzle diameter on the circularity of hole, spatter thickness, hole taper and material removal rate were assessed. The optimum conditions obtained from the analysis show the combination of parameters that improve hole quality. 

Tzeng Yih-fong [2]  obtained  a set of optimal turning parameters for producing high dimensional precision and accuracy in the computerized numerical control turning process. Taguchi dynamic approach coupled with a proposed ideal function model was applied to optimize eight control factors for common tool steels SKD-11 and SKD-61. The control factors were coolant, cutting speed, feed, depth of cut, coating type, chip breaker geometry, nose radius and shape of the insert, which were designed in an L18 orthogonal array and experiments, were carried out.                                                 

The results showed that the factors associated with the cutting tool and feed had the most significant effects on the dimensional variation of the test piece. The average surface roughness of the optimized product was found to be better than most of theL18 experimental results and from the initial machining conditions. This indicated that the combined optimized process factors not only produced optimized dimensional precision and accuracy; it also resulted in improved surface finish.

Mohan [3] outline the Taguchi optimization methodology, which is applied to optimize cutting parameters in drilling of glass fiber reinforced composite (GFRC) material. Analysis of variance (ANOVA) is used to study the effect of process parameters on machining process. The drilling parameters and specimen parameters evaluated are speed, feed rate, drill size and specimen thickness. A series of experiments are conducted using TRIAC VMC CNC machining center to relate the cutting parameters and material parameters with the cutting thrust and torque.                                                 

The measured results were collected and analyzed with the help of the commercial software package MINITAB14. An orthogonal array, signal-to-noise ratio are employed to analyze the influence of these parameters on cutting force and torque during drilling. The analysis indicates that speed and drill size have more significant influence on cutting thrust than the specimen thickness and the feed rate. Study of response table indicates that the specimen thickness and drill size are the significant parameters of torque.

Pradeep Kumar [4] present a study of the effect of process parameters on form accuracy obtained through ultrasonic drilling of holes in alumina-based ceramics using silicon carbide (SiC) abrasive. This paper uses Taguchi’s method, which is very effective to deal with responses influenced by multi-variables. Taguchi’s method of experimental design provides a simple, efficient and systematic approach to determine optimal machining parameters. 

Taguchi recommends orthogonal arrays (OA) for laying out of experiments. For optimum performance characteristics of the USM process, five process parameters viz. work piece material (A), tool material (B), grit size (C), power rating (D), slurry concentration (E) and three two-parameter interactions viz. AxB, BxC, AxC were selected. The optimal levels of various process parameters for minimum out-of-roundness are obtained. The significant parameters are also identified. Conducting the confirmation experiments validates the results obtained.

Sahin [5]  developed the wear resistance model for three types of steels  in terms of abrasive grain size, applied load and sliding distance using the Taguchi method. Wear tests were carried out using a pin-on-disc type of apparatus under different conditions. The orthogonal array, signal-to-noise (S/N) ratio and analysis of variance are employed to investigate the optimal testing parameters.                                                 

The experimental results demonstrate that the type of material was the major parameter among the controllable factors that influence the weight loss of steels. For AISI 1340 steel, the abrasive grain size exerted the greatest effect on the wear, followed by sliding distance. The applied load had a much lower effect. For AISI 1020 and 5150 steels, however, the sliding distance was found to have an effective influence on the weight loss. The optimal combination of the testing parameters could be determined. A good agreement between the predicted and actual wear resistance was observed within ±10%. 

Rakhit [6] carried out an investigation to establish a relationship between the characteristics of the cutting force fluctuations that cause vibratory response of the machine tool work piece system and the formation of the surface texture along the lay in the turning operation. The cutting forces were measured using specially built three component dynamometer.                                                   

The objective was to present experimental evidence on the stochastic characteristics of cutting force in the finish turning and parameter describing the resulting surface roughness along the lay. With the information it was possible to relate directly the probabilistic parameters of manufactured surface to the corresponding cutting force descriptions or the cutting conditions that produce cutting forces. The aim was to make available eventually a library of information on cutting force under all cutting conditions for different machining processes.

Yang [7] described that surface roughness is an important measure of quality in metal cutting as surface roughness measure is related to machining parameters. The work developed an efficient surface roughness monitoring and control procedure that combines statistical analysis and physics of the cutting tool wear mechanism. Monitoring surface roughness is often done by manual inspection of work piece surface. It is time consuming and can only be done on a sample basis. Authors developed a metal-cutting surface quality control procedure that takes advantage of known change pattern of surface roughness.                                                

A set of actual data collected from a metal cutting firm was studied (which was measurement of surface roughness of a particular automobile part). Firstly, authors worked on finding a mathematical model describing surface roughness behavior. Then a surface roughness inspection strategy was derived according to the mathematical model developed.

Lin [8] used the dual response approach to achieve the goals of Taguchi's philosophy. Response surface methodology was designed to find the optimal settings for a set of input or design variable that maximize or minimize the response Y. First, second order model is fitted to both primary and secondary response surfaces and then applied to dual-response surface approach to optimize the primary response subject to an appropriate constraint on the value of secondary response. Such a problem typically focused on the mean value of response. As a result, it worked well when the variance of Y was relatively small and stable. The models were generated from data available and then the best model was selected.

Aravindan [9] described that statistical techniques do not aid continuous quality improvement and the need was to find new techniques and tools to replace the present day quality system. So the major portion of the methods proclaimed by Japanese-born quality engineer expert Dr. Genichi Taguchi known as quality loss function, which correlates the quality loss in money value to the deviation from the target specification, was retained. The various costs and losses, yardsticks for the evaluation of the quality costs of the production system, are Diagnosis Cost, Adjustment Cost and loss due to the deviation from the target value.

Zheng [10] made use of the Taguchi Method of experimental design in the optimizing process parameters for micro-engineering of iron oxide coated glass using a Q-switched Nd: YAG Laser. An L16 Orthogonal Array was used to perform the experiment. Lithography was used to fabricate the integrated circuits but it is very complex process. The material was removed by using thermal heating of coating films. The process performance was affected by Laser System parameters such as laser peak power, average power, pulse repetition rate, beam expansion ratio, focal length of the focusing lens, and depth of the beam focus. The parameters were optimized to produce the best possible engraving quality without increase in cost by using Taguchi Technique.

Gaury [11] described about the robustness, which is becoming popular issue in engineering. For products, Taguchi suggested to adjust the design so that product performance is insensitive to the effects of uncontrolled environmental variations. For the system the proposal was given to adjust the design so that the risk of getting poor performance is minimized. The risk is evaluated by simulating the system over a sample of environmental scenarios.

Unal [12] presented an overview of Taguchi method for improving quality and reducing cost. The emphasis was on pushing quality in design stage, seeking to design a product or process that is insensitive or robust to causes of quality variations, resulting in principal benefits including considerable saving in time and resources.

Chua [13] developed the mathematical models for TiN coated carbide tools and T4 medium carbon steel based on design and analysis of experiments. The models were then used in the formulation of objective and constraints function for the optimization of a multipass turning operation with work tool combination. The desirable cutting condition for roughing based on experience or from data book can be determined but it does not ensure these to be optimal. The main objectives were to study the effect of depth of cut, feed rate and cutting speed on the tool life, cutting forces for TiN coated carbide tool using DOE.

Swan [14] used the statistical experiment design in "off-line" quality control to determine the optimal settings for a system even when the mathematical model was known. Taguchi demonstrated how signal to noise ratio could be used to improve the performance of a system through variance minimization, however, these statistical methods often don't use the full distribution information that may be available. The work was an extension and complement to Taguchi's use of experiment design and signal to noise ratio for known system models. The use of probability transformation method with the mathematical system model allowed designers to perform parameter and tolerance design simultaneously using the method of fast integration.                                                

The result was a new method in the field of “quality by design” which was known as Continuous Taguchi. The method that was proposed in the work was new to the field of quality and system design. The work demonstrated how S/N ratio easily computed the system's success/ failure probability whereas the main aim of S/N ratio was to achieve the separability of design factors into control factors and signal factors. But the method had comparatively more computations and was expensive too.

Yang [15] described that the increase of consumer needs for quality products has driven industries to improve quality control of metal cutting processes. It was described that Taguchi parameter design can provide a systematic procedure that effectively and efficiently identifies the optimum surface roughness in process control of individual end milling machines.

Mason [16] optimized the austenite content and hardness in 52100 steel using Taguchi method. Iterative Taguchi experiment was designed to systematically approach the optimal parameter for a complicated process. The Taguchi experimental approach allowed a statistically sound experiment to be completed while investigating a minimum number of possible combinations of parameters. Three iterations of Taguchi designed experiment and analysis were used to determine optimal thermal treatment for minimizing retained austenite content while maximizing Rockwell Hardness (HRC) in AISI 52100 bearing steel.                                           

After one iteration tempering temperature and cold temperature were seen to have greatest effect on austenite content while tempering temperature have greatest influence on hardness. After second and third iteration two thermal treatments were noted each producing hardness of 58-59 HRC measured by X-ray diffraction. The work described an application of a Taguchi analysis to reach an optimal set of processing parameters through a simple and inexpensive iterative process that could be used to develop heat treatment processing parameters for wide variety of alloys.

Singh [17] described a design of experiment based approach to obtain setting of turning process parameters that may yield optimal tool wear using Titanium Carbide tool on En24 steel having 0.4%C. The Taguchi method of off line quality control encompasses all stages of product/process development. Hence the key element for achieving high quality and low cost was parameter design. During the experiment performed the authors investigated three variables i.e. cutting speed, feed and depth of cut, and all the three interactions between them. 

Singh [18] focused on effect of turning process parameters on power consumption while machining, En24 steel with TiC coated carbide tool. The effect of the selected parameters viz. cutting speed, feed and depth of cut on power consumption and subsequently optimal setting of parameters were accomplished using Taguchi Parameter Design Approach. The percentage contribution to the variation of the Power consumption of En24 steel was cutting speed (55.59%), depth of cut (32.8%) and feed (9.03%). 

Singh [19] focused on obtaining an optimal setting of turning process parameters (cutting speed, feed, depth of cut) resulting in optimal value of cutting force while machining En24 alloy steel (0.4% C) with TiC coated Carbide inserts. The effect of selected process parameters was accomplished using Taguchi's parameter design approach. The results indicated that selected process parameters as well as interactions between them significantly affect mean & variance of cutting force of En24 steel turned parts.

Onders [20] developed guidelines for designing metal ceramics actuator system using piezoceramic motor element. Taguchi method was used to select optimum adhesive and base metal combinations based on metal shim elements. The system used consisted of a metal shim on top of a cantilevered beam. First, the adhesive bond between a metal shim attached to the surface of test beam is analyzed by manually deflecting the end of beam. Optimum parameters have been identified to maximize the strain transfer with the help of Taguchi experiments conducted on metal shim bonds followed by an analysis of factors. The result obtained matched well with the values for signal-noise ratio and strain ratios. The beam deflection due to the transferred strain was found to be closer to ideal bonding predictions. 

Davim [21] presented a study of the influence of cutting conditions on metal surface finish obtained by turning. The objective of the study was to establish a correlation between cutting velocity, feed and the depth of cut with the various parameters Ra and Rt. The correlations were obtained by multiple linear regressions. Finally confirmation tests were performed to make comparison between the result predicted from the mentioned correlation and the theoretical results.                                                 

Surface roughness influences the performance of the mechanical parts and the production costs. To establish the correlation machining issues were incorporated with different cutting conditions, aiming at simulating them for surface finish. The cutting tests were made on a 6kW lathe. An orthogonal array with 26 degree of freedom was selected and 81 tests were conducted to achieve the goal. 

Chang [22] discussed statistical experiments limited by practical constraints that may be conducted with less than the number of runs required in an Orthogonal Array. When this is anticipative, a design matrix, which is a sub matrix of an orthogonal array, may be conducted in a way that still permits useful estimation of required number of effects. The procedure was defined for the two level experiments.Orthogonal arrays are widely used in the design of industrial experiments. The number of rows of a 2-level orthogonal array is a multiple of 4, requiring the number of runs of an experiment to be multiple of 4. In industry, because of practical constraints, the number of runs available for an experiment is sometimes not a multiple of 4. In order to fully utilize the number of runs available, it was suggested that experiments be conducted according to "lean designs" whose layouts are given by nonsingular sub matrices of orthogonal arrays. The number of runs in a lean design is not necessarily a multiple of 4. When number of runs is in multiple of 4, a lean design simply corresponds to an orthogonal array.
Lambiase [23] presented the results of a study conducted on palletizer moved by programmable pneumatic drives. The palletizer is three pneumatic axes programmable versatile machine with overall dimensions of 2170 x 2780 mm in plan and 3850 mm height. The tests were carried to verify the real possibility of employing the pneumatic drives in industrial application. The results obtained help to determine most critical parameters and the main interactions between them. The main aim was to determine control parameters, which affect its performance and their optimization in order to obtain a satisfactory behavior in industrial working condition. The tests were carried out and data analyzed using Taguchi Technique.

Kumar [24] described the various parameters of Abrasive Flow Machining (AFM) that significantly affect the material removal when magnetic field is applied around a work piece. An attempt was made to obtain the optimal setting of process parameters, which may yield optimal material removal from the components processed by the magnetic field assisted AFM. Taguchi Method was applied to study the effect on abrasion rate on work piece material. The various process parameters taken are Magnetic Flux Density, Average Grain Size, Extrusion Pressure, Flow Volume and Material of work piece. An L27 Orthogonal Array was selected. The conclusion drawn was that the magnetic field around the work piece being processed by AFM enhanced the abrasion rate.

Masounave J [25]   presented the collection and analysis of surface roughness and tool vibration data generated by lathe dry turning of mild carbon steel samples at different levels of speed, feed, depth of cut, tool nose radius, tool length and work piece length. A full factorial experimental design that allows to consider the three-level interactions between the independant variables has been conducted.Vibration analysis has revealed that the dynamic force, related to the chip-thickness variation acting on the tool, is related to the amplitude of tool vibration at resonance and to the variation of the tool's natural frequency while cutting.                                                 

The analogy of the effect of cutting parameters between tool dynamic forces and surface roughness is also investigated. The results show that second order interactions between cutting speed and tool nose radius, along with third-order interaction between feed rate, cutting speed and depth of cut are the factors with the greatest influence on surface roughness and tool dynamic forces in this type of operation and parameter levels studied. The effect of built-up edge formation on surface roughness can be minimized by increasing depth of cut and increasing tool vibration.

CY Nian [26]  presented the  optimization of turning operations based on the Taguchi method with multiple performance characteristics is proposed.The orthogonal array, multi-response signal-to-noise ratio, and analysis of variance are employed to study the performance characteristics in turning operations. Three cutting parameters namely, cutting speed, feed rate, and depth of cut, are optimized with considerations of multiple performance characteristics including tool life, cutting force, and surface finish. Experimental results are provided to illustrate the effectiveness of this approach.

Y.S. Tarng [27]  used the Taguchi method, a powerful tool to design optimization for quality, is used to find the optimal cutting parameters for turning operations. An orthogonal array, the signal-to-noise (S:N) ratio, and the analysis of variance (ANOVA)are employed to investigate the cutting characteristics of S45C steel bars using tungsten carbide cutting tools. Through this ,not only can the optimal cutting parameters for turning operations be obtained, but also the main cutting parameters that affect the cutting performance in turning operations can be found. 

 Daniel Kirby [28]   presents an application of the Taguchi parameter design method to optimizing the surface finish in a turning operation The Taguchi parameter design method is an efficient experimental method in which a response variable can be optimized, given various control and noise factors, and using fewer experimental runs than a factorial design. The control parameters for this operation included :spindle speed, feed rate, depth of cut, and tool nose radius .                                             

Noise factors included varying room temperature, as well as the use of more than one insert of the same specification, which introduced tool dimension variability. Experimental runs were conducted using an orthogonal array, and the ideal combination of control factor levels was determined for the optimal surface roughness and signal-to noise ratio.The result  indicated that this method was both efficient and effective in determining the best turning parameters for the optimal surface roughness

Julie Z. Zhang [29]  presents a study of the Taguchi design application to optimize surface quality in a CNC face milling operation. Maintaining good surface quality usually involves additional manufacturing cost or loss of productivity. Julie Z. Zhang The Taguchi design is an efficient and effective experimental method in which a response variable can be optimized, given various control and noise factors, using fewer resources than a factorial design.                                             

J.A. Ghani, [30]  outlines theTaguchi optimization methodology, which is applied to optimize cutting parameters in end milling when machining hardened steel AISI H13 with TiN coated P10 carbide insert tool under semi-finishing and finishing conditions of high speed cutting. The milling parameters evaluated are cutting speed, feed rate and depth of cut. An orthogonal array, signal-to-noise (S/N) ratio and Pareto analysis of variance (ANOVA) are employed to analyze the effect of these milling parameters.           

The analysis of the result shows that the optimal combination for low resultant cutting force and good surface finish are high cutting speed, low feed rate and low depth of cut. Using Taguchi method for design of experiment (DOE), other significant effects such as the interaction among milling parameters are also investigated. The study shows that the Taguchi method is suitable to solve the stated problem with minimum number of trials as compared with a full factorial design

Singh hari [31]   This study included feed rate and cutting speed as control factors, and the noise factors were the operating chamber and the use of  tool inserts in the  specification, which introduced axial force variability. An orthogonal array of L9 was used; ANOVA analyses were carried out to identify the significant factors affecting  the axial forceand the optimal combination was determined by seeking the best parameters (response) and signal-to-noise ratio.  

S.S..Mahapatra, [32]   Surface quality is one of the specified customer requirements for machined parts. There are many parameters that have an effect on surface roughness, but those are difficult to quantify adequately. In finish turning operation many parameters such as cutting speed, feed rate, and depth of cut are known to have a large impact on surface quality. In order to enable manufacturers to maximize their gains from utilizing hard turning, an accurate model of the process must be constructed. Several statistical modeling techniques have been used to generate models including regression and Taguchi methods. In this study, an attempt has been made to generate a surface roughness prediction model and optimize the process parameters Genetic algorithms (GA). Future directions and implications for  anufacturers in regard to generation of an robust and efficient machining process model is discussed.

The literature survey reveals that Taguchi Technique is one of the most comprehensive and effective system of the offline quality control. It lays down the experimental plan in a more systematic, economical and statistical way. 

Axial force is an important measure of quality in Drilling process. Lower the axial force value, higher is considered the finish and thus the quality. In the present work Taguchi technique is used for optimization of axial force and finding the best parameters for  achieving the sound quality product.

CHAPTER 3

EXPERIMENTATION & RESULTS


3.1
Mechanics of Drilling Operation

The most common hole making operation is drilling and it is usually performed with the help of a twist drill. Unlike shaping and turning, this involves two principal cutting edges. Fig 3.1 shows a drilling operation. If the total advancement of the drill per revolution (the feed rate) is f, then the share of each cutting edge is f /2 because each lip is getting the uncut layer the top surface of which has been finished by the other lip 180( ahead (during  180( rotation,  the  vertical  displacement   of the drill is f /2). The uncut thickness tB1B and the width of cut w are given as


            tB1 B= (f/2) sin(,


            w = (D/2) sin(,

where ( is the half point angle (Fig. 3.1b). 
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Fig. 3.1    (a) Basic scheme


(b) Details of drilling geometry

The rake angle ( can be found out from the sectional view (Fig. 3.1 b), but it can be easily shown that in the case of a twist drill,( depends on the radial location of the sectioning plane. Figure 3.2 shows three views of a common twist drill. The normal rake angle ( can be approximately expressed as


           ( ( tanP-1 P[
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r being the radius of the point on the cutting edge where the nominal rake is being  evaluated, D the nominal diameter of the drill, ( the half point angle (Fig.3.2)           

  

Table 3.1
Drill angles used for various materials

	Material (s)
	Helix angle (     

    (degree)
	Point angle 2(
   (degree)
	Lip relief  angle

(degree)
	Chisel angle

(degree)

	Brittle and hard
	22-33

(lower value for smaller size)
	      80
	     6-8
	        55

	Steel & cast irons
	22-33

(lower value for smaller size)
	     118
	     6-8
	        51

	Soft
	22-33

(lower value for smaller size)
	    140
	     6-8
	       51


Table 3.1 gives the typical values of the drill angles and parameters. It should be noted that in the drilling operation the variation of cutting speed and other parameters along the cutting edge are appreciable and the whole phenomenon is very complex. However, all our calculations are based on the middle point of each cutting edge. The effect of all the forces acting on the drill (Fig 3.3) can be represented by a resisting torque M and a thrust force F. 
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Fig 3.2
 Details of twist drill geometry 

The action at the chisel edge is not truly a cutting action, rather it is one of pushing into the material like a wedge, but the effect of the chisel edge on the torque is negligible as it is on the axis of rotation. The contribution of the chisel edge to the development of the thrust force is considerable. The total thrust force F can be expressed as


           
F= 2FBT B Sin ( + FBchB + FBfriction

Where FBchB is the force from the chisel edge and FBfrictionB is the friction force.
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Fig 3.3 
Development of torque and thrust during drilling

Experimentally, it has been found that FBchB is almost 60% of the total thrust force and FBfrictionB is very small (about 3%). Similarly, the total moment M can be written as (Fig 3.3)




M = FBC Bz + MBch B+ MBfriction,

where MBchB is the moment from the chisel edge and MBfrictionB is the moment due to friction. About 80% of M comes from the cutting action of the lips, whereas MBchB and MBfrictionB are about 8% and 12% of M, respectively. Thus the final approximate expressions for the M and F can be written as


M  ( 0.6 FBCB D,




F  ( 5FBT Bsin (,

3.2
Drill bit material 

The materials from which bits are manufactured play a big role in the life and performance of the bit. Drill bits are available in: 

Steel Bits— inexpensive and work well for boring in softwood. However, steel bits dull quickly in hardwood.

High-Speed Steel Bits (HSS)— harder than steel blades and stay sharper longer.

Titanium Coated Bits— cost slightly more than HSS bits, but their titanium coating is tougher and stays sharp longer than HSS or steel bits.

Carbide-Tipped Bits— more expensive than other bits, but they stay sharp much longer than steel, high-speed steel or titanium bits.

Cobalt Bits— extremely hard and dissipate heat quickly, they are most commonly used for boring in stainless steel and other metals.

3.3     Types of drill  bit and there uses
                       Table 3.2  Types of drill  bit and there uses

	Type 
	Uses 
	Example   

	Twist Bit 
 
	General purpose drilling in wood, plastic and light metal 
	[image: image56.jpg]




	Brad Point Bit
	Boring in wood 

Has high points (brads) for easier positioning and accurate cuts 

Has extra-wide flutes for chip removal 
	[image: image57.jpg]




	Spade Bit
	Boring large diameter holes in wood 

Range from 1/4" to 1 1/2" in diameter 
	[image: image58.jpg]




	Adjustable Wood Bit
	Wood boring, adjustable blade allows boring of multi-diameter holes 

Adjusts from 3/4" to 3" in diameter 
	[image: image59.jpg]




	Auger Bit
	Wood boring 

Coarse screw end for quick drilling 

Has large flutes for chip removal 
	[image: image60.jpg]




	Hole Saw
	Boring large diameter holes in wood and light metal 

Usually range from 1/2" to 6" in diameter 
	[image: image61.jpg]




	Forstner Bit
	Boring flat-bottomed holes in wood 
	[image: image62.jpg]




	Drill Saw Bit
	Cutting irregular contours and holes in wood or metal 
	[image: image63.jpg]




	Counterbore,Pilot and Countersink Bit
	Drilling pilot, countersink and counterbore holes in one step 

Has replaceable and interchangeable pilot bits 
	[image: image64.jpg]




	Installer Bit 
	Installing phone wire, TV cable, computer and security system wire 

Has a hole in the bit head for pulling wire through hole 
	[image: image65.jpg]




	Left Hand Bit
	Extracting broken, right-hand-threaded studs, screws and bolts 
	[image: image66.jpg]




	Step Bit 
	Repetitive drilling in steel, copper, brass, aluminum, plastic and wood 

Deburring holes 
	[image: image67.jpg]




	Glass/Tile Bit
	Boring in glass or tile 

  
	[image: image68.jpg]





3.4 
Factors Affecting Cutting Force        

In order to identify the process parameters affecting the quality features of drilled parts, an Ishikawa cause – effect diagram has been constructed and is shown in Fig. 3.4.
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Fig.  3.4 Ishikawa cause – effect diagram of a drilling process

The factors affecting the quality characteristics of drilled parts are given below:

[image: image70.png]



Cutting parameters ( cutting speed and feed rate 

[image: image71.png]



Cutting tool parameters ( tool material, tool geometry

[image: image72.png]



Work piece related parameter ( hot worked, cold worked material, hardness

[image: image73.png]



System parameter ( static rigidity, dynamic rigidity

3.5
Experimental Set Up

Three main equipments used in the present case study are:
       1. Radial drilling machine.

       2. Drilling dynamometer.

       3. Experimental procedure

3.5.1
Radial drilling machine

The radial drilling machine used in this case study is shown Fig 3.6.                                  It is the largest and most versatile of the drilling machines and is very well suited for drilling large number of holes. It is a single spindle machine intended for handling large and heavy work or work which is beyond the capacity of the small drilling machines. It consists of vertical column with a radial arm that can be swung through an arc of 180( or more. On the radial arm, which is power driven for vertical movement, is an independently driven drilling head equipped with a power feed. To drill a hole the arm is raised or lowered as needed. The drill head is then positioned and locked on the arm. The arm next is locked in that position, the spindle speed and feed are adjusted, and the depth is set. The drill will then feed down and return when the proper depth has been reached.
(  Specification of the Radial Drilling machine

Spindle Stroke (H)





255 mm

Size of  Morse Taper



 
No.4

Spindle Speed





40-1600 rpm

Spindle feeds
0.11, 0.16, 0.27, 0.45 ,0.72 and 1.25 (mm/rev.)

Column Diameter (A)




300 mm

Max. Distance, Column Surface Spindle center(B)
1235mm

Min. distance, Column Surface Spindle center(C)
320 mm

Horizontal Travel of Headstock (D)


910 mm

Max. distance, Base to spindle    (E)


1220 mm

Min.  distance, Base to spindle(F )


530 mm

Overall Height of Column(G)



2150 mm

Machine Height from Floor                

 
2570 mm

Dimensions of Base(L(M(K)             


1690(750(160

Effective Area of table(R(S(T)           


615(475(390

Spindle Drive Motor(HP)                     


3

Arm Elevation Motor(HP)                     


2

Gross weight-Approx(kg)                      


1950    

3.5.2
Drilling dynamometer:

It is force-measuring equipment, which undergoes some deflection when measuring the cutting force. The main requirements of any dynamometer are that it should be sensitive and at the same time rigid also. Frequently, the dominating stiffness criterion is the natural frequency of the dynamometer. All machine tools operate with some vibrations executing certain cutting operations like milling, drilling etc. For any cutting process it is desirable to measure three components of the force in a set of rectangular co-ordinates. While measuring these three forces, the dynamometer should be so designed that force in x-direction should not give any reading in y and z directions and so should be case in y and z directions.

                               The drilling dynamometer used in the present work has been calibrated by applying known loads as shown Fig 3.7. The calibration of the dynamometer is shown in Fig.3.5
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                        Fig 3.5
Calibration Graph of the Dynamometer

3.5.3
 Experimental Procedure: 

A scientific approach to planning and conducting of experiments was incorporated in order to perform the experiments most effectively. Taguchi Technique was taken as the basis for planning the experiments so that the appropriate data be collected which may be analyzed to obtain valid and objective conclusions.

Planning of experiments was employed in order to fulfill the following requirement: 

[image: image75.png]



To get the data uniformly distributed over the whole range of controllable factors to be investigated.

[image: image76.png]



To reduce the total number of experiments.

[image: image77.png]



To establish a relationship between different input variables.    

The following are basic steps, which are followed during the experiment.

[image: image78.png]


Selection of variable: The variables selected are feed and cutting speed.

[image: image79.png]


Selection of the levels: The levels selected are 3 for both the variables.

[image: image80.png]


Selection of the Orthogonal Array: As variables having three levels are being taken, so the degree of freedom associated with one variable is 2 (No. of levels – 1).The DOF associated with the two variables is 4. The interaction study between the variables required and additional DOF since the DOF of two factors interaction is equal to the product of DOF of the factors. Thus total DOF required becomes 8. An orthogonal array having at least 8 DOF is to be selected. In the present work, the OA selected is LB9.B
[image: image81.png]


During experimentation all the trials were repeated three times, so the total number of experiments performed is 27.

[image: image82.png]


Then the raw data analysis and S/N data analysis are done.

[image: image83.png]


The material selected for tool bit is HSS and the work piece material is mild steel. The geometry of the bit used is given in Table 3.1 

[image: image84.png]


The mild steel work pieces having 60 mm diameter and 43.5 mm length were drilled on the radial drilling machine. 
3.6
EXPERIMENTAL RESULTS

The ranges of the selected process variables were decided by the conducting experiments using one variable at-a-time approach. The process parameters, their designation and three levels selected are given in Table 3.2. 

         Table 3.3  Process Parameter and their Ranges for Cutting Force

	Process Parameter
	Parameter Designation
	Levels

 L1        L2               L3

	Cutting Speed (m/min)


	A
	19         24               27

	Feed (mm/rev)


	B
	0.11     0.16            0.27


3.6.1
Results of the Axial Force
Table 3.3 shows experimental results of axial force obtained using the above-discussed procedure in previous section. The experiments were repeated thrice and R1, R2, R3 denote the repetitions. The S/N data of the axial force are also given in Table 3.3.

Table
3.4 
LB9 BOA with responses (Raw Data & S/N Ratios)

	Column
	1
	2
	3
	4
	Response (Raw Data)
	S/N Ratio

	Trial No.
	A
	B
	A(B
	A(B
	R1(N)
	R2(N)
	R3(N)
	S/N= -10log
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 EMBED Equation.3  [image: image86.wmf]å
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	1
	1
	1
	1
	1
	691
	674
	683
	-56.7

	2
	1
	2
	2
	2
	969
	980
	975
	-59.77

	3
	1
	3
	3
	3
	1344
	1300
	1322
	-62.43

	4
	2
	1
	2
	3
	980
	972
	975
	-59.78

	5
	2
	2
	3
	1
	1302
	1245
	1277
	-62.11

	6
	2
	3
	1
	2
	1925
	1935
	1931
	-65.71

	7
	3
	1
	3
	2
	980
	985
	977
	-59.84

	8
	3
	2
	1
	3
	1562
	1585
	1538
	-63.87

	9
	3
	3
	2
	1
	2458
	2472
	2451
	-67.81


CHAPTER 4

DATA ANALYSIS AND DISCUSSION


The following section includes the basic steps followed for analysis through Taguchi Technique, for the results obtained from the experiments discussed in the previous chapter.

4.1
Analysis of Axial Force Values

4.1.1 
Raw data analysis

Using Table 3.1 & 3.2 the following analysis on axial force is carried out.

A) ULevels Totals and their Averages:

The average value of the response at each parameter is obtained by adding the results of trials condition at the level considered and then dividing by the number of the data points added i.e.

            A (1) = 8938



B (1) = 7917




 A (2) =12542


B (2) =11434




 A (3) =15008


B (3) =17138


AB (1) = Sum of level total due to interaction A(B at level 1 in column ‘3’ and 4’.
 

AB (1) = 12524 + 13253 = 25777

            
AB (2) = 13233 + 11658 = 24891

            
AB (3) = 10732 + 11578 = 22310

Now,


Average= Sum/9
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(1)= 993.11
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 (1) = 879.667 
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(2)=1393.55
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 (2) =1270.444
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(3)=1667.55
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 (3) =1904.22
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(1) = 25777/18 = 1432.055
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(2) = 24891/18 = 1382.833
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(3) = 22310/18 = 1239.444

B) UMain Effects due to Parameter and Interaction :

            A (L1(L2) = 
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            A(B (L2(L3) = 
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C) UAnalysis of Variance (ANOVA):

STEP (1): Total of all the Results (T):

T = 
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Where:   

n= Total number of Trials = 9 

R= Repetition for each trial = 3

 


T= 36488

STEP (2): Correction Factor (C.F):
C.F. = TP2P/N

Where:

N =n(R = 3(9 = 27 

C.F. = (36488)P2P/27 = 49310153.481
STEP (3): Total Sum of Square (SSBTB):



SSBT  B = 
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SSBTB  = 56765246 – 49310153.481





SSBTB  = 7455092.519

STEP (4): Sum of the Squares due to parameters and interactions(SS): 


SSBAB =  
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SSBBB = 4814989.741
SSBA(BB = Sum of Square due to column ‘3’ + Sum of Square due to Column ‘4’.

SSBA(BB due to column ‘3’ = 
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SSBA(BB due to column ‘4’ = 
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= 201075.5074

SSBA(BB = 371923.075+ 201075.5074

SSBA(BB = 572998.15

STEP (5): Error Sum of Squares (SSe):


 SSBeB = SSBT B- (SSBAB+ SSBBB+ SSBA(BB)

 SSe = 7455092.519 - (2070921.186 + 4814989.741 + 572998.15) 

 SSe = 3816.558

STEP (6): Degree of Freedom (DOF):

fBTB = Total Degree of Freedom = R ( n -1 = 26

fBAB =Degree of freedom of variable A= No. of level -1 = 3 -1 =2

fBBB =Degree of freedom of variable B= No. of level -1 = 3 -1 =2 

fBA(BB =Degree of freedom of variable A(B = Product of DOF of the            interaction Parameter

fBA(B = BfBA ( BfBB B= 2 ( 2 = 4

fe= Error Degree of freedom= 26- (2+2+4) = 18

STEP (7): Variance or Mean Square (V):

Variance due to parameter A: VBAB = 
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STEP (8): Percentage Contribution:

PBAB = Percentage contribution of parameter A towards mean of the           response
PBAB = 
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STEP (9): 
F-Ratios:
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(* SIGNIFICANT AT 95% CONFIDENCE LEVEL)

The results obtained from the Raw Data Analysis for axial force from the above steps, in tabulated form are given below:

Table 4.1: Average Value and Main Effects (Raw data: Axial force)

	Process Parameter Designation
	          Average Values

   L1            L2              L3
	          Main Effects

   L2-L1               L3-L2

	A
	993.11       1393.55      1667.55
	  400.44               274.01

	B
	879.67       1270.44      1904.22
	  390.77               633.76

	A(B
	1432.05     1382.83      1239.44
	 -49.22               -143.399


where:

L1, L2, L3= represent level 1, 2 and 3 respectively of Parameters/interactions

Table 4.2:
ANOVA (Raw Data: Axial Force)

	Source
	SS
	DOF
	Variance
	F-Ratio
	P-Contribution

	A
	2070921.19
	2
	1035460.593
	4883.53
	27.77%

	B
	4814989.74
	2
	2407494
	11354.45
	64.58%

	A(B
	572998.15
	4
	143249.537
	675.61
	7.69

	T
	7455092
	26
	
	
	

	e
	3816.59
	18
	212.031
	
	0.051


* significant at 95% Confidence Level

SS= Sum of Squares  
P=Percentage Contribution 
V=Variance

DOF=Degree of Freedom    
T=Total

           e=Error

4.1.2 
S/N data analysis

Conversion of the Raw Data into the S/N Ratios:

The Raw Data are converted into the S/N Ratios using the appropriate LB, HB, and NB signal to noise ratio formula. In the present experiment, the quality characteristic, Axial Force is of the Lower the Better (LB) type and the formula used is


            
 (S/N)BLB B = -10
Log
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Where:

                         YBjB is the value of the quality characteristic in an observation j.

                          R is the number of the repetitions in a trial.

In this transformation nine S/N ratios are calculated for the selected L9 OA (shown in Table 3.3).

With 9 data points (S/N Ratios), the DOF of the experiment becomes  fBTB =No. of the Data points - 1= 8

A (1) = -178.89

B (1) = -176.32

A (2) = -187.59

B (2) = -185.75




A (3) = -191.52

B (3) = -195.95



                   

Average= Sum/3
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A) UMain Effects due to Parameter:

The main effect of the parameter due to change of the level.
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B) UAnalysis of Variance (ANOVA): 

STEP (1): Total of all the Results (T)
T = 
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STEP (2): Correction Factor (C.F):

  

C.F. = TP2P/N

Where:



N =9, as there are 9 readings 

C.F. = (-558.014)P2P/9 = 34597.74

STEP (3): Total Sum of Square (SSBTB):
SSBT B = 
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SSBTB  = 34691.61 – 34597.74

SSBTB = 93.87     


STEP (4): Sum of the Squares due to parameters and interactions (SS): 

SSBAB =  
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STEP (5): Error Sum of Squares (SSe):

 

SSBeB = SSBT B- (SSBAB+ SSBBB)

 

SSBeB = 93.87 - (27.83 + 64.22) 

SSBeB = 1.8

STEP (6): Degree of Freedom (DOF):

 fBTB = Total Degree of Freedom = No. of trials - 1 = 8

 fBAB =Degree of freedom of variable A= No. of level -1 = 3 -1 =2

fBBB =Degree of freedom of variable B= No. of level -1 = 3 -1 =2 

fe= Error Degree of freedom= 8- (2+2) = 4 

 STEP (7):  Variance or Mean Square (V):

Variance due to parameter A: VBAB = 
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STEP (8): Percentage Contribution:
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STEP (9): F-Ratios:
FBAB = 
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(* SIGNIFICANT AT 95% CONFIDENCE LEVEL)

The results obtained for the S/N Data Analysis for axial force from the above steps in tabulated form are given below:

                            Table4.3 :S/N Average Value and Main Effect

	Process Parameter Designation
	Average Values

   L1                 L2                    L3
	Main Effects

  L2-L1             L3-L2

	A
	-59.63            -62.53             -63.84
	  -2.91               -1.31

	B
	-58.77           -61.92              -65.32 
	  -3.14               -3.40


                            Table 4.4
 ANOVA (S/N data: Axial Force)

	Source
	SS
	DOF
	Variance
	F-Ratio
	P-Contribution

	A
	27.83
	2
	13.918
	30.80
	29.65%

	B
	64.22
	2
	32.117
	71.07
	68.41%

	T
	93.87
	8
	
	
	

	e
	1.8
	4
	0.452
	
	1.92%





* significant at 95% Confidence level

Cutting Speed (A) and Feed (B) both are significant at 95% confidence level in both the ANOVAs; they affect both the average value of axial force as well as variation in axial force. The percentage contribution of the parameters as quantified under Column P of Tables 4.2 and 4.4 reveal that the influence of the Feed (B) in controlling both mean and variation of axial force is significantly larger than that of cutting speed (A).

4.1.3 Effects of Process Parameters on Axial Force

In order to see the effects of process variables on the axial force in a drilling process, experiments were conducted using L9 OA and the experimental data are repeated in Table 3.3. The average values of the axial force for each parameter at levels 1,2, and 3 are calculated and are given in Table 4.1. These average values are plotted in Fig 4.1 (a). The main effects (Raw data) of the parameters are given in Table 4.1.                                     

 Figure 4.1(a) shows the effect of cutting speed on the axial force. There is an increase in axial force with an increase in with speed. Figure 4.1(b) shows the effect of feed rate an axial force. The axial force increases with increasing values of feed rate. From a relative comparison of the steepness of the average response curves, it is clear that feed rate has stronger influence on the axial force followed by the cutting speed.  Figure 4.1 (a, b), raw data, clearly shows that the axial force is minimum at the first level of feed rate and the first level of cutting speed.

The S/N ratio response graphs plotted in Figure 4.1 (c,d) also suggest the same levels of the parameters as the best levels, since these represent the highest points on the S/N response graphs.

4.1.4 
Estimation of optimal value of the axial force

After analyzing S/N response graphs and the average plots for the raw data the optimal cutting conditions for the selected quality characteristic i.e., Axial Force is:

Cutting Speed (A, Level 1)
: 19 m/min



Feed
(B, Level)             
: 0.11 mm/rev

(BAF  B= Predicted mean (optimal value) of Axial force  = 
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       = 682.67 N
The confidence interval is a maximum and the minimum value between which the true average should fall at some stated percentage of confidence.

From Table 4.2,



   fBe B= 18

VBe B= 212.031

At 95% stated confidence level:


FB(; B(1, fBeB) = The F-ratio at a Confidence level of (1-() against DOF of mean (always 1) and error DOF

F B0.05 ;B( 1, 18) = 4.41
(Tabulated F- ratio) 

(Beff           =                                                   BN

1+B B[Total degrees of freedom associated with items used in (BAF Bestimate] 

(Beff.B = 
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The expression for computing CIBCE B(Confidence interval for a sample group) for confirmation experiments;

CIBCEB = 
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R :  sample size for confirmation experiment

As R ( (, 
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The predicted optimal range for the sample size of 3, of axial force is:

((BAFB - CIBCEB) 
<
(BAFB
< ((BAFB + CIBCEB )

(682.67  – 22.019)< 682.67 < (682.67 + 22.019)
660.651 < (BAF B(N) < 704.689

  Quality Characteristic: Axial Force (Raw Data)

          Axial Force: Lower the Better  
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   Quality Characteristic: Axial Force (Raw Data)

         Axial Force: Lower the Better  
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   Quality Characteristic: Axial Force (S/N Data)

        Axial Force: Lower the Better  
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        Quality Characteristic: Axial Force (S/N Data)
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Figure  4.1            Graphical  Representation of Axial Force – Raw  &   S/N   Data  vs.  
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The predicted optimal range for the entire population of axial force is:

 


((BAFB - CI) < (BAFB < ((BAFB + CI)

(682.67 – 13.16)< 681.33 < (682.67 + 13.16)

669.51 < (BAF B(N) < 695.83

Trial No.1 of L9 OA corresponds to these cutting conditions. The average response to three repetitions of this trial is 682.67 N. Thus the predicted range of the optimum cutting force i.e.669.51 < (BAF B(N) < 695.83, for the entire population is also is satisfied.

Hence the selected optimal values of machining parameter for optimal axial force are established/ implemented.

               CHAPTER 5

CONCLUSION AND FUTURE SCOPE


The following sections gives the conclusions as obtained from the results of the analysis of axial force data obtained from experimentation using Taguchi Technique.
5.1
Conclusions

(1)
After analyzing S/N response graphs and the average plots for the raw data the optimal cutting conditions for the selected quality            Characteristic, axial force, are:

 

Cutting Speed (A, Level 1)
 : 
19   m/min

                          Feed (B, Level1)           
 : 
0.11  mm/rev

(2) 
The following are the percentage contributions of the parameters to the variations of axial force in drilling of Mild Steel part using HSS drill.

FOR RAW DATA:

           
Cutting Speed               
27.77 %

              
Feed                              
64.58 %


          
Interaction between 

                    
cutting  speed and feed    
7.68 %

FOR S/N DATA:

                                     Cutting Speed              29.65 %

                                     Feed                             68.41 %

The percentage contribution of the parameters reveal that the influence of the feed rate in controlling both mean and variation of axial force is significantly larger than that of cutting speed.

(3) 
The interaction between cutting speed and feed rate (A ( B) is significant at 95% confidence level in ANOVA for raw data. Thus it affects the mean values.

 (4) 
The predicted optimal range of axial force is:

669.51 < (BAF B(N) < 695.83   

5.2
Scope for Future Work 

Taguchi method has been very successful in designing high quality products and processes of many different fields. In it the design horizon is enlarged to all technical and economical properties important to the product. The strategic analysis on the effect of noises in the early design phase is superior to conventional procedures. The numerous combinations of design parameter settings cannot efficiently be controlled by human judgement, which results in time and cost consuming but can easily be controlled by using taguchi design of experiment.

Traditional optimization techniques have very limited scope because of the complexity of the problems since they require a very large number of experiments. But Taguchi Technique requires very less number of experiments to optimize single quality characteristics. The Taguchi methodology is best suited to optimize quality characteristics individually and hence can be well applied to optimize other responses of Drilling process e.g. torque, power consumption, tool wear etc. The robust design methodology can also be applied for optimizing multiple responses in industrial experiments.

The taguchi method offers a strategy for finding optimal,stable results based on a predefined set of analyzed parameter combinations..Robust design takes up the concepts of the taguchi method and offers a standard, homogeneous procedure based on actual and scientific knowledge.
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