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                SECURE KEY BASED SPREAD SPECTRUM WATERMARKING FOR DIGITAL IMAGES
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INTRODUCTION
1.1 INTRODUCTION    

Along with the explosive growth of the Internet not only desirable new possibilities - like publicly available access to information databases around the world, distributed project work across different countries, or fast and reliable means of electronic communication - emerged, but the ease with which digital media can be duplicated and modified, or the fact that legislation is seemingly unable to cope with its rapid rate of change makes it also very attractive to people with dishonorable motives. With these drawbacks of the “digital age” in mind, creators of multimedia content may wish for a digital analogy to the watermarks that have been used in bookmaking since the 13th Century.

This need for methods and tools to protect ones intellectual property rights initiated the relatively new research field of “digital watermarks”. Someone familiar with encryption techniques might be tempted to ask why there is such an amount of interest in the research community to develop robust watermarking techniques, if numerous secure encryption algorithms are readily available because encryption alone often is insufficient to protect digital content, since unconsidered and erroneous usage by human operators often renders it useless.

The earliest forms of information hiding can actually be considered to be highly crude forms of private-key cryptography; the “key” in this case being the knowledge of the method being employed (security through obscurity) [2]. 

Today, crypto-graphical techniques have reached a level of sophistication such that properly encrypted communications can be assumed secure well beyond the useful life of the information transmitted. In fact, it’s projected that the most powerful algorithms using multi kilobit key lengths could not be comprised through brute force, even if all the computing power worldwide for the next 20 years was focused on the attack. Of course the possibility exists that vulnerabilities could be found, or computing power breakthroughs could occur, but for most users in most applications, current cryptographic techniques are generally sufficient.


Why then pursue the field of information hiding? Several good reasons exist, the first being that “security through obscurity” isn’t necessarily a bad thing, provided that it isn’t the only security mechanism employed [2]. Steganography for instance allows us to hide encrypted messages in mediums less likely to attract attention. A garble of random characters being transmitted between two users may tip off a watchful 3rd party that sensitive information is being transmitted; whereas baby pictures with some additional noise present may not. The underlying information in the pictures is still encrypted, but attracts far less attention being distributed in the picture then it would otherwise [3] [4]. 

This becomes particularly important as the technological disparity between individuals and organizations grows. Governments and businesses typically have access to more powerful systems and better encryption algorithms then individuals. Hence, the chance of individual’s messages being broken increases which each passing year. Reducing the number of messages intercepted by the organizations as suspect will certainly help to improve privacy. 


Another advantage hinted at by A. Tewfik [5] is that information hiding can fundamentally change the way that we think about information security. Cryptographic techniques generally rely on the metaphor of a piece of information being placed in a secure “box” and locked with a “key”. The information itself is not disturbed and anyone with the proper key can gain access. Once the box is open, all of the information security is lost.  Compare this to information hiding techniques where the key is embedded into the information itself.
1.2 Organization of Dissertation
This report will begin with a quick background on cryptography and steganography, which form the basis for a large number of digital watermarking concepts. Then it will move on to a discussion of what requirements a watermarking system must meet, as well as methods for evaluating the strengths of various algorithms. The remainder of the report will focus on various watermarking techniques and the strengths and weaknesses of DCT. This report will focus almost exclusively on the watermarking of digital images; however most of these same ideas could easily be applied to the watermarking of digital video and audio.

Chapter 1 gives the introduction about the digital image watermarking; it explains the basic watermarking related to this project. This chapter explains about the crypto-graphical techniques and information hiding. The last part gives the structure of report.

Chapter 2 is concerned about the review of the related literature required for the project. This chapter gives the history of watermarking, information hiding, and stenography. It also includes distortions and attacks on images. The last part of the Chapter 2 gives an overview of applications of the digital watermarking techniques and design consideration and requirements.

Chapter 3 gives the basic idea about watermarking techniques, choice of watermark image, purpose and attribute of watermark image. It also includes spatial, frequency and wavelet domain watermarking techniques. The next part of the Chapter 3 gives the various algorithms implemented to watermark the image.
Chapter 4 describes the modified version of Spread Spectrum Watermarking Algorithm given by I. J. Cox[1] in which we study how to embed the variable length watermark in image, determining the scaling factor, determining the length of watermark (N) and lastly extracting the variable length random watermark and calculating the similarity between them.
Chapter 5 shows the running layout of this project with describing each and every Mat Lab generated figures and corresponding watermark detector response. It describes how to insert and regain watermark using DCT technique in both Color and Gray watermarking. Lastly it shows that watermarked image attacked by various types & corresponding watermark detector response.  
Chapter 6 discusses about the conclusion and future directions in this project.
Chapter 7 shows the Bibliography which is used for making this report.
Chapter 2
HISTORY OF WATERMARKING
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2.1 HISTORY OF WATERMARKING:

The art of papermaking was invented in China over one thousand years earlier, paper watermarks did not appear until about 1282, in Italy [6]. The marks were made by adding thin wire patterns to the paper molds. The paper would be slightly thinner where the wire was and hence more transparent. The meaning and purpose of the earliest watermarks are uncertain. They may have been used for practical functions such as identifying the molds on which sheets of papers were made, or as trademarks to identify the papermaker. On the other hand, they may have represented mystical signs, or might simply have served as decoration. 

It is difficult to determine when digital watermarking was first discussed. In 1979, Szepanski described a machine-detectable pattern that could be placed on documents for anti-counterfeiting purposes. Nine years later, Holt described a method for embedding an identification code in an audio signal. However, it was Komatsu and Tominaga in 1988, which appear to have first used the term digital watermark. Still, it was probably not until the early 1990s that the term digital watermarking really came into vogue. About 1995, interest in digital watermarking began to mushroom. 
Watermarking is descendent of steganography which has been in existence for at least a few hundred years. Watermarking is a special technique of steganography where one message is embedded in another and the two messages are related to each other in some way. The most common examples of watermarking are the presence of specific patterns in currency notes which are visible only when the note is held to light and logos in the background of printed text documents. The watermarking techniques prevent forgery and unauthorized replication of physical objects.
 Digital watermarking is similar to watermarking physical objects except that the watermarking technique is used for digital content instead of physical objects. In digital watermarking a low-energy signal is imperceptibly embedded in another signal. The low-energy signal is called watermark and it depicts some metadata, like security or rights information about the main signal. The main signal in which the watermark is embedded is referred to as cover signal since it covers the watermark. The cover signal is generally a still image, audio clip, video sequence or a text document in digital format. 
Unlike encryption, which does not provide a way to examine the original data in its protected form, the watermark remains in the content in its original form and does not prevent a user from listening to, viewing, examining, or manipulating the content. Also, unlike the idea of steganography, where the method of hiding the message may be secret and the message itself is secret, in watermarking, typically the watermark embedding process is known and the message (except for the use of an optional secret key) does not have to be secret. 
Watermarking is the direct embedding of additional information into the original content or host signal. Ideally, there should be no perceptible difference between the watermarked and original signal and the watermark should be difficult to remove or alter without damaging the host signal. In some instances, the amount of information that can be hidden and detected reliably is important. It is easy to see that the requirements of imperceptibility, robustness, and capacity conflict with each other. For instance, a straightforward way to provide an imperceptible watermark is to embed the watermark signal into the perceptually insignificant portion of the host data. However, this makes the watermark vulnerable to attack because it is fairly easy to remove or alter the watermark without affecting the host signal. 
To provide a robust watermark, a good strategy is to embed the watermark signal into the significant portion of the host signal. This portion of the host data is highly sensitive to alterations, however, and may produce very audible or visible distortions in the host data. Applications for digital watermarking include copyright protection, fingerprinting, authentication, copy control, tamper detection, and data hiding applications such as broadcast monitoring. Watermarking algorithms have been developed for audio, still images, video, graphics, and text. 
Visible watermarks which do not interfere with the intelligibility of the host signal have also been developed; while transparent watermarking techniques can be fragile, robust, or semi fragile. Fragile watermarks do not survive lossy transformations to the original host signal and their purpose is tamper detection of the original signal. 
There are many effective ways to insert a fragile watermark into digital content while preserving the imperceptibility requirement. Placing the watermark information into the perceptually insignificant portions of the data guarantees imperceptibility and provides fragile marking capabilities. For instance, early watermark techniques for still image data propose inserting watermark information into the least significant bits of the pixel values. These results in an imperceptible mark which can detect lossy transformations performed on the watermarked content. For security applications and copyright protection, robust watermarking techniques have been developed. Here the technical challenge is to provide transparency and robustness which are conflicting requirements.
Ideally, an effective, robust watermarking scheme provides a mark that can only be removed when the original content is destroyed as well. The degree of robustness and distortion necessary to alter the value of the original content can vary for different applications. Typically, many of the applications for copyright protection involve relatively high quality original content and the imperceptibility criterion is critical for such applications. In order for a watermarking technique to be robust, the watermark should be embedded in the perceptually significant portion of the data. 
Some typical distortions or attacks that digital watermarking schemes are expected to survive include re-sampling, rescaling, compression, linear and nonlinear filtering, additive noise, A/D and D/A conversion, and trans-coding. Applications for robust watermarking include copyright protection where each copy gets a unique watermark (commonly referred to as a fingerprint) to identify the end-user so that tracing is possible for cases of illegal use; authentication, where the watermark can represent a signature and copy control for digital recording devices. Within the class of robust watermarking techniques there are several different constraints on encoder and decoder design which depends on the particular application. 
Semi-fragile watermarking techniques differentiate between lossy transformations that are “information preserving” and lossy transformations which are “information altering.” Lossy transformations include any signal processing step that alters the original signal values and is not invertible. For example, in authentication applications it may be desirable to have a watermark that can distinguish between lossy transformations such as compression which does not alter the integrity of the content and an alteration which does alter the integrity, such as manipulating or replacing objects within the scene.
2.2 CRYPTOGRAPHY:

Literally, Cryptography is the art of writing in ‘ciphers’; or it is a method of secret communication. In cryptography, the contents of secret message are concealed and only the sender and the receiver of the secret message know the process of extracting the concealed information. Apparently, others can’t easily detect what message is being conveyed. Cryptography is an effective solution to the distribution problem, but in most instances has to be tied to specialized and costly hardware to create tamper-proof devices that avoid direct access to data in digital format. Moreover, most cryptographic protocols are concerned with secured communications instead of ulterior copyright infringements. For instance, access control in set-top-boxes used for digital television demodulation and decoding succeed in avoiding unauthorized access to programs that are being broadcast in scrambled form but fail in precluding further storage and illegal dissemination actions.
2.3 STEGANOGRAPHY:

Steganography is derived from the Greek for covered writing and essentially means “to hide in plain sight”. Steganography is the art and science of communicating in such a way that the presence of a message cannot be detected. Simple steganographic techniques have been in use for hundreds of years, but with the increasing use of files in an electronic format new techniques for information hiding have become possible.

Stenography improves on this by hiding the fact that a communication even occurred. The message m is imbedded into a harmless message c which is defined as the cover object. The message m is then embedded into c, generally with use of a key k that is defined as the stego-key. The resulting message is then embedded into the cover-object c, which results in stego-objects. Ideally the stego-object is indistinguishable from the original message c, appearing as if no other information has been encoded [3].  This can all be seen below in figure 2.1.
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Figure 2.1- Illustration of a Stenographic System

2.4 Digital Watermarking:

Digital watermarking is the process of embedding information into a digital signal. The signal may be audio, pictures or video, for example. If the signal is copied, then the information is also carried in the copy.

In visible watermarking, the information is visible in the picture or video. Typically, the information is text or a logo which identifies the owner of the media. When a television broadcaster adds its logo to the corner of transmitted video, this is also a visible watermark.

In invisible watermarking, information is added as digital data to audio, picture or video, but it cannot be perceived as such. An important application of invisible watermarking is to copyright protection systems, which are intended to prevent or deter unauthorized copying of digital media. 

Unlike encryption, which is useful for transmission but does not provide a way to examine the original data in its protected form, the watermark remains in the content in its original form and does not prevent a user from listening to, viewing, examining, or manipulating the content. Also, unlike the idea of steganography, where the method of hiding the message may be secret and the message itself is secret, in watermarking, typically the watermark embedding process is known and the message (except for the use of a secret key) does not have to be secret. In steganography, usually the message itself is of value and must be protected through clever hiding techniques and the “vessel” for hiding the message is not of value. In watermarking, the effective coupling of message to the “vessel,” which is the digital content, is of value and the protection of the content is crucial. Watermarking is the direct embedding of additional information into the original content or host signal. Ideally, there should be no perceptible difference between the watermarked and original signal [7], [8] and the watermark should be difficult to remove or alter without damaging the host signal. In some instances, the amount of information that can be hidden and detected reliably is important. It is easy to see that the requirements of imperceptibility, robustness, and capacity conflict with each other. For instance, a straightforward way to provide an imperceptible watermark is to embed the watermark signal into the perceptually insignificant portion of the host data. However, this makes the watermark vulnerable to attack because it is fairly easy to remove or alter the watermark without affecting the host signal. To provide a robust watermark, a good strategy is to embed the watermark signal into the significant portion of the host signal. This portion of the host data is highly sensitive to alterations, however, and may produce very audible or visible distortions in the host data. Applications for digital watermarking include copyright protection, fingerprinting, authentication, copy control, tamper detection, and data hiding applications such as broadcast monitoring.        
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Figure 2.2 - Block diagram of a watermarking system

Watermarking is defined as the practice of imperceptibly altering a Work to embed a message about that Work and Steganography is defined as the practice of undetectably altering a Work to embed a secret message. Figure 2.2 shows the basic block diagram of a watermarking system.
2.5 DISTORSIONS AND ATTACKS:

In practice, a watermarked object may be altered either on purpose or accidentally, so the watermarking system should still be able to detect and extract the watermark. Obviously, the distortions are limited to those that do not produce excessive degradations, since otherwise the transformed object would be unusable. These distortions also introduce degradation on the performance of the system. For intentional attacks, the goal of the attacker is to maximize the reduction in these probabilities while minimizing the impact that his/her transformation produces on the object; this has to be done without knowing the value of the secret key used in the watermarking insertion process, which is where all the security of the algorithm lies. Next, we introduce some of the best known attacks. Some of them may be intentional or unintentional, depending on the application:

2.5.1 Additive Noise: 

This may stem in certain applications from the use of D/A and A/D converters or from transmission errors. However, an attacker may introduce perceptually shaped noise (thus, imperceptible) with the maximum unnoticeable power. This will typically force to increase the threshold at which the correlation detector works.

2.5.2 Filtering: 

Low-pass filtering, for instance, does not introduce considerable degradation in watermarked images or audio, but can dramatically affect the performance, since spread-spectrum-like watermarks have non negligible high-frequency spectral contents.

2.5.3 Cropping: 

This is a very common attack since in many cases the attacker is interested in a small portion of the watermarked object, such as parts of a certain picture or frames of a video sequence. With this in mind, in order to survive, the watermark needs to be spread over the dimensions where this attack takes place.

2.5.4 Compression: 

This is generally an unintentional attack which appears very often in multimedia applications. Practically all the audio, video and images that are currently being distributed via Internet have been compressed. If the watermark is required to resist different levels of compression, it is usually advisable to perform the watermark insertion task in the same domain where the compression takes place. For instance, DCT domain image watermarking is more robust to JPEG compression than spatial-domain watermarking.
2.5.5 Rotation and Scaling: 

This has been the true battle horse of digital watermarking, especially because of its success with still images. Correlation based detection and extraction fail when rotation or scaling is performed on the watermarked image because the embedded watermark and the locally generated version do not share the same spatial pattern anymore. Obviously, it would be possible to do exhaustive search on different rotation angles and scaling factors until a correlation peak is found, but this is prohibitively complex. Note that estimating the two parameters become simple when the original image is present, but we have argument against this possibility in previous sections. In [10] the authors have shown that although the problem resembles synchronization for digital communications, the techniques applied there fail loudly. Some authors have recently proposed the use of rotation and scaling-invariant transforms (such as the Fourier-Mellin [11]) but this dramatically reduces the capacity for message hiding. In any case, publicly available programs like Strirmark break the uniform axes transformation by creating an imperceptible non-linear resampling of the image [9] that renders invariant transforms unusable. In audio watermarking it is also quite simple to perform a non-linear transformation of the time axis that considerably difficult watermark detection.
2.5.6 Statistical Averaging: 

An attacker may try to estimate the watermark and then ‘unwatermark’ the object by subtracting the estimate. This is dangerous if the watermark does not depend substantially on the data. Note that with different watermarked objects it would be possible to improve the estimate by simple averaging. This is a good reason for using perceptual masks to create the watermark.

2.5.7 Multiple Watermarking: 

An attacker may watermark an already watermarked object and later make claims of ownership. The easiest solution is to timestamp the hidden information by a certification authority.

2.5.8 Wiener Attack: 

Wiener2 low pass filters a grayscale image that has been degraded by constant power additive noise. Wiener2 uses a pixel wise adaptive Wiener method based on statistics estimated from a local neighborhood of each pixel.

J = Wiener2 (I, [m n], noise) filters the image I using pixel wise adaptive Wiener filtering, using neighborhoods of size m-by-n to estimate the local image mean and standard deviation. If you omit the [m n] argument, m and n default to 3. The additive noise (Gaussian white noise) power is assumed to be noise.

[J, noise] = wiener2 (I, [m n]) also estimates the additive noise power before doing the filtering. Wiener2 returns this estimate in noise.
Wiener2 estimates the local mean and variance around each pixel.
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Where ν2 is the noise variance. If the noise variance is not given, wiener2 uses the average of all the local estimated variances.

2.5.9 Attacks at Other Levels: 

There are a number of attacks that are directed to the way the watermark is manipulated. For instance, it is possible to circumvent copy control mechanisms discussed below by super scrambling data so that the watermark is lost or to deceive web crawlers searching for certain watermarks by creating a presentation layer that alters the way data are ordered. The latter is sometimes called ‘mosaic attack’ [11].

2.6 APPLICATIONS OF DIGITAL WATERMARKING:

In this section we discuss some of the scenarios where watermarking is being already used as well as other potential applications. The list given here is by no means complete and intends to give a perspective of the broad range of business possibilities that digital watermarking opens.

2.6.1 Video Watermarking: 

In this case, most considerations made in previous sections hold. However, now the temporal axis can be exploited to increase the redundancy of the watermark. As in the still images case, watermarks can be created either in the spatial or in the DCT domains. In the latter, the results can be directly extrapolated to MPEG-2 sequences, although different actions must be taken for I, P and B frames. Note that perhaps the set of attacks that can be performed intentionally is not smaller but definitely more expensive than for still images.

2.6.2 Audio Watermarking: 

Again, previous considerations are valid. In this case, time and frequency masking properties of the human ear are used to conceal the watermark and make it inaudible. The greatest difficulty lies in synchronizing the watermark and the watermarked audio file, but techniques that overcome this problem have been proposed.

2.6.3 Hardware/Software Watermarking:
This is a good paradigm that allows us to understand how almost every kind of data can be copyright protected. If one is able to find two different ways of expressing the same information, then one bit of information can be concealed, something that can be easily generalized to any number of bits. This is why it is generally said that a perfect compression scheme does not leave room for watermarking. In the hardware context, Boolean equivalences can be exploited to yield instances that use different types of gates and that can be addressed by the hidden information bits. Software can be also protected not only by finding equivalences between instructions, variable names, or memory addresses, but also by altering the order of non-critical instructions. All this can be accomplished at compiler level.

2.6.4 Text Watermarking: 

This problem, which in fact was one of the first that was studied within the information hiding area, can be solved at two levels. At the printout level, information can be encoded in the way the text lines or words are separated (this facilitates the survival of the watermark even to photocopying). At the semantic level (necessary when raw text files are provided), equivalences between words or expressions can be used, although special care has to be taken not to destruct the possible intention of the author.

2.6.5 Executable Watermarks:

Once the hidden channel has been created it is possible to include even executable contents, provided that the corresponding applet is running on the end user side.

2.6.6 Labeling: 

The hidden message could also contain labels that allow for example to annotate images or audio. Of course, the annotation may also been included in a separate file, but with watermarking it results more difficult to destroy or loose this label, since it becomes closely tied to the object that annotates. This is especially useful in medical applications since it prevents dangerous errors.

2.6.7 Fingerprinting: 

This is similar to the previous application and allows acquisition devices (such as video cameras, audio recorders, etc) to insert information about the specific device (e.g., an ID number) and date of creation. This can also be done with conventional digital signature techniques but with watermarking it becomes considerably more difficult to excise or alter the signature. Some digital cameras already include this feature.

2.6.8 Authentication: 

This is a variant of the previous application, in an area where cryptographic techniques have already made their way. However, are two significant benefits that arise from using watermarking: first, as in the previous case, the signature becomes embedded in the message, second, it is possible to create ‘soft authentication’ algorithms that offer a multi-valued ‘perceptual closeness’ measure that accounts for different unintentional transformations that the data may have suffered (an example is image compression with different levels), instead of the classical yes/no answer given by cryptography-based authentication. Unfortunately, the major drawback of watermarking-based authentication is the lack of public key algorithms that force either to put secret keys in risk or to resort to trusted parties.

2.6.9 Copy and Playback Control: 

The message carried by the watermark may also contain information regarding copy and display permissions. Then, a secure module can be added in copy or playback equipment to automatically extract this permission information and block further processing if required. In order to be effective, this protection approach requires agreements between content providers and consumer electronics manufacturers to introduce compliant watermark detectors in their video players and recorders. This approach is being taken in Digital Video Disc (DVD).

2.6.10 Signaling: 

The imperceptibility constraint is helpful when transmitting signaling information in the hidden channel. The advantage of using this channel is that no bandwidth increase is required. An interesting application in broadcasting consists in watermarking commercials with signaling information that permits an automatic counting device to assess the number of times that the commercial has been broadcast during a certain period. An alternative to this would require complex recognition software.
2.7 CHARACTERISTIC FEATURES OF WATERMARKING
As mentioned earlier, digital watermarking techniques are useful for embedding metadata in multimedia content. There are alternate mechanisms like using the header of a digital file to store meta-information. However, for inserting visible marks in images & video and for adding information about audio at the beginning or end of the audio clip etc. the digital watermarking technique is appealing, since it provides following main features and does not require out-of-band data as in other mechanisms.

2.7.1 Imperceptibility: 

The embedded watermarks are imperceptible both perceptually as well as statistically and do not alter the aesthetics of the multimedia content that is watermarked. The watermarks do not create visible artifacts in still images, alter the bit-rate of video or introduce audible frequencies in audio signals. The watermark should be perceptually invisible, or its presence should not interfere with the work being protected.

2.7.2 Robustness: 

Depending on the application, the digital watermarking technique can support different levels of robustness against changes made to the watermarked content. If digital watermarking is used for ownership identification, then the watermark has to be robust against any modifications. The watermarks should not get degraded or destroyed as a result of unintentional or malicious signal and geometric distortions like analog-to-digital conversion, digital-to-analog conversion, cropping, re-sampling, rotation, dithering, quantization, scaling and compression of the content. On the other hand, if digital watermarking is used for content authentication, the watermarks should be fragile, i.e., the watermarks should get destroyed whenever the content is modified. 
The watermark must be difficult (hopefully impossible) to remove. If only partial knowledge is available (for example, the exact location of the watermark in an image is unknown), then attempts to remove or destroy a watermark should result in severe degradation in fidelity before the watermark is lost. In particular, the watermark should be robust in the following areas:

• Inseparability - After the digital content is embedded with watermark, separating the content from the watermark to retrieve the original content is not possible.

• Common Signal Processing - The watermark should still be retrievable even if common signal processing operations are applied to the data. These include, digital-to-analog and analog-to-digital conversion, re-sampling, re-quantization (including dithering and recompression), and common signal enhancements to image contrast and color, or audio bass and treble, for example.

• Common Geometric Distortions - Watermarks in image and video data should also be immune from geometric image operations such as rotation, translation, cropping and scaling. 

• Subterfuge Attacks (Collusion and Forgery) - In addition, the watermark should be robust to collusion by multiple individuals who each possess a watermarked copy of the data. That is, the watermark should be robust to combining copies of the same data set to destroy the watermarks. Further, if a digital watermark is to be used in litigation, it must be impossible for colluders to combine their images to generate a different valid watermark with the intention of framing a third party. 

• Universality - The same digital watermarking algorithm should apply to all three media under consideration. This is potentially helpful in the watermarking of multimedia products. Also, this feature is conducive to implementation of audio and image/video watermarking algorithms on common hardware.

• Unambiguousness - Retrieval of the watermark should unambiguously identify the owner. Furthermore, the accuracy of owner identification should degrade gracefully in the face of attack.

2.7.3 Security: 

The digital watermarking techniques prevent unauthorized users from detecting and modifying the watermark embedded in the cover signal. Watermark keys ensure that only authorized users are able to detect/modify the watermark. Finally, the watermark should withstand multiple watermarking to facilitate traitor tracing. 
In general, a digital watermark should have several different properties. The most important are imperceptibility, robustness and security. Imperceptibility means that the watermarked data should be perceptually equivalent to the original, un-watermarked data. In some applications, the watermark may be perceptible as long as it is not annoying or obtrusive; however, many applications require that the watermark be imperceptible. Security means that unauthorized parties should not be able to detect or manipulate the watermark. Cryptographic methods are typically employed to make watermarks secure. Finally, robustness means that, given the watermarked data, one should not be able to make the watermark undetectable without also destroying the value or usefulness of the data. 
Another characteristic of a watermarking scheme is whether or not the original data is available during detection. In some schemes [1], the watermark detector has access to the original data. Hence, interference from the original can presumably be eliminated. Blind schemes do not have the luxury of using the original during watermark detection. They typically apply some pre-processing to the received data to suppress interference from the original.

2.8 DESIGN CONSIDERATIONS AND REQUIREMENTS: 

Requirements and design of watermarking techniques are impacted by the different types of content in two major ways: imperceptibility and robustness requirements. 
The first challenge is designing a watermark embedding algorithm which provides an imperceptible mark, that is, one which does not noticeably degrade the original host signal. Ideally, the marking algorithm should be adapted by using perceptual models appropriate for the different media types. The perceptual models used for representations of continuous tone images are not appropriate for text or graphics. 
The other factor for designing watermarking schemes for multimedia is the type of degradations that the watermark is expected to survive and system requirements for media specific applications. For instance, it may be desirable for a still image watermarking technique to be able to survive JPEG compression and photocopying while for some video watermarking applications, it may be important to do watermark embedding and detection in real time on a compressed bit stream. 
Moreover, the type of manipulations and the attacker expected computational power heavily depend on the application. Watermarking, like cryptography, also uses secret keys to map information to owners, although the way this mapping is actually performed considerably differs from what is done in cryptography, mainly because the watermarked object should keep its intelligibility. In most watermarking applications embedment of additional information is necessary. This information includes identifiers of the owner, recipient and/or distributor, transaction dates, serial numbers, etc. which play a crucial role in adding value to watermarking products.

2.9: STRUCTURE OF A WATERMARKING SYSTEM

Every watermarking system consists at least of two different parts: watermark embedding unit and watermark detection and extraction unit. Figure 2.3 shows an example of embedding unit for still images. The unmarked image is passed through a perceptual analysis block that determines how much a certain pixel can be altered so that the resulting watermarked image is indistinguishable from the original. This takes into account the human eye sensitivity to changes in flat areas and its relatively high tolerance to small changes in edges. After this so-called perceptual-mask has been computed, the information to be hidden is shaped by this mask and spread all over the original image. This spreading technique is similar to the interleaving used in other applications involving coding, such as compact disc storage, to prevent damage of the information caused by scratches or dust. In our case, the main reason for this spreading is to ensure that the hidden information survives cropping of the image. Moreover, the way this spreading is performed depends on the secret key, so it is difficult to recover the hidden information if one is not in possession of this key. Additional key-dependent uncertainty can be introduced in pixel amplitudes (recall that the perceptual mask imposes only an upper limit). Finally, watermark is added to the original image.











Figure 2.3: Watermark insertion unit
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Figure 2.4: Original ‘Lena’ image and Perceptual Mask of the image

Figure 2.4 represents the perceptual mask that results after analyzing the image presented in Figure 2.4. Higher intensity (i.e., whiter) levels imply that higher perturbations can be made at those pixels without perceptible distortion. Thus, the higher capacity areas for hiding information correspond to edges. These masks are computed by using some known results on how the human eye works in the spatial domain. Different results are obtained when working on other domains, such as the DCT (Discrete Cosine Transform) or Wavelet transform. In fact, when working on the DCT coefficients domain one may take advantage of the relative independence between the maximum allowable perturbations at every coefficient. This is useful when dealing with the mask for watermarking purposes. 







Figure 2.5: Watermark detection and extraction unit

Above, Figure 2.5 shows the typical configuration of a watermark detection and extraction unit. Watermark detection involves deciding whether a certain image has been watermarked with a given key. Note then that a watermark detector produces a binary output. Important considerations here are the probability of correct detection PD (i.e., the probability of correctly deciding that a watermark is present) and the probability of false alarm PF (i.e., the probability of incorrectly deciding that an image has been watermarked with a certain key). These two measures allow us to compare different watermarking schemes: One method will be superior if achieves a  higher PD for a fixed PF. Note also that for a watermarking algorithm to be useful it must work with extremely low probabilities of false alarm. 

Watermark detection is usually done by correlating the watermarked image with a locally generated version of the watermark at the receiver side. This correlation yields a high value when the watermark has been obtained with the proper key. It is possible to improve the performance of the detector by eliminating original image-induced noise with signal processing. It is worthy of remark that some authors, like Cox I.J. in [1], propose using the original image in the detection process. 

Once the presence of the watermark has been correctly detected, it is possible to extract the hidden information. The procedure is also generally done by means of a cross-correlation but in this case, an independent decision has to be taken for every information bit with a sign slicer. In fact, I.J. Cox et al. [1] have also shown that this correlation structure has not been well-founded and significant improvements are achievable when image statistics are available. For instance, the widely-used DCT coefficients used in the JPEG and MPEG-2 standards are well approximated by generalized Gaussian probability density functions that yield a considerably different extraction scheme. Obviously, when extracting the information the most adequate parameter for comparison purposes is the probability of bit error Pb, identical to that used in digital communications. This is not surprising because watermarking creates a hidden (also called steganographic) channel on which information is conveyed.
Chapter 3
WATERMARKING TECHNIQUES

3.1 Choice of Watermark-Object
The first question we need to ask with any watermarking or stenographic system is what form will the embedded message take? The most straight-forward approach would be to embed text strings into an image, allowing an image to directly carry information such as author, title, date…and so forth. The drawback however to this approach is that ASCII text in a way can be considered to be a form of LZW compression, which each letter being represented with a certain pattern of bits. By compressing the watermark-object before insertion, robustness suffers. 


Due to the nature of ASCII codes, a single bit error due to an attack can entirely change the meaning of that character, and thus the message. It would be quite easy for even a simple task such as JPEG compression to reduce a copyright string to a random collection of characters. Rather then characters, why not embed the information in an already highly redundant form, such as a raster image? Not only do images lend themselves to image watermarking applications, but the properties of the HVS can easily be exploited in recognition of a degraded watermark. Consider Figure 3.1 below, despite the high number of errors made in watermark detection, the retrieved watermark is still highly recognizable.
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Figure 3.1 - Ideal Watermark-Object vs. Object with 25% Additive Gaussian Noise

3.1.1 Purpose of a Watermark

Before implementing watermarking within your workflow, you should consider its proposed purpose. Are you creating watermarks to indicate your copyright, using it as a method of authentication to establish if the content has been modified, or doing so because everyone else has a watermarking policy? The creation of a watermark requires significant thought and modification to the project workflow that may be unnecessary if you do not have a specific reason for implementing it.

Mostly digital watermarks are an effective method of identifying the copyright holder. Identification of copyright is encouraged, particularly when the work makes a significant contribution to the field. However, the capabilities of watermarks should not be overstated – it is useful in identifying copyright, but is incapable of preventing use of copyrighted works. The watermark may be ignored or, given sufficient time and effort, removed entirely from the image. If the intent is to restrict content reuse, a watermark may not be the most effective strategy.

3.1.2 Required Attributes of a Watermark
To assist the choice of a watermark, the project team should identify the required attributes of a watermark by answering two questions:

1. To whom do I wish to identify my copyright?

2. What characteristics do I wish the watermark to possess?

The answer to the first question is influenced by the skills and requirements of your target audience. If the copyright information is intended for non-technical and technical users, a visible watermark is the most appropriate. However, if the copyright information is intended for technical users only or the target audience is critical of visible watermarks (e.g. artist may criticize the watermark for impairing the original image), an invisible watermark may be the best option.

To answer the second question, the project team should consider the purpose of the watermark. If the intent is to use it as an authentication method (i.e. establish if any attempt to modify the content has been made), a fragile watermark will be a valued attribute. A fragile watermark is less robust towards modifications where even small change of the content will destroy embedded information. In contrast, if the aim is to reflect the owner’s copyright, a more robust watermark may be preferential. This will ensure that copyright information is not lost if an image is altered (through cropping, skewing, warp rotation, or smoothing of an image).
3.1.3 Choosing a resilient Watermark

If resilience is a required attribute of a digital watermark, then there are two options: invisible or visible watermark. Each option has different considerations that make it suitable for specific purposes. Figure 3.2 shows various types of watermarking.









Figure 3.2 Types of watermarking.
Transparent watermarking techniques can be fragile, robust, or semi-fragile. Fragile watermarks do not survive lossy transformations to the original host signal and their purpose is tamper detection of the original signal. There are many effective ways to insert a fragile watermark into digital while preserving the imperceptibility requirement. Placing the watermark information into the perceptually insignificant portions of the data guarantees imperceptibility and provides fragile marking capabilities.

Invisible watermarks operate by embedding copyright information within the image itself. As a rule, watermarks that are less visible are weaker and easier to remove. When choosing a variant it is important to consider the interaction between watermark invisibility and resilience. Some examples are shown in Table 3.1:

	Name
	Description
	Resilience

	Bit-wise
	Makes minor alterations to the spatial relation of an image
	Weak

	Noise Insertion
	Embed watermark within image “noise”
	Weak

	Masking and filtering
	Similar to paper watermarks on a bank note, it provides a subtle, though recognizable evidence of a watermark.
	Strong

	Transform domain
	Uses dithering, luminance, or lossy techniques (similar to JPEG compression) on the entire or section of an image.
	Strong


Table 3.1: Indication of resilience for invisible watermarks

‘Bit-wise’ & ‘noise insertion’ may be desirable if the purpose is to determine whether the medium has been altered. In contrast, ‘transform domain’ and ‘masking’ techniques are highly integrated into the image and therefore more robust to deliberate or accidental removal (caused by compression, cropping, and image processing techniques) in which significant bits are changed. However, these are often noticeable to the naked eye.

Visible watermark is more resilient and may be used to immediately identify copyright without significant effort by the user. However, these are, by design, more intrusive to the media. When creating a visible watermark, the project team should consider its placement. Projects funded with public money should be particularly conscious that the copyright notice does not interfere with the purpose of the project – to entertain and education the public. A balance should be reached between the need to make the watermark difficult to remove and its use to the user.

3.1.4 Information Stored within the Watermark

If the project is using a watermark to establish their copyright, some thought should be made on the static information you wish to provide. For example,

· Creator: The forename and surname of the person who created the image, either as full text or their initials.

· Organization: The project or organization that holds copyright for the work.

· Creation date: The date of creation, either the exact date (e.g. 26/06/2010) or year (2010)

· Identifiers: A unique identifier to distinguish the image, distributor, creator, transaction, and other attributes.

Some content management systems are also able to generate dynamic watermarks and embed them within the image. This may record the file information (file format, image dimensions, etc.) and details about the download transaction (transaction identifier, download date, etc.). This may be useful for tracking usage, but may annoy the user if the data is visible.
3.2 Spatial Domain Techniques 
3.2.1 Least Significant Bit Modification

The most straight-forward method of watermark embedding would be to embed the watermark into the least-significant-bits of the cover object [3]. Given the extraordinarily high channel capacity of using the entire cover for transmission in this method, a smaller object may be embedded multiple times. Even if most of these are lost due to attacks, a single surviving watermark would be considered a success.

LSB substitution however despite its simplicity brings a host of drawbacks. Although it may survive transformations such as cropping, any addition of noise or lossy compression is likely to defeat the watermark. An even better attack would be to simply set the LSB bits of each pixel to one…fully defeating the watermark with negligible impact on the cover object. Furthermore, once the algorithm is discovered, the embedded watermark could be easily modified by an intermediate party.

An improvement on basic LSB substitution would be to use a pseudo-random number generator to determine the pixels to be used for embedding based on a given “seed” or key [3]. Security of the watermark would be improved as the watermark could no longer be easily viewed by intermediate parties. The algorithm however would still be vulnerable to replacing the LSB’s with a constant. Even in locations that were not used for watermarking bits, the impact of the substitution on the cover image would be negligible. LSB modification proves to be a simple and fairly powerful tool for stenography, however lacks the basic robustness that watermarking applications require.
3.2.2 Correlation-Based Techniques:
Another technique for watermark embedding is to exploit the correlation properties of additive pseudo-random noise patterns as applied to an image [12]. A pseudo-random noise (PN) pattern W(x, y) is added to the cover image I(x, y), according to the equation shown below in figure 3.3.
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Figure 3.3 - Addition of Pseudo-Random Noise to Cover Image

In figure 3.3, k denotes a gain factor, and IW the resulting watermarked image. Increasing k increases the robustness of the watermark at the expense of the quality of the watermarked image. 

To retrieve the watermark, the same pseudo-random noise generator algorithm is seeded with the same key, and the correlation between the noise pattern and possibly watermarked image computed. If the correlation exceeds a certain threshold T, the watermark is detected, and a single bit is set. This method can easily be extended to a multiple-bit watermark by dividing the image up into blocks, and performing the above procedure independently on each block. 

This basic algorithm can be improved in a number of ways. First, the notion of a threshold being used for determining a logical “1” or “0” can be eliminated by using two separate pseudo-random noise patterns. One pattern is designated a logical “1” and the other a “0”. The above procedure is then performed once for each pattern, and the pattern with the higher resulting correlation is used. This increases the probability of a correct detection, even after the image has been subject to attack [12].
We can further improve the method by pre-filtering the image before applying the watermark. If we can reduce the correlation between the cover image and the PN sequence, we can increase the immunity of the watermark to additional noise. By applying the edge enhancement filter shown below in figure 3.4, the robustness of the watermark can be improved with no loss of capacity and very little reduction of image quality [12].
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        Figure 3.4 - FIR Edge Enhancement Pre-Filter [10]
Rather then determining the values of the watermark from “blocks” in the spatial domain, we can employ CDMA spread-spectrum techniques to scatter each of the bits randomly throughout the cover image, increasing capacity and improving resistance to cropping. The watermark is first formatted as a long string rather then a 2D image. For each value of the watermark, a PN sequence is generated using an independent seed. These seeds could either be stored, or themselves generated through PN methods. The summation of all of these PN sequences represents the watermark, which is then scaled and added to the cover image [12].

To detect the watermark, each seed is used to generate its PN sequence, which is then correlated with the entire image. If the correlation is high, that bit in the watermark is set to “1”, otherwise a “0”. The process is then repeated for all the values of the watermark. CDMA improves on the robustness of the watermark significantly, but requires several orders more of calculation.  

3.3 Frequency Domain Techniques


An advantage of the spatial techniques discussed above is that they can be easily applied to any image; regardless of subsequent processing (whether they survive this processing however is a different matter entirely). A possible disadvantage of spatial techniques is they do not allow for the exploitation of this subsequent processing in order to increase the robustness of the watermark.

 In addition to this, adaptive watermarking techniques are a bit more difficult in the spatial domain. Both the robustness and quality of the watermark could be improved if the properties of the cover image could similarly be exploited. For instance, it is generally preferable to hide watermarking information in noisy regions and edges of images, rather then in smoother regions. The benefit is two-fold; Degradation in smoother regions of an image is more noticeable to the HVS, and becomes a prime target for lossy compression schemes.

Taking these aspects into consideration, working in a frequency domain of some sort becomes very attractive. The classic and still most popular domain for image processing is that of the Discrete-Cosine-Transform, or DCT. The DCT allows an image to be broken up into different frequency bands, making it much easier to embed watermarking information into the middle frequency bands of an image. The middle frequency bands are chosen such that they have minimize they avoid the most visual important parts of the image (low frequencies) without overexposing themselves to removal through compression and noise attacks (high frequencies) [12]. 
3.3.1 Comparison-based Correlation:

One such technique utilizes the comparison of middle-band DCT coefficients to encode a single bit into a DCT block. To begin, we define the middle-band frequencies (FM) of an 8x8 DCT block as shown below in figure 3.5.
FL is used to denote the lowest frequency components of the block, while FH is used to denote the higher frequency components. FM is chosen as the embedding region as to provide additional resistance to lossy compression techniques, while avoiding significant modification of the cover image [13].
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Figure 3.5 - Definition of DCT Regions [12]

Next two locations Bi (u1, v1) and Bi (u2, v2) are chosen from the FM region for comparison. Rather then arbitrarily choosing these locations, extra robustness to compression can be achieved if we base the choice of coefficients on the recommended JPEG quantization table shown below in table 3.2. If two locations are chosen such that they have identical quantization values, we can feel confident that any scaling of one coefficient will scale the other by the same factor…preserving their relative size.  

	16
	11
	10
	16
	24
	40
	51
	61

	12
	12
	14
	19
	26
	58
	60
	55

	14
	13
	16
	24
	40
	57
	69
	56

	14
	17
	22
	29
	51
	87
	80
	62

	18
	22
	37
	56
	68
	109
	103
	77

	24
	35
	55
	64
	81
	104
	113
	92

	49
	64
	78
	87
	103
	121
	120
	101

	72
	92
	95
	98
	112
	100
	103
	99


Table 3.2 - Quantization values used in JPEG compression scheme [3]
Based on the table, we can observe that coefficients (4, 1) and (3, 2) or (1, 2) and (3, 0) would make suitable candidates for comparison, as their quantization values are equal. The DCT block will encode a “1” if Bi (u1, v1) > Bi (u2, v2); otherwise it will encode a “0”. The coefficients are then swapped if the relative size of each coefficient does not agree with the bit that is to be encoded [3]. 

The swapping of such coefficients should not alter the watermarked image significantly, as it is generally believed that DCT coefficients of middle frequencies have similar magnitudes. The robustness of the watermark can be improved by introducing a watermark “strength” constant k, such that Bi (u1, v1) - Bi (u2, v2) > k. Coefficients that do not meet this criteria are modified though the use of random noise as to then satisfy the relation. Increasing k thus reduces the chance of detection errors at the expense of additional image degradation [3].
3.3.2 CDMA Spread-Spectrum  

Another possible technique is to embed a PN sequence W into the middle frequencies of the DCT block. We can modulate a given DCT block x, y using the equation shown below in figure 3.6. 
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Figure 3.6 - Embedding of CDMA watermark into DCT middle frequencies [11]
For each 8x8 block x, y of the image, the DCT for the block is first calculated. In that block, the middle frequency components FM are added to the PN sequence W, multiplied by a gain factor k. Coefficients in the low and middle frequencies are copied over to the transformed image unaffected. Each block is then inverse-transformed to give us our final watermarked image IW [12].
3.3.3 Comparison of mid-band DCT Coefficients

The watermarking procedure can be made somewhat more adaptive by slightly altering the embedding process to the method shown below in figure 3.7. 
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Figure 3.7 - Image dependant DCT CDMA watermark [11]
This slight modification scales the strength of the watermarking based on the size of the particular coefficients being used. Larger k’s can thus be used for coefficients of higher magnitude…in effect strengthening the watermark in regions that can afford it; weakening it in those that cannot [12].  


For detection, the image is broken up into those same 8x8 blocks, and a DCT performed. The same PN sequence is then compared to the middle frequency values of the transformed block. If the correlation between the sequences exceeds some threshold T, a “1” is detected for that block; otherwise a “0” is detected. Again k denotes the strength of the watermarking, where increasing k increases the robustness of the watermark at the expense of quality [12].
3.4 Wavelet Watermarking Techniques

Another possible domain for watermark embedding is that of the wavelet domain. The DWT (Discrete Wavelet Transform) separates an image into a lower resolution approximation image (LL) as well as horizontal (HL), vertical (LH) and diagonal (HH) detail components. The process can then be repeated to computes multiple “scale” wavelet decomposition, as in the 2 scale wavelet transform shown below in figure 3.8. 
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Figure 3.8 - 2 Scale 2-Dimensional Discrete Wavelet Transform
One of the many advantages over the wavelet transform is that that it is believed to more accurately model aspects of the HVS as compared to the FFT or DCT.  This allows us to use higher energy watermarks in regions that the HVS is known to be less sensitive to, such as the high resolution detail bands {LH, HL, HH). Embedding watermarks in these regions allow us to increase the robustness of our watermark, at little to no additional impact on image quality [12]. 

3.4.1 CDMA Spread-Spectrum in the wavelet domain
One of the most straightforward techniques is to use a similar embedding technique to that used in the DCT, the embedding of a CDMA sequence in the detail bands according to the equation shown below in figure 3.9. 
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Figure 3.9 - Embedding of a CDMA Watermark In the Wavelet Domain

Where Wi denotes the coefficient of the transformed image, xi the bit of the watermark to be embedded, and 
[image: image16.wmf]a

a scaling factor. To detect the watermark we generate the same pseudo-random sequence used in CDMA generation and determine its correlation with the two transformed detail bands. If the correlation exceeds some threshold T, the watermark is detected. 


This can be easily extended to multiple bit messages by embedding multiple watermarks into the image.  As in the spatial version, a separate seed is used for each PN sequence, which is then added to the detail coefficients as per figure 3.9. During detection, if the correlation exceeds T for a particular sequence a “1” is recovered; otherwise a zero. The recovery process then iterates through the entire PN sequence until all the bits of the watermark have been recovered.


Furthermore, as the embedding uses the values of the transformed value in embedded, the embedding process should be rather adaptive; storing the majority of the watermark in the larger coefficients. The author [14] claims that the technique should prove resistant to JPEG compression, cropping, and other typical attacks. 

Chapter 4
SPREAD-SPECTRUM WATERMARKING ALGORITHM

(COX’S METHOD)


There are two parts to building a strong watermark: the watermark structure and the embedding strategy. In order for a watermark to be robust and secure, these two components must be designed correctly. I.J. Cox et al. [1] have provide two key insights that make our watermark both robust and secure: They argue that the watermark be placed explicitly in the perceptually most significant components of the data, and that the watermark be composed of random numbers drawn from a Gaussian N(0,1) distribution.

The stipulation that the watermark be placed in the perceptually significant components means that an attacker must target the fundamental structural components of the data, thereby heightening the chances of fidelity degradation. While this strategy may seem counterintuitive from the point of view of steganography (how can these components hide any signal?), I.J. Cox et al. discovered that the significant components have a perceptual capacity that allows watermark insertion without perceptual degradation. Further, most processing techniques applied to media data tend to leave the perceptually significant components intact. While one may choose from a variety of such components, in this procedure we focus on the perceptually significant spectral components of the data. This simultaneously yields high perceptual capacity and achieves a uniform spread of watermark energy in the pixel domain.

4.1: STRUCTURE OF THE WATERMARK

Cox et al. now give a high-level overview of their basic watermarking scheme; many variations are possible. In its most basic implementation, a watermark consists of a sequence of real numbers X = x1, …, xn. In practice, we create a watermark where each value is chosen independently according to N (0, 1); (where N (μ, σ ²) denotes a normal distribution with mean μ and variance σ ²). We assume that numbers are represented by a reasonable but finite precision and ignore these insignificant round-off errors. This procedure exploits the fact that each component of the watermark is chosen from a normal distribution. Alternative distributions are possible, including choosing uniformly from {1, -1}, {0, 1} or [0, 1]. 

4.2: WATERMARK EMBEDDING STRATEGY

The principle underlying watermark structuring strategy is that the mark be constructed from independent, identically distributed (i.i.d.) samples drawn from a Gaussian distribution. Once the significant components are located, Gaussian noise is injected therein. The choice of this distribution gives resilient performance against collusion attacks. The Gaussian watermark also gives Cox’s [1] scheme strong performance in the face of quantization, and may be structured to provide low false positive and false negative detection.

Also, note that the techniques presented herein do not provide proof of content ownership on their own. We focus on the algorithms that insert messages into content in an extremely secure and robust fashion. Nothing prevents someone from inserting another message and claiming ownership. However, it is possible to couple these methods with strong authentication and other cryptographic techniques in order to provide complete, secure and robust owner identification and authentication. 

A watermark should be embedded in the cover data’s perceptually significant frequency components. Of course, the major problem then becomes how to imperceptibly insert a watermark into perceptually significant components of the frequency spectrum. I.J. Cox [1] presented a watermarking algorithm that is based on ideas from spread spectrum communications and relies on the use of the original image to extract the watermark. 
Ultimately, no watermarking system can be made perfect. For example, a watermark placed in a textual image may be eliminated by using optical character recognition technology. However, for common signal and geometric distortions, the experimental results obtained suggest that our system satisfies most of the properties discussed in the history of digital watermarking, and displays strong immunity to a variety of attacks in a collusion resistant manner.











Figure 4.1: Common processing operations that a digital image could undergo.

4.3: WATERMARKING IN FREQUENCY DOMAIN

In order to understand the advantages of a frequency-based method, it is instructive to examine the processing stages that an image may undergo in the process of copying, and to study the effect that these stages could have on the data, as illustrated in Figure 4.1. In the figure, “transmission” refers to the application of any source or channel code, and/or standard encryption technique to the data. While most of these steps are information lossless, many compression schemes (like JPEG) are lossy, and can potentially degrade the data’s quality, through irretrievable loss of information. In general, a watermarking scheme should be resilient to the distortions introduced by such algorithms.

Lossy compression is an operation that usually eliminates perceptually non-salient components of an image or sound. Most processing of this sort takes place in the frequency domain. In fact, data loss usually occurs among the high-frequency components. 

After receipt, an image may endure many common transformations that are broadly categorized as geometric distortions or signal distortions. Geometric distortions are specific to images and video, and include such operations as rotation, translation, scaling and cropping. However, an affine scaling (shrinking) of the image leads to a loss of data in the high-frequency spectral regions of the image. Attacks like cropping, or the cutting out and removal of portions of an image, leads to irretrievable loss of image data;

Which may seriously degrade any spatially based watermark [A = 6] However, a frequency-based scheme [1] spreads the watermark over the whole spatial extent of the image, and is therefore less likely to be affected by cropping. 

Common signal distortions include digital-to-analog and analog-to-digital conversion, re-sampling, re-quantization, including dithering and recompression, and common signal enhancements to image contrast and/or color, and audio frequency equalization. Many of these distortions are nonlinear, and it is difficult to analyze their effect in either a spatial- or frequency-based method. However, the fact that the original image is known allows many signal transformations to be undone, at least approximately. For example, histogram equalization [15], a common nonlinear contrast enhancement method, may be removed substantially.

The watermark must not only be resistant to the inadvertent application of the aforementioned distortions. It must also be immune to intentional manipulation by malicious parties.

4.4: SPREAD SPECTRUM CODING OF WATERMARK

The above discussion illustrates that the watermark should not be placed in perceptually insignificant regions of the image (or its spectrum), since many common signal and geometric processes affect these components. For example, a watermark placed in the high-frequency spectrum of an image can be easily eliminated with little degradation to the image by any process that directly or indirectly performs low-pass filtering. The problem then becomes how to insert a watermark into the most perceptually significant regions of the spectrum in a fidelity preserving fashion. Clearly, any spectral coefficient may be altered, provided such modification is small. However, very small changes are very susceptible to noise. 

To solve this problem, the frequency domain of the image at hand is viewed as a “communication channel” and correspondingly, the watermark is viewed as a “signal that is transmitted through it”. Attacks and unintentional signal distortions are thus treated as “noise” that the immersed signal must be immune to. While we use this methodology to hide watermarks in data, the same rationale can be applied to sending any type of message through media data.

Cox et al. originally conceived this approach by analogy to spread spectrum communications [16]. In spread spectrum communications, one transmits a narrowband signal over a much larger bandwidth such that the signal energy present in any single frequency is undetectable. Similarly, the watermark is spread over very many frequency bins so that the energy in any one bin is very small and certainly undetectable. Nevertheless, because the watermark verification process knows the location and content of the watermark, it is possible to concentrate these many weak signals into a single output with high signal-to-noise ratio (SNR). However, to destroy such a watermark would require noise of high amplitude to be added to all frequency bins.

Spreading the watermark throughout the spectrum of an image ensures a large measure of security against unintentional or intentional attack: First, the location of the watermark is not obvious. Furthermore, frequency regions should be selected in a fashion that ensures severe degradation of the original data following any attack on the watermark.

A watermark that is well placed in the frequency domain of an image will be practically impossible to see. This will always be the case if the “energy” in the watermark is sufficiently small in any single frequency coefficient. Moreover, it is possible to increase the energy present in particular frequencies by exploiting knowledge of masking phenomena in the human auditory and visual systems. Perceptual masking refers to any situation where information in certain regions of an image or a sound is occluded by perceptually more prominent information in another part of the scene. In digital waveform coding, this frequency domain (and, in some cases, time/pixel domain) masking is exploited extensively to achieve low bit rate encoding of data. It is known that both the auditory and visual systems attach more resolution to the high-energy, low-frequency, spectral regions of an auditory or visual scene. Further, spectrum analysis of images and sounds reveals that most of the information in such data is located in the low frequency regions.

In principle, any frequency domain transform can be used. However, in the experiments we use a Fourier domain method based on the DCT [15]. Each coefficient in the frequency domain has a perceptual capacity, that is, a quantity of additional information can be added without any (or with minimal) impact to the perceptual fidelity of the data. To determine the perceptual capacity of each frequency, one can use models for the appropriate perceptual system or simple experimentation. In practice, in order to place a length n watermark into an NxN image, we computed the NxN DCT of the image and placed the watermark into the n highest magnitude coefficients of the transform matrix, excluding the DC component. For most images, these coefficients will be the ones corresponding to the low frequencies. 
In the next section, is provided a high level discussion of the suggested watermarking procedure, describing the insertion, detection and extraction of the watermark.

4.5: SPREAD SPECTRUM WATERMARKING PROCEDURE

4.5.1: Inserting the Watermark

Figure 4.2 illustrates the general procedure for frequency domain watermarking. Upon applying a frequency transformation to the data, a perceptual mask is computed that highlights perceptually significant regions in the spectrum that can support the watermark without affecting perceptual fidelity. The watermark signal is then inserted into these regions in a manner described in Section 4.4. The precise magnitude of each modification is only known to the owner.







Figure 4.2: Stages of watermark insertion process.

By contrast, an attacker may only have knowledge of the possible range of modification. To be confident of eliminating a watermark, an attacker must assume that each modification was at the limit of this range, despite the fact that few such modifications are typically this large. As a result, an attack creates visible (or audible) defects in the data. Similarly, unintentional signal distortions due to compression or image manipulation must leave the perceptually significant spectral components intact; otherwise the resulting image will be severely degraded. This is why the watermark is robust.

When we insert X into V to obtain V’ we specify a scaling parameter α, which determines the extent to which X alters V. Three natural formulae for computing V’ are






(4.1)





(4.2)





(4.3) 
Equation (4.1) is always invertible, and (4.2) and (4.3) are invertible if Vi != 0, which holds in all of our experiments. Given V*, we can therefore compute the inverse function to derive X* from V* and V. 
Equation (4.1) may not be appropriate when the values vary widely. If Vi = 106, then adding 100 may be insufficient for establishing a mark, but if Vi =10 adding 100 will distort this value unacceptably. Insertion based on (4.2) or (4.2) are more robust against such differences in scale. We note that (4.2) and (4.2) give similar results when αxi is small. Also, when Vi is positive, then (4.2) is equivalent to lg(Vi’)   = lg(Vi) +   αxi, and may be viewed as an application of (4.1) to the case where the logarithms of the original values are used.

4.5.2: Determining Scaling Parameter (α)

A single scaling parameter α may not be applicable for perturbing all of the values Vi, since different spectral components may exhibit more or less tolerance to modification. More generally one can have multiple scaling parameters α1 ,…., αn and use update rules such as  
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. We can view αi as a relative measure of how much one must alter Vi to alter the perceptual quality of the document. A large αi means that one can perceptually “get-away” with altering Vi, by a large factor without degrading the document.

There remains the problem of selecting the multiple scaling values. In some cases, the choice of αi may be based on some general assumption. Equation (4.2) is a special case of the generalized equation (4.1) 
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, for αi = αvi. Essentially, equation (4.2) makes the reasonable assumption that a large value is less sensitive to additive alterations than a small value. In all our experiments we simply use equation (4.2) with a variable scaling parameter which lies between 0.05 and 0.2 & variable length of watermark both is generated through the secret key.
4.5.3: Choosing the Length (n), of the Watermark

The choice of n dictates the degree to which the watermark is spread out among the relevant components of the image. In general, as the number of altered components is increased the extent to which they must be altered decreases. For a more quantitative assessment of this tradeoff, we consider watermarks of the form 
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and model a white noise attack by Vi* = Vi’ + ri where ri are chosen according to independent normal distributions with standard deviation σ. For the watermarking procedure described below, one can recover the watermark when α is proportional to
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Note that the number of bits of information associated with the watermark can be arbitrary. The watermark is simply used as an index to a database entry associated with the watermark.

4.5.4: Extracting the Watermark

The procedure for extraction and decoding of the watermark is shown in figure 4.3. We extract from each image or document D a sequence of values V = V1, …, Vn; into which we insert a watermark X = x1, …, xn, to obtain an adjusted sequence of values V’ = v1’ …… vn’. V’ is then inserted back into the document in place of V to obtain a watermarked document D’. One or more attackers may then alter D’, producing a new document D*. Given D and D*, a possibly corrupted watermark X* is extracted and is compared to X for statistical significance. We extract X* by first extracting a set of values V* = v1* …… vn* from D* (using information about D) and then generating X* from V* and V. Frequency-domain based methods for extracting V* and V and inserting are given in Section 4.4.








Figure 4.3: Extraction and decoding of the Watermark.

4.5.5: Evaluating the Similarity of Watermarks

It is highly unlikely that the extracted mark X* will be identical to the original watermark X. Even the act of re-quantizing the watermarked document for delivery will cause X* to deviate from X. We measure the similarity of X* and X by 




 (4.4)

Many other measures are possible, including the standard correlation coefficient. To decide whether X and X* match, one determines whether
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>T, where T is some threshold. Setting the detection threshold is a classical decision estimation problem in which we wish to minimize both the rate of false negatives (missed detections) and false positives (false alarms). I.J. Cox et al. [1] have chosen this measure so that it is particularly easy to determine the probability of false positives.

4.5.5(A): Computing the Probability of False Positives:

There is always the possibility that X and X* will be very similar purely by random chance; hence, any similarity metric will give “significant” values that are spurious. We analyze the probability of such false positives as follows. Suppose that the creators of document D* had no access to X (either through the seller or through a watermarked document). Then, even conditioned on any fixed value for X*, each [image: image22.emf]will be independently distributed according to N (0, 1). That is, X is independent of X*. 
The distribution on X*. X may be computed by first writing it as
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, where [image: image24.emf] is a constant. Using the well-known formula for the distribution of a linear combination of variables that are independent and normally distributed, X*. X will be distributed according to 
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[image: image26.wmf])

,

(

*

X

X

sim

 is distributed according to N(0,1). We can then apply the standard significance tests for the normal distribution. E.g., if X* is created independently from X then the probability that 
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> 6, [1]; is the probability of a normally distributed random variable  exceeding its mean by more than six standard deviations. 
Hence, for a small number of documents, setting the threshold T at equal to six will cause spurious matching to be extremely rare. Of course, the number of tests to be performed must be considered in determining what false positive probability is acceptable. For example, if one tests an extracted watermark X* against 106 watermarks, then the probability of a false positive is increased by a multiplicative factor of 106 as well. I note that our similarity measure and the false-positive probability analysis do not depend on n, the size of the watermark. However, n implicitly appears, since for example, 
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 is likely to be around √n when X is generated in the prescribed manner. As a rule of thumb, larger values of n tend to cause larger similarity values when X* and X are genuinely related (e.g., X* is a distorted version of X), without causing larger similarity values when X and X* are independent. This benefit must be balanced against the tendency for the document to be more distorted when n is much larger.

4.5.5(B): A Remark on Watermark Quantization

In the above analysis, I treated all of the vectors as consisting of ideal real numbers. In practice, the actual values inserted will be quantized to some extent. Our analysis of false positives does not depend on the distribution or even the domain of possible X*, and hence holds regardless of quantization effects.

There is an additional, extremely low-order quantization effect that occurs because X is generated with only finite precisions. However, this effect is caused only by the arithmetic precision, and not on the constraints imposed by the document. If each 
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is stored as a double-precision real number, the difference between the calculated value of 
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 and its “ideal” value will be quite small for any reasonable n and any reasonable bound on the dynamic range of X*.

4.5.6: Robust Statistics

The above analysis required only the independence of X from X* and did not rely on any specific properties of X* itself. This fact gives us further flexibility when it comes to preprocessing X*. We can process X* in a number of ways to potentially enhance our ability to extract a watermark. For example, in some experiments on images we encountered instances where the average value of Xi*, denoted Ei(X*), differed substantially from zero, due to the effects of a dithering procedure. While this artifact could be easily eliminated as part of the extraction process, it provides a motivation for post processing extracted watermarks. I.J. Cox et al. have found that the simple transformation   
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. The improved performance resulted from the decreased value of X*. X*; the value of was only slightly affected.

In my experiments, it is frequently observed that Xi* could be greatly distorted for some values of i. One post-processing option is to simply ignore such values, setting them to zero.

That is 
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Again, the goal of such a transformation is to lower X*. X*. A less abrupt version of this approach is to normalize the X* values to be either -1, 0 or 1, by
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This transformation can have a dramatic effect on the statistical significance of the result. A natural question is whether such post-processing steps run the risk of generating false positives. Indeed, the same potential risk occurs whenever there is any latitude in the procedure for extracting X* from D*. However, as long as the method for generating a set of values for X* depends solely on D and D*, our statistical significance calculation is unaffected. The only caveat to be considered is that the bound on the probability that one of X1*…. Xk* generates a false positive is the sum of the individual bounds. Hence, to convince someone that a watermark is valid, it is necessary to have a published and rigid extraction and processing policy that is guaranteed to only generate a small number of candidate X*. 
4.6 Proposed Algorithm
Figure 4.2 illustrates the general procedure for frequency domain digital image watermarking. Here we are given a general procedure for Watermark embedding in Grayscale image “Lena” (512 x 512 size) and Color image “Fish” (256 x 256 size).
In experiments with 512x512 gray scale and 256x256 color images with a variable length of random watermark was embedded; by modifying the same (length of watermark) number of the most perceptually significant components of the images’ spectrum, using equation (4.2). A variable scale factor of α was used throughout where α lies between 0.05 and 0.2.

4.6.1 Watermark Embedding:


Watermark embedding procedure is as follows:
1. Enter Secret key for Watermark embedding. It is same for Watermarking embedding & extracting.

2. Hash function is calling that use any of Encryption algorithms like MD2, MD5, SHA-1, SHA-256, SHA-384, or SHA-512 to generate 128 bit digest.

3. Using 128 bit digest we are performing some calculation to find out the value of scaling factor α and length of watermark N.
4. Using the length of watermark N, we are generating random watermark W using Normal distribution.
W = randn (1, N);
5. Now the user can select the cover image I either grayscale or color for watermarking.
6. If the cover image I is color means RGB format then we have to convert it to YIQ format before watermarking.

I_convert_YIQ = Change_to_YIQ(I);

7.  Now we have compute the two dimensional Discrete Cosine Transformation (DCT) of the cover image I.

DCT_I = dct2 (I);
8. Now we have to find out the N (length of Watermark) largest coefficients in the DCT matrix.

Index = Ext_N_High(abs(DCT_I), N);

9. Calculate the size of DCT image.
X = abs (DCT_I);

n = size(X);

10. Fix the dimension of matrix to the size of DCT image.
Temp = zeros (1, n(1) x n(2));

11. DC coefficient must be zero.

Temp (1, 1) = 0;

12. Sort the element of the vector
[Temp, Index] = sort (Temp);



Temp: Contain the sorted DCT image values.



Index: Contain the position of each DCT value.

13. Now take the N highest coefficients from the above on which watermark have to be inserted.
14. Modify these N Coefficients using the scaling factor α.
DCT_ I( Index(1, i), Index(2, i)) = [ DCT_I (Index( 1, i), Index( 2, i)) X ( 1 + α*W(i))]
15. Perform the two dimensional Inverse Discrete Cosine Transformation (IDCT) of the above image DCT_I.
Mark_Img = idct2(DCT_I);
16. If the cover image I is color then we have to convert it back to RGB before displaying.
J = Back_to_RGB(I_Convert_YIQ);
J = abs(J);

4.6.2 Watermark Extraction:


Watermark extraction procedure is as follows:
1. Enter Secret key for Watermark extraction. It is same for Watermarking embedding & extracting.

2. Hash function is calling that use any of Encryption algorithms like MD2, MD5, SHA-1, SHA-256, SHA-384, or SHA-512 to generate 128 bit digest.

3. Using 128 bit digest we are performing some calculation to find out the value of scaling factor α and length of watermark N.
4. Now the user can select the Watermarked/Distorted image J either grayscale or color for watermarking which is same as embedding.
5. Call the similarity function to calculate the similarity between the original & watermarked/distorted image.

Sim = Test_Sim(I, J, W, alpha, N);
I: Cover Image

J: Watermarked/Distorted image

W: Inserted Watermark

Alpha: Scaling Factor

N: Length of Watermark
6. Test_Sim detect where a watermark present in J. It simply extract the watermark from J and checks it is similar to the original one(W).
7. If the image J is grayscale then
a. Extract the watermark from suspect image.

X = Extract_wm (I, J, alpha, N);
b. Compute the two dimensional Discrete Cosine Transformation (DCT) of the image J.
DCT_I = dct2 (I);
DCT_J = dct2 (J);

c. Find the N largest coefficients in DCT matrix of I.

Index = Ext_N_High (abs (DCT_I), N);

d. Extract the Watermark from N high positions in J.
e. Extracted Watermark X is compared with Original watermark W.

Sim = Similar (W, X);

f. Now we have plot the similarity graph from the above value to proof there is a watermark present in Image J and that is successfully extracted.

8. If the cover image I and Watermarked/Distorted Image J is color means RGB format then we have to convert it to YIQ format before watermarking.

CoverYIQ = Change_to_YIQ(I);
CoverY = CoverYIQ(:, :, 1);

MarkedYIQ = Change_to_YIQ(J);
MarkedY = MarkedYIQ(:, :, 1);

a. Extract the watermark from suspect image.

X = Extract_wm (CoverY, MarkedY, alpha, N);
b. Compute the two dimensional Discrete Cosine Transformation (DCT) of the image MarkedY.
DCT_I = dct2 (CoverY);
DCT_J = dct2 (MarkedY);

c. Find the N largest coefficients in DCT matrix of CoverY.

Index = Ext_N_High (abs (DCT_I), N);

d. Extract the Watermark from N high positions in MarkedY.

e. Extracted Watermark X is compared with Original watermark W.

Sim = Similar (W, X);

f. Now we have plot the similarity graph from the above value to proof there is a watermark present in Image J and that is successfully extracted.

    Chapter 5
EXPERIMENTS AND RESULTS WITH SPREAD SPECTRUM WATERMARKING ALGORITHM


The gray-scale or intensity images are directly processed for the watermark embedding and extracting algorithms. However, for color images a little modification in the procedure is required, though the primary algorithms of watermark embedding and                                                                extracting remain unaltered for both types of images.

Cox’s method for watermarking the color images is also practically implemented. The most common transformation of a color image is to convert it to black and white (i.e. gray-scale). Color images are therefore converted into a YIQ representation and the intensity component Y is then watermarked. The color image can then be converted to other formats, but must be converted back to YIQ prior to extraction of the watermark.

In order to evaluate the proposed watermarking scheme, I have conducted experiments on “Lena” (512x512; gray-scale image) and “Fish” (256x256, natural color image) of figure 5.6 and figure 5.17 separately; and obtained the watermarked version of figure 5.8 and figure 5.19 accordingly. I then subjected the watermarked image to a series of image processing attacks on both of the images. These experiments showed resilience to many types of common image processing algorithms. The watermark detector’s response was well above the threshold, even with JPEG compressed image with 5% quality (i.e. 95% crucial data missing). Note that in the case of affine transforms, registration to the original image is crucial to successful extraction.

In experiments with 512x512 gray scale and 256x256 color images with a variable length of random watermark was embedded; by modifying the same (length of watermark) number of the most perceptually significant components of the images’ spectrum, using equation (4.2). A variable scale factor of α was used throughout where α lies between 0.05 and 0.2.

Note: All the following experiments were performed using MATLAB (Release 17), on P-4 (2.66GHz) system with 1024 MB RAM, and WINOWS-XP environment. All attacks were conducted on both gray-scale and color images of size 256x256. However, images of different sizes can also be used, without any remarkable modification in the MATLAB program.
5.1 Running layout of project

This is first screen of the project which can display the Secure Key Based Spread Spectrum Watermarking for Digital Images. There are two types of watermarking available in this project which is Color Watermarking and Gray Scale Watermarking.  

Figure 5.1: Watermarking_Main 
5.2 Gray Scale Watermarking 


By Clicking on Gray Watermark button in figure 5.1, figure 5.2 has been displayed. There are again two options which are Insert Watermark and Regain Watermark.
Figure 5.2 Gray Watermarking
5.2.1 Insert Gray Watermarking 

Clicking on Insert Watermark button in figure 5.2, it takes the secret key (as a Password), Algorithm Name by which message digest is generated. This message digest is used for the calculation of scaling factor α & the length of Watermark (N). After that command window is displayed shown in figure 5.3. 
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Figure 5.3: Command Window of Mat Lab showing Key, Message Digest, α, N
After inserting secret key & algorithm name, it asked the user to select Input Source Image Filename which has to been watermarked and Target Watermarked Image Filename that to be stored back.
Figure 5.4: Select Source Image File

Figure 5.5: Select Destination Image File Name that to be Stored Back
Figures 5.6 is a 512x512 gray-scale image of a “Lena” and figure 5.7 shows a variable length (here N = 4058) random watermark embedded into the original image. Practically; for any human being it is nearly impossible to detect the presence of a watermark embedded into the original cover image.

Cover Image
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Figure 5.6: Gray-scale natural original image of “Lena” (512x 512 sizes)

Now it displays the Random Watermark image which can be embedded into the input gray source image and output of this process is gray watermarked image.
Figure 5.7: Inserted Watermark of Variable Length (N = 4058) 
At last of Insert Gray Scale Watermark process it can display the Gray scale Watermarked Lena Image which is the final output of this process.


Figure 5.8: Watermarked gray-scale image of “Lena” with Variable Length (N = 4058) Random Watermark and α = 0.2000

5.2.2 Regain Gray Watermarking 

Now the Regain Gray Watermark process is begins and it takes input as secret key (act as password) and algorithm name which is same as insertion process, the target gray scale watermarked image and extracted watermark & watermark detector response of 4058 random generated watermarks as an output.
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      Figure 5.9: Command Window of Mat Lab showing Key, Message Digest, α, N
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Figure 5.10 Select Watermarked/Distorted Image File 
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Figure 5.11 Watermarked/Distorted Image of “Lena”
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Figure 5.12 Extracted Watermark from Gray Scale Image “Lena”
5.3 Color Watermarking 


By Clicking on Color Watermark button in figure 5.1, figure 5.13 has been displayed. There are again two options which are Insert Color Watermark and Regain Color  Watermark.

                                                                          Figure 5.13 Color Watermarking
5.3.1 Insert Color Watermarking 

Clicking on Insert Watermark button in figure 5.13, it takes again the Secret Key (as a Password), Algorithm Name by which message digest is generated. This message digest is used for the calculation of scaling factor α & the length of Watermark (N). After that command window is displayed shown in figure 5.14. 

[image: image41.png](R2007a)
Fie Edt Debug Desktop Window Felp

D % BB o Wl B | 9 curentDirectory: | Eocuments and Settings\Tanay\Deskioplajr Project Thesisiat Lab Programs =)

Shartcuts (2] How o Add (2] What's New

[T T =l || Command Window

| @ - (@) To oet sterted, sclect MATLAS Help or Dems rom the Help men

AllFls -

& Main_embed_PSC.asv Enter the Secrec Key for Uatermarking = gaurav

) Psc_wmk.m

) Similar.m Enter the Algorithm Neme like D2, MDS, SHA-1, SHA-256, SHA-384, or SHA-512
QsNRm Baximm value of "alpha’ linited to 0.2

ETest_wm_ss.m Generated Digest =

[ Thumbs. db 292 5a523967502 S0aBE SaRESAL 7T

Ewomat

[ watermarking. asv

) watermarking.m

) watermarking_Main fig
) watermarking_Main.m
) wiener_Attack.m

) wWimk_insert.m

<)

k1)

Command Hist... * O a x

- gauray
s
gauray
s
gauray
ms
6/8/10 1

-hidden
-hidden on
-hidden off
gauray
1m0s

<)

t14 PN
6/13/10 10:10 P
6/13/10 10:11 P
6/18/10 12:24 P

4 Start] Busy

Scaling Factor Alpha =
0.2000

The length of Vatermark =
4088





Figure 5.14: Command Window of Mat Lab showing Key, Message Digest, α, N

After inserting secret key & algorithm name, it asked the user to select Input Source Image Filename which has to been watermarked and Target Watermarked Image Filename that to be stored back.
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 Figure 5.15: Select Source Image File
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Figure 5.16: Select Destination Image File Name that to be Stored Back
Figures 5.17 is a 256x256 color image of a “Fish” and figure 5.18 shows a variable length (N = 4058) random watermark embedded into the original image. Practically; for any human being it is nearly impossible to detect the presence of a watermark embedded into the original cover image.

Cover Image
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Figure 5.17: Natural original Color image of “Fish” (256x256 sizes)

Now it displays the Random Watermark image which can be embedded into the input color image and output of this process is color watermarked image.
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Figure 5.18: Inserted Watermark of Variable Length (N = 4058)

At last of Insert Color Watermark process it can display the Color Watermarked “Fish” Image which is the final output of this process.
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Figure 5.19: Watermarked Color image of “Fish” with Variable Length (N = 4058) Random Watermark and α = 0.2000

5.3.2 Regain Color Watermarking 

Now the Regain Color Watermark process is begins and it takes input as secret key (act as password) which is same as insertion process, the target color watermarked image and extracted watermark & watermark detector response of 4058 random generated watermarks as an output.         
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Figure 5.20: Command Window of Mat Lab showing Key, Message Digest, α, N
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Figure 5.21 Select Watermarked/Distorted Image File 
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Figure 5.22 Watermarked/Distorted Image of “Fish”
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Figure 5.23 Extracted Watermark from Color Image “Fish”
5.4: Experiment A: Uniqueness of Watermark
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Figure5.24: Watermark detector response to 4058 randomly generated watermarks. Only one watermark (to which the detector was set to respond) matches that is present in watermarked gray-scale image of “Lena” in Figure 5.8.
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Figure5.25: Watermark detector response to 4058 randomly generated watermarks. Only one watermark (to which the detector was set to respond) matches that is present in watermarked color image of “Fish” in Figure 5.19.

Figure 5.24 and figure5.25 show the watermark detector response of the (length of watermark N = 4058) randomly generated watermarks of which only one matches the watermark present in figure 5.8 and figure 5.19 respectively. For gray scale image “Lena”, watermark detector response is 64.2335 and for color image “Fish”, watermark detector response is 58.1690. The positive response due to the correct watermark is very much stronger than the response to incorrect watermarks, suggesting that the algorithm has very low false positive response rates.

5.5: Experiment B: Image Scaling and Re-scaling

In this experiment, I scaled the watermarked “Lena” and “Fish” both images to 50%, 75% & 90% of its original size, along both X and Y directions, as shown in figure 5.26(a), figure 5.27 (a), figure 5.28(a), figure  5.29(a), figure 5.30 (a) & figure 5.31(a) respectively. In order to recover the watermark, the quarter-sized image was rescaled to its original dimensions, as shown in figure 5.26(b), figures 5.27 (b), figure 5.28(b), figure 5.29(b), figure 5.30 (b) & figure 5.31(b) respectively, in both it is clear that considerable finer details have been lost in the scaling process. This is expected since sub-sampling of the image requires a low pass spatial filtering operation.

The response of the watermark detector to the original gray-scale watermarked image of fig.5.6 was 64.2335. Which is compare to a response of 43.1159 as shown in fig. 5.26(c) for the rescaled version fig. 5.26(b)? While the detector response is down by nearly 50%, the response is still well above random chance levels suggesting that the watermark is robust to geometric distortions. Moreover, it should be noted that 75% of the original data is missing from the scaled down image of fig. 5.26(a).

The color image was also subjected to similar attack and response of the watermark detector was observed. I found that the response of the watermark detector to the original watermarked color image of figure5.17 was 58.1690. Which compare to a response of 11.1294 as shown in fig. 5.27(c) for the rescaled version figure 5.27(b)? Again, the detector response is down by nearly 50%, and the response is still well above random chance levels suggesting that the watermark is robust to geometric distortions in color image too. Here also, it is to be noted that 75% of the original data is missing from the scaled down image of fig. 5.27(a). These results are noted in table 5.1.
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Figure 5.26(a): 0.5x Scaled image of “Lena” and (b) Scaled-back image

to original size, showing noticeable loss of finer details.
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Figure 5.26(c): Watermark detector response to resized gray-scale image of 5.26(b).
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Figure 5.27(a): 0.5x Scaled image of “Fish” and (b) Scaled-back image

to original size, showing noticeable loss of finer details.
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Figure 5.27(c): Watermark detector response to resized image as shown in 5.27(b).
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Figure 5.28(a): 0.75x Scaled image of “Lena” and (b) Scaled-back image to original size, showing noticeable loss of finer details.
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Figure 5.28(c): Watermark detector response to resized gray-scale image as shown in 5.28(b).
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Figure 5.29(a): 0.75x Scaled image of “Fish” and (b) Scaled-back image

to original size, showing noticeable loss of finer details.
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Figure 5.29(c): Watermark detector response to resized image as shown in 5.29(b).
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Figure 5.30(a): 0.90x Scaled image of “Lena” and (b) Scaled-back image to original size, showing noticeable loss of finer details.
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Figure 5.30(c): Watermark detector response to resized gray-scale image as shown in 5.30(b).
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Figure 5.31(a): 0.90x Scaled image of “Fish” and (b) Scaled-back image

to original size, showing noticeable loss of finer details.
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Figure 5.31(c): Watermark detector response to resized image as shown in 5.31(b).

5.6: Experiment C: JPEG Compression Distortion

The gray-scale images shown in the following figure 5.32(a), 5.32(b), 5.32(c), 5.32(d), 5.32(e), 5.32(f), 5.32(g) and 5.32(h) are obtained after performing 1%, 5%, 10%, 25%, 50%, 75%, 90% and 95% JPEG compression and these images are checked for the presence of the random watermark. The response of the detector is shown in figure 5.33(a), 5.33(b), 5.33(c), 5.33(d), 5.33(e), 5.33(f), 5.33(g) and 5.33(h) respectively. These results are noted in table 5.1.
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Figure 5.32(a): JPEG compressed version of “Lena” with 1% quality, 0% smoothing (b) JPEG compressed version of “Lena” with 5% quality, 0% smoothing.
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Figure 5.32(c) JPEG compressed version of “Lena” with 10% quality, 0% smoothing (d) JPEG compressed version of “Lena” with 25% quality, 0% smoothing
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Figure 5.32(e): JPEG compressed version of “Lena” with 50% quality, 0%

Smoothing, (f): JPEG compressed version of “Lena” with 75% quality, 0% smoothing
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Figure 5.32(g): JPEG compressed version of “Lena” with 90% quality, 0%

smoothing. (h): JPEG compressed version of “Lena” with 95% quality, 0% smoothing.
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Figure 5.33(a): Watermark detector response to JPEG compressed version

of “Lena” with 1% quality, 0%
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Figure 5.33(b): Watermark detector response to JPEG compressed

version of “Lena” with 5% quality, 0%
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Figure 5.33(c): Watermark detector response to JPEG compressed version

of “Lena” with 10% quality, 0%
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Figure 5.33(d): Watermark detector response to JPEG compressed version

of “Lena” with 25% quality, 0%
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Figure 5.33(e): Watermark detector response to JPEG compressed

version of “Lena” with 50% quality, 0%
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Figure 5.33(f): Watermark detector response to JPEG compressed version

of “Lena” with 75% quality, 0%
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Figure 5.33(g): Watermark detector response to JPEG compressed version

of “Lena” with 90% quality, 0%
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Figure 5.33(h): Watermark detector response to JPEG compressed

version of “Lena” with 95% quality, 0%

Similarly, figure 5.34(a), 5.34(b), 5.34(c), 5.34(d), 5.34(e), 5.34(f), 5.34(g) and 5.34(h) respectively show JPEG compressed versions of the “Fish” image with parameters of 1%, 5%, 10%, 25%, 50%, 75%, 90% and 95% quality, which results in clearly visible distortions of the image. The response of the detector is shown in figure 5.35(a), 5.35(b), 5.35(c), 5.35(d), 5.35(e), 5.35(f), 5.35(g) and 5.35(h) respectively, which is still well above random. The response again confirms that the algorithm is very robust to JPEG encoding distortions even while 99% to 5% of image data is compressed.
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Figure 5.34(a): JPEG compressed version of “Fish” with 1% quality. (b) JPEG compressed version of “Fish” with 5% quality.
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Figure 5.34(c): JPEG compressed version of “Fish” with 10% quality and 0% smoothing. (d) JPEG compressed version of “Fish” with 25% quality.
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Figure 5.34(e): JPEG compressed version of “Fish” with 50% quality, (f) JPEG compressed version of “Fish” with 75% quality and 0% smoothing.
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Figure 5.34(g): JPEG compressed version of “Fish” with 90% quality, (h) JPEG compressed version of “Fish” with 95% quality.
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Figure 5.35(a): Watermark detector response to JPEG compressed image,

with 1% quality and 0% smoothing in 5.34(a).
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Figure 5.35(b): Watermark detector response to JPEG compressed image,

with 5% quality and 0% smoothing in 5.34(b).
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Figure 5.35(c): Watermark detector response to JPEG compressed image,

with 10% quality and 0% smoothing in 5.34(c).
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Figure 5.35(d): Watermark detector response to JPEG compressed image,

with 25% quality and 0% smoothing in 5.34(d).
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Figure 5.35(e): Watermark detector response to JPEG compressed image,

with 50% quality and 0% smoothing in 5.34(e).
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Figure 5.35(f): Watermark detector response to JPEG compressed image,

with 75% quality and 0% smoothing in 5.34(f).
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Figure 5.35(g): Watermark detector response to JPEG compressed image,

with 90% quality and 0% smoothing in 5.34(g).
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Figure 5.35(h): Watermark detector response to JPEG compressed image, 
with 95% quality and 0% smoothing in 5.34(h).

5.7: Experiment D: Dithering Distortion

Figure 5.36(a) shows a dithered version of gray-scale “Lena” image. The response of the watermark detector shown in figure 5.36(b) is 51.7132, again proving that the algorithm is robust to common encoding distortions. In fact, more reliable detection can be achieved simply by removing any nonzero mean from the extracted watermark.
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Figure 5.36(a). Dithered version (8-scale) of the “Lena” image
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Figure 5.36(b). Detector response to dithered image in Figure 5.36(a).

Figure 5.36(c) shows a dithered version of “Fish” (color) image. The response of the watermark detector shown in figure 5.36(d) is 35.8521, again proving that the algorithm is robust to common encoding distortions. In fact, more reliable detection can be achieved simply by removing any nonzero mean from the extracted watermark.
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Figure 5.36(c). Dithered version (16-scale) of the “Fish” image.
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Figure 5.36(d). Detector response to Dithered image in figure 5.36(c).

5.8: Experiment E: Rotation, Back-rotation, Cropping and Re-scaling

Figure 5.37(a), 5.37(c) shows a rotated version of “Lena” by -2° and -5°. Figure 5.37(b), 5.37(d) is rotated-back, cropped and resized version of figure 5.37(a), 5.37(c) respectively; showing considerable distortions to the watermarked image. The response of the watermark detector is 28.0038 and 30.3740, shown in figure 5.39(a), 5.39(b); again showing that the algorithm is robust to common encoding distortions.
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Figure 5.37(a): Watermarked gray-scale image rotated by - 2°.

Figure 5.37(b): Rotated back by +2° then cropped and rescaled to original size.
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Figure 5.37(c): Watermarked gray-scale image rotated by - 5°.

Figure 5.37(d): Image of figure 5.37(c) above; rotated back by +5°, then cropped and rescaled to original size, with visible distortions.

Similarly, figure 5.38(a), 5.38(c) shows a rotated version of “Fish” by -2° & -5° and figure 5.38(b), 5.38(d) is rotated-back, cropped and resized version of figure 5.38(a), 5.38(c) respectively; showing considerable distortions to the watermarked image. The response of the watermark detector is 25.2116 & 15.6064 shown in figure 5.40(a), 5.40(b) again showing that the algorithm is robust to common encoding distortions.
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Figure 5.38(a): Watermarked color image rotated by - 2°.

Figure 5.38(b): Image of figure 5.38(a) above; rotated back by +2°, then

cropped and rescaled to original size, with visible distortions.
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Figure 5.38(c): Watermarked color image rotated by - 5°.

Figure 5.38(d): Image of figure 5.38(c) above; rotated back by +5°, then

cropped and rescaled to original size, with visible distortions.
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Figure 5.39(a): Watermark detector response to gray-scale image rotated

back by +2°, then cropped and rescaled to original size shown in figure 5.37(b).
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Figure 5.39(b): Watermark detector response to gray-scale image rotated

back by +5°, then cropped and rescaled to original size shown in figure 5.37(d).
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Figure 5.40(a): Watermark detector response to color image rotated back

by +2°, then cropped and rescaled to original size as shown in figure 5.38(b).
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Figure 5.40(b): Watermark detector response to color image rotated back

by +5°, then cropped and rescaled to original size as shown in figure 5.38(d).

5.9: Experiment F: Noise Attacks

Figure 5.41(a) and figure 5.41(b) show the gray-scale image of “Lena” attacked by noise, namely, “Salt-N-Pepper” & “A.W.G.N.” type noise. Figure 5.42(a) and 5.42(b) show us that 33.2524 & 39.1086 are respective watermark detector responses to these attacks. This also confirms the watermark’s robustness to such noise attacks.
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Figure 5.41(a): Gray-scale image attacked by “Salt-N-Pepper Noise”.

Figure 5.41(b): Gray-scale image attacked by “A.W.G. Noise”.
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Figure 5.42(a): Detector Response to “Salt-n-Pepper Noise” attacked image.
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Figure 5.42(b): Detector Response to “A.W.G. Noise” attacked image.

Similarly, Figure 5.43(a) & figure 5.43(b) show the color image “Fish” attacked by noise, namely, “Salt-N-Pepper” and “A.W.G.N.” type noise, respectively. Figure 5.44(a) and 5.44(b) show us that 33.25 & 28.7516 are respective watermark detector responses to these attacks. This again confirms the watermark’s robustness to such noise attacks.
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Figure 5.43(a): Color image attacked by “Salt-n-Pepper Noise”.

Figure 5.43(b): Color image attacked by “A.W.G. Noise”.
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Figure 5.44(a): Detector response to “Salt-n-Pepper Noise” attacked color image.
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Figure 5.44(b): Detector response to “A.W.G. Noise” attacked color image.

5.10: Experiment G: Linear Filtering Attacks

           Figure 5.45(a) shows the gray-scale “Lena” image attacked by “Average Filtering” and figure 5.45(b) shows the image attacked by “Median Filtering”. Figure 5.46(a) and figure 5.46(b) show their detector response, i.e. 51.2318 & 61.0966 respectively. The results are well above the mean, confirming our watermark’s resilience to such attacks. 
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Figure 5.45(a): Gray-scale image after Average Filtering, (b) After Median Filtering
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Figure 5.46(a): Detector response to Average Filtered grayscale image.
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Figure 5.46(b): Detector response to Median Filtered gray-scale image.

Similarly, figure 5.47(a) shows the color image of “Fish” attacked by “Average Filtering” and figure 5.47(b) shows the image attacked by “Median Filtering”. Figure 5.48(a) and figure 5.48(b) show their detector response, i.e. 16.2915 & 20.8660 respectively. The results are well above the mean, confirming our watermark’s resilience to such attacks.
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Figure 5.47(a): Color image after Average Filtering,

(b) Color image after Median Filtering.
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Figure 5.48(a): Detector response to Average Filtered color image
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Figure 5.48(b): Detector Response to Median Filtered color image

The Table 5.1 shown below summarizes the results obtained regarding the watermark detector response to attacked images using modified Cox’s spread-spectrum watermarking algorithm with random watermark, at α = 0.2000 and length of Watermark (N = 4058). “Similarity” indicates the watermark detector’s response.

	Sr. No.
	Attack
	SNR

(Gray Scale Image)
	Similarity

(Gray Scale Image)
	SNR

(Color Image)
	Similarity

(Color Image)

	1
	No Attack
	33.7904
	64.2335
	34.5253
	58.1690

	2
	Scaling 90%
	21.1912
	59.5948
	20.5771
	19.5840

	3
	Scaling 75%
	21.1216
	58.3423
	21.4079
	22.5565

	4
	Scaling 50%
	20.5273
	43.1159
	19.8261
	11.1294

	5
	JPEG 1%
	17.3105
	13.3369
	16.5611
	2.7447

	6
	JPEG 5%
	18.8788
	22.7925
	17.7968
	7.6321

	7
	JPEG 10%
	20.0818
	43.1718
	19.5061
	15.6152

	8
	JPEG 25%
	20.8118
	59.1687
	20.8999
	35.7145

	9
	JPEG 50%
	20.8694
	62.5986
	21.4144
	50.2828

	10
	JPEG 75%
	21.3858
	64.2335
	23.6921
	57.4837

	11
	JPEG 90%
	21.3669
	64.2053
	23.5842
	57.1461

	12
	JPEG 95%
	21.3820
	64.2272
	23.6798
	57.3422

	13
	Rotation & Crop -1
	19.0569
	30.3520
	20.6106
	23.1054

	14
	Rotation & Crop -2
	18.8177
	28.0038
	21.4142
	25.2116

	15
	Rotation & Crop -5
	19.0485
	30.3740
	18.5387
	15.6064

	16
	De-Blurred
	20.6002
	45.7371
	22.1509
	37.5370

	17
	Salt N Pepper
	12.3098
	33.2524
	15.1243
	33.25

	18
	AWG Gaussian
	13.6191
	39.1086
	16.6731
	28.7516

	19
	Average Filtering
	20.5691
	51.2318
	19.6190
	16.2915

	20
	Median Filtering
	21.1477
	61.0966
	20.6096
	20.8660

	21
	Dithered
	10.9583
	51.7132
	20.2156
	35.8521


Table 5.1: Experimental results obtained with 512x512gray-scale and 256x256color images, using a random watermark, by applying Cox’s Spread-Spectrum Watermarking Algorithm.

5.11: Experiment H: Wiener Attacks by MMSE estimation

Lastly, the random watermark embedded image is subjected to “Wiener-Attacks”; as will be explained in following sections. We observe that by applying Wiener attack, the attacker minimizes the mean-squared-error estimated over the whole image and hence the visual quality of the attacked image is also degraded.

Figures 5.49(a) to 5.49(d) show the gray-scale images subjected to Wiener attacks. Figures 5.50(a) to 5.50(d) show the detector response to these images respectively. At γ =1 (Removal attack) the response falls to a similarity value of 33.3994 for gray-scale image and for the color image it becomes 14.7071.

The value of the scaling factor γ is increased from 0.2 to 1.5, and the detector’s response is recorded. It is also observed that the image quality starts degrading drastically on increasing γ value beyond 2, which can be easily detected. 
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Figure 5.49(a): Wiener attacked (γ = 0.2) gray-scale image.

Figure 5.49(b): Wiener attacked (γ = 0.5) gray-scale image.
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Figure 5.49(c): Wiener attacked (γ = 1.0) gray-scale image.

Figure 5.49(d): Wiener attacked (γ = 1.5) gray-scale image.

[image: image139.jpg]Watermark Detector Response

70

Watermatk Detector Response

500

1000

* 208
V:6218

1500 2000 2500 3000
Random Watermarks

3500

4000

4500




Figure 5.50(a): Response to Wiener attacked (γ = 0.2) gray-scale image.
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Figure 5.50(b): Response to Wiener attacked (γ = 0.5) gray-scale image.
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Figure 5.50(c): Response to Wiener attacked (γ = 1.0) gray-scale image.
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Figure 5.50(d): Response to Wiener attacked (γ = 1.5) gray-scale image.

Similarly, Weiner attacks were also conducted on the color images and results were recorded. Attacked images are shown in figures 5.51(a) to 5.51(d). Similar degradation in the visual quality along with poorer detector responses (as shown in figures 5.52(a) to 5.52(d) respectively) were observed, if we increase γ value. These results are recorded in Table 5.2.

[image: image143.jpg]


      [image: image144.jpg]



Figure 5.51(a): Wiener attacked (γ = 0.2) color image.

Figure 5.51(b): Wiener attacked (γ = 0.5) color image.
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Figure 5.51(c): Wiener attacked (γ = 1.0) color image.

Figure 5.51(d): Wiener attacked (γ = 1.5) color image.

The watermark detector responses for images shown in figures 5.51(a) to 5.51(d) are shown in figures 5.52(a) to 5.52(j) respectively. From these figures one can clearly analyze the effect of Wiener filter to a watermarked image. It is also apparent that not only the detector response, but the visual quality of the images also degrade, particularly when the value of γ is increased beyond 2.
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Figure 5.52(a): Response to Wiener attacked (γ = 0.2) color image.
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Figure 5.52(b): Response to Wiener attacked (γ = 0.5) color image.
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Figure 5.52(c): Response to Wiener attacked (γ =1.0) color image.
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Figure 5.52(d): Response to Wiener attacked (γ = 1.5) color image.

	Sr. No.
	Attack
	SNR

(Gray Scale Image)
	Similarity

(Gray Scale Image)
	SNR

(Color Image)
	Similarity

(Color Image)

	1
	Wiener 0.2
	20.3408
	62.1887
	21.4692
	51.9814

	2
	Wiener 0.5
	16.5891
	52.7876
	16.5833
	32.9232

	3
	Wiener 1.0
	11.6044
	33.3994
	11.4127
	14.7071

	4
	Wiener 1.5
	8.2761
	20.3132
	8.1687
	6.7700

	5
	Wiener 2.0
	5.8295
	12.3811
	5.8469
	2.8066


Table 5.2: Experimental results obtained with 512x512 gray-scale and 256x256color images, embedding a random watermark, applying Cox’s Spread- Spectrum Watermarking Algorithm and subjected to Wiener attacks.

Chapter 6
 CONCLUSIONS AND FUTURE DIRECTIONS


As electronic distribution of copyright material becomes more prevalent a need for digital watermarking rises. In this project, the basic characteristics of a digital watermark are outlined; mainly including: fidelity preservation, robustness to common signal and geometric processing operations, robustness to attacks applicability to digital images. 

To meet these requirements, I proposed modified version of I. J. Cox algorithm for watermarking whose structure consists of i.i.d. random numbers drawn from a distribution. The length of the watermark is variable and can be calculated via a hash function digest to suit the characteristics of the data. As recommended, the watermark must be placed in the perceptually most significant components of the image spectrum. This maximizes the chances of detecting the watermark even after common signal and geometric distortions. Further, modification of these spectral components results in severe image degradation long before the watermark itself is destroyed. Of course, to insert the watermark, it is necessary to alter these very same coefficients. However, each modification can be extremely small and, in a manner similar to spread spectrum communication, a strong narrowband watermark may be distributed over a much broader image (channel) spectrum.

I have used the variable scaling parameter (α = 0.05 to α = 0.2) for my experiments with both gray-scale and color images. If we change α, it will surely affect the visual quality accordingly. It will ultimately be up to content owners to decide what image degradation and what level of robustness is acceptable. This may vary considerably from application to application. 

Detection of the watermark then proceeds by adding all of these very small signals, and concentrating them once more into a signal with high SNR. Because the magnitude of the watermark at each location is only known to the copyright holder, an attacker would have to add much more noise energy to each spectral coefficient in order to be sufficiently confident of removing the watermark. However, this process would destroy the image fidelity.

In these experiments, I have embedded the watermark to the image by modifying the 4058 largest coefficients of the DCT (excluding the DC term) & scaling factor is α = 0.2000. These parameters (Scaling factor α and Length of Watermark N) are generated by the hash function digest. These components are heuristically perceptually more significant than others.

I have analyzed, using the gray-scale and color images that Cox’s algorithm can extract a reliable copy of the watermark from images that were degraded with several common geometric and signal processing procedures. An important caveat here is that any affine geometric transformation must first be inverted. These procedures include translation, rotation, scale change, and cropping. The algorithm displays strong resilience to lossy operations such as aggressive scale changes, JPEG compression, dithering and filtering etc. 

Experimental observations highlight that modified version of Cox’s Spread-Spectrum algorithm using a random watermark provides better result and excellent features of imperceptibility and robustness with respect to many common attacks as discussed above. But, the randomly generated watermarks can be attacked by taking an MMSE estimation of the image as done in Wiener attacks. The simple models for watermarking and the Wiener attack yield insight into the structure of a watermark for improved robustness. An important assumption is the use of a fixed watermark detector that does not compensate for the effects of attack. These considerations lead to the idea of energy-efficient watermarking and provide a way to link the detect ability of an attacked watermark to the distortion of the attacked signal. It then becomes possible to evaluate robustness in a meaningful way.

The key result is the power-spectrum condition (PSC), which states that a watermark is energy-efficient if and only if its power spectrum is directly proportional to that of the original signal. The watermark must be designed in accordance to the power spectrum of the original cover image. The PSC holds for any signals that meet the assumptions of the model. It may therefore be applicable to digital audio, images, and video for example.

The owner or watermarker and the attacker both follow the game theory. The one who acts smarter and can predict the other’s move, poses a challenge to the opposite party and tries to win over. So, in future the attackers would surely try to improve upon their attacking strategy, or shall discover new types of attacks. Therefore, the watermarker must try to improve upon the proposed watermarking scheme. In-fact no watermark and no watermarking algorithm is perfect, that could be applicable to all types of digital data.

Broader systems issues must be also addressed in order for this system to be used in practice. For example, it would be useful to be able to prove in court that a watermark is present without publicly revealing the original, unmarked document. It should also be noted that the current proposal only allows the watermark to be extracted by the owner, since the original un-watermarked image is needed as part of the extraction process. So, one should also research for improvements in the proposed watermarking system, in which the original image may not be essentially required during detection and extraction of the watermarks.
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