CHAPTER 1                                                    INTRODUCTION                         

The old way of delivering product was to develop relatively inaccurate projections of demand, then manufacture the product and fill up warehouses with finished goods. The old ways are fading fast as management across all industries has come to accept that collaboration with customers and suppliers in the planning and replenishment process can and must be made to work very effectively. As customers and suppliers band together in mutually beneficial partnerships, the need for better supply chain management processes and systems is more evident and becomes a very high business priority. In typical supply chain, raw materials are procured and items are produced at one or more factories, shipped to warehouses for intermediate storage, and then shipped to retailers or customers. Consequently, to reduce cost and improve service levels, effective supply chain strategies must take into account the interaction at the various levels in the supply chain. The supply chain, which is also referred to as the logistics network, consist of suppliers, manufacturing centers, warehouses, distribution centers, and retail outlets, as well as raw materials, work-in-process inventory, and finished products that flow between the facilities.  
Supply chain management involves the flows of material, information and finance in a network consisting of customers, suppliers, manufacturers, and distributors. It begins with raw materials, Continues through internal operations, ends with distribution of finished goods. The short-term objective of SCM is primarily to increase productivity and reduce the entire inventory and the total cycle time, while the long-term objective is to increase customer satisfaction, market share, and profits for all organizations in the supply chain: suppliers, manufacturers, distribution centers (DCs), and customers. 
In supply chains, coordination between a manufacturer and suppliers is typically a difficult and important link in the channel of distribution. Since suppliers are manufacturer’s external organizations, the coordination with the suppliers is not easy unless systems for cooperation and information exchange are integrated. The coordination between a manufacturer and suppliers is important because the failure of coordination results in excessive delays, and ultimately leads to poor customer services. Consequently, inventories of incoming parts from suppliers or those of finished goods at the manufacturer and distribution centers (DCs) may accumulate. Hence, the total cost of the entire supply chains will rise. Manufacturers are able to assist their suppliers by providing knowledge, skills, and experience, and to benefit in turn from suppliers’ improved delivery performance and from fewer production disruptions that are caused by poor quality materials. The suppliers also can benefit by becoming more competitive than other suppliers as performance improves and costs go down. Thus, supplier development is a vehicle that can be used to increase the competitiveness of the entire supply chains. 

Supplier selection is one of the most critical activities of purchasing management in a supply chain, because of the key role of supplier’s performance on cost, quality, delivery and service in achieving the objectives of a supply chain. The cost of raw materials, component parts and services purchased from external vendors or suppliers is significant for most manufacturing firms. On average, manufacturers’ purchases of goods and services constitute up to 70% of product cost (Ghobadian et al., 1993) and in high technology firms, purchased materials and services represent up to 80% of total product cost (Weber et al., 1991).Therefore vendor selection is one of the most critical activities for many companies and selection of the wrong vendor could be enough to upset the company’s financial and operational position, while the selection of an appropriate vendor may significantly reduce the purchasing cost and improve competitiveness. 

The vendor selection process has undergone significant changes during the past thirty years. In today’s competitive operating environment it is impossible to successfully-produce low cost, high quality products without satisfactory vendors (Weber et al., 1991). Therefore, vendor selection decisions are an important component of production and logistics management for many firms (Weber et al., 1998). The analysis of criteria for selection and measuring the performance of vendors has been the focus of many academicians and purchasing practitioners since the 1960s (Weber et al., 1991). In a supply chain, vendor selection includes the selection of the right vendors and their quota allocation which also needs to consider a variety of vendor attributes such as price, quality, service, delivery performance. A vendor selection problem must consider these various attributes because of their direct impact on final product dimensions such as cost and quality. Vendor selection decisions play an important role in supply chain management and have a significant impact on the competitiveness of a firm because purchases from vendors account for a large percentage of the total cost for many firms. Vendor selection has long been regarded as one of the most important functions performed by purchasing departments.
In a real situation for a supplier selection problem, many input information are not known precisely. At the time of making decisions, the value of many criteria and constraints are expressed in vague terms such as ‘‘very high in quality’’ or ‘‘low in price’’. Deterministic models cannot easily take this vagueness into account. In these cases the theory of fuzzy sets is one of the best tools for handling uncertainty. Fuzzy set theories are employed due to the presence of vagueness and imprecision of information in the supplier selection problem. Bellman and Zadeh (1970) suggested a fuzzy programming model for decision-making in fuzzy environments. Zimmermann (1978) first used the Bellman and Zadeh (1970) method to solve fuzzy multiobjective linear programming problems. In his model the fuzzy goals and fuzzy constraints are treated equivalently, which is why the model is called symmetric. It is very common in business activities, such as supplier selection, that the goals importance or weights are different for DMs. Thus, the symmetrical models may not be appropriate for the same multiobjective decision-making problem, because the objectives may not be equally important. 

In this report, for vendor selection AHP and fuzzy multiobjective linear model are used. AHP is used for finding out the weightage of various objectives (cost, quality and service). Then obtained weightage from AHP is used in fuzzy multiobjective linear model and finally order allocation for each vendor is obtained.
1.1 Supply Chain – A supply chain consists of all parties involved, directly or indirectly, in fulfilling a customer request. The supply chain includes not only the manufacturer and suppliers, but also transporters, warehouses, retailers, and even customers themselves. Within each organization, such as a manufacturer, the supply chain includes all functions involved in receiving and filling a customer request. These function include, are not limited to, new product development, marketing, operations, distribution, finance, and customer service (Chopra and Meindl, 2007).

A typical supply chain may involve a variety of stages as shown in fig 1.1. These supply chain stages include: 

· Customers

· Retailers 

· Wholesalers/distributors 

· Manufacturers

· Component/raw material suppliers. 
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Fig. 1.1 Supply chain stages


A supply chain is a network of retailers, distributors, transporters, storage facilities and suppliers that participate in the sale, delivery and production of a particular product. So, a supply chain is product specific, not company specific. A supply chain is the process of moving goods from the customer order through the raw materials stage, supply, production and distribution of products to the customer as shown in fig. 1.2 and fig. 1.3. All organizations have supply chains of verifying degrees, depending upon the size of the organization and the type of product manufactured. These networks obtain supplies and components, change these materials into finished products and then distribute them to the customer. 
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Fig. 1.2 Dynamics of material flow

[image: image3.emf]Supplier

Plant Warehouse Logistics Retailer


Fig. 1.3 Dynamics of order flow
Each stage in a supply chain is connected through the flow of products, information and funds. These flows often occur in both direction and may be managed by one of the stages or an intermediary. Managing the chain of events in this process is what is known as supply chain management. Effective management must take into account coordinating all the different pieces of this chain as quickly as possible without losing any of the quality or customer satisfaction, while still keeping cost down.

1.2 Supply Chain Management (SCM)

Supply chain management is the process of planning, implementing, and controlling the operations of the supply chain as efficiently as possible. Supply Chain Management spans all movement and storage of raw materials, work-in-process inventory, and finished goods from point-of-origin to point-of-consumption. The typical definition of the term supply chain management is as follows: The supply chain refers to all those activities associated with the transformation and flow of goods and services, including their attendant information flows, from the sources of materials to end users. Management refers to integration of all these activities, both internal and external to the firm.

The definition one American professional association put forward is that Supply Chain Management encompasses the planning and management of all activities involved in sourcing, procurement, conversion, and logistics management activities. Importantly, it also includes coordination and collaboration with channel partners, which can be suppliers, intermediaries, third-party service providers, and customers. In essence, Supply Chain Management integrates supply and demand management within and across companies. Supply chain event management (abbreviated as SCEM) is a consideration of all possible occurring events and factors that can cause a disruption in a supply chain. With SCEM possible scenarios can be created and solutions can be planned.

Mohanty and Deshmukh (2004) define supply chain management as a loop:

· It starts with the customer and it ends with the customer.

· Through the loop flow all materials, finished goods, information and all transactions.

· It requires looking at the business as one continuous, seamless process.

· This process absorbs distinct function such as forecasting, purchasing, manufacturing and distribution, sales and marketing into a continuous business interaction.

Other definitions are as follows:

· Thomas and Griffin (1996): Management of material and information flows both in and between facilities such as vendors, manufacturing and assembly plants and distribution centers.

· Farley (1997): Supply chain management focuses on how firm utilize their supplier’s processes, technology capability to enhance competitive advantage, and the coordination of the manufacturing, logistics and materials management functions within an organization.

· Ballou et al. (2000): The supply chain refers to all those activities associated with the transformation and flow of goods and services, including their attendant information flows, from the sources of raw materials to end users. Management refers to the integration of all these activities, both internal and external to the firm.

· Christopher (1998): SCM is the management of upstream and downstream relationships with the suppliers and customers to deliver superior customer value at lesser cost to the chain as a whole.

· Lenders and Fearon (1997) defined SCM as “A systems approach to managing the entire flow of information, materials and services from raw materials suppliers through factories and warehouses to the end customer”.

· Stock & Lambert (2001): suggest “Supply chain management is the management of eight key business processes: customer relationship management, customer service management, demand management, order fulfillment, manufacturing flow management, procurement, product development and commercialization and returns”. These processes subsume or include much of logistics, purchasing, marketing and operation management.

· At MIT, the field of SCM is defined as “Integrated supply chain management (ISCM) is a process-oriented, integrated approach to procuring, producing, and delivering products and services to customers. ISCM has abroad scope that includes sub-suppliers, suppliers, internal operations, trade customers, retail customers and end users. ISCM covers the management of material, information, and funds flows. ”     

1.3 Objective of SCM
The main objective of SCM is to provide- right product, right quality, right cost, right time, to the right customers.  In order to minimize system wide costs while satisfying service-level requirements and maximize value & lower waste. The objective of every supply chain should be to maximize the overall value generated. The value a supply chain generates is the difference between what the final product is worth to the customer and the costs the supply chain incurs in filling the customer’s request. For most commercial supply chains, value will be strongly correlated with supply chain profitability (also known as supply chain surplus), the difference between the revenue generated from the customer and the overall cost across the supply chain. 
Supply chain success should be measured in terms of supply chain profitability and not in terms of the profits at individual stages. The higher the supply chain profitability, the more successful is the supply chain. The objectives of supply chain integration are to supply superior quality goods faster, with more efficient processes and in essence be more responsive to the perceptions of the marketplace and be able to change direction at will. 

Some of the consequences of supply chain integration result in: 
· Reduced inventory at all sites of supply chain.

· Reduced costs.

· Faster processing speed.

· Reduced lead times.

· Reduced warehouse costs.

· Reduced obsolescence.

· Greater responsiveness to customer changes.

· Electronic links to suppliers and customers.

· Continuous flow of products and information.

· Speeding up the development cycle.

The typical quantified benefits are highlighted in table 1.1. Relationships and predictable performance become more important in an integrated supply chain (Mohanty and Deshmukh, 2005).

             Table 1.1: Quantified Benefits of Supply Chain
	Delivery Performance 
	15%  to 30% improvement

	Inventory Reduction
	20%  to 50% improvement

	Fulfilment Cycle Time 
	30%  to 60% improvement

	Forecast Accuracy
	20%  to 50% improvement

	Overall Productivity
	10%  to 25% improvement

	Lower Supply - Chain Costs
	20%  to 50% improvement

	Fill Rates
	10%  to 20% improvement


1.4 Major Drivers of Supply Chain

There are five major supply chain drivers as depicted in fig. 1.4 (Mohanty and Deshmukh, 2005).
1. Production: This is typically related to issues on what to produce, how to produce (which manufacturing process) and when to produce.
2. Inventory: Here the decisions and issues may be concerned with how much to make and how much to store as inventory and where to store these items (at the plant itself, warehouse, or at the retailer etc.).
3. Location: A number of issues regarding location such as where to locate a plant, where to locate a warehouse facility etc. may have significant bearing on the dynamics of the supply chain and in turn may affect the overall costs.
4. Transportation: The issues may be related to how to move a product from one location to another and by what mode of transportation. One needs to evaluate economies of scale on one hand and the desired level of customer satisfaction on the other hand.

5. Information: Information is a binding force having critical implications for the supply chain. Information acts as basis for making various decisions in the supply chain. It also acts as an integrator. Unless information flows are handled properly, one may not be able to derive benefits from the supply chain integration.
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Fig. 1.4 Major  Drivers of Supply Chain (Mohanty and Deshmukh, 2005)
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A number of question need to be addressed while designing and operating an effective supply chain. These questions are related to various agents in the chain such as supplier, manufacturer, warehouse management and the customer. These questions are shown in fig. 1.5 (Mohanty and Deshmukh, 2005). Resolution of these questions requires:
(a) Intimate knowledge of various process taking place at these agents,

(b) A complete understanding of the dynamics of the chain and most importantly,

(c) A total system orientation of the supply chain.
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1.5 Supply chain decision phases:

Supply chain decision phases may be categorized as design, planning, and operational as shown in fig. 1.6, depending on the time frame during which the decisions made apply.
1. Supply chain design or strategy

2. Supply chain planning

3. Supply chain operation
1. Supply chain design or strategy: During this phase, given the marketing and pricing plans for a product, a company decides how to structure the supply chain over the next several years. It decides what the chain’s configuration will be, how resources will be allocated, and what processes each stage will perform. Strategic decisions made by companies include whether to outsource or perform a supply chain function in-house, the location and capacities of production and warehousing facilities, the products to be manufactured or stored at various location, the modes of transportation to be made available along different shipping legs, and the type of information system to be utilized. A firm must ensure that the supply chain configuration supports its strategic objectives and increase the supply chain surplus during this phase.
2. Supply chain planning: For decision made during this phase, the time frame considered is a quarter to a year. Therefore, the supply chain’s configuration determined in the strategic phase is fixed. The configuration establishes constraints within which planning must be done. The goal of planning is to maximize the supply chain surplus that can be generated over the planning horizon given the constraints established during the strategic or design phase. Companies start the planning phase with a forecast for the coming year of demand in different markets. Planning includes making decision regarding which market will be supplied from which locations, the subcontracting of manufacturing, the inventory policies to be followed, and the timing and size of marketing and price promotions. In planning phase, companies must include uncertainty in demand, exchange rates, and competition over this time horizon in their decisions. Given a shorter time frame and better forecasts than the design phase, companies in the planning phase try to incorporate any flexibility built into the supply chain in design phase and exploit it to optimize performance. As a result of the planning phase, companies define a set of operating policies that govern short term operations.   

3. Supply chain operation: The time horizon here is weekly or daily, and during this phase companies make decisions regarding individual customer orders. At the operational level, supply chain configuration is considered fixed and planning policies are already defined. The goal of supply chain operations is to handle incoming customer orders in the best possible manner. During this phase, firm allocate the inventory or production to individual orders, set a date that an order is to be filled, generate pick lists at a warehouse, allocate an order to a particular shipping mode and shipment, set delivery schedules of trucks, and place replenishment orders. Because operational level are being made in the short term (minutes, hours, or days), there is less uncertainty about demand information. Given the constraints established by the configuration and planning policies, the goal during the operation phase is to exploit the reduction of uncertainty and optimize the performance.    
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                                      Fig. 1.6 Supply chain decision phases
The design, planning, and operation of a supply chain have a strong impact on overall profitability and success (Chopra and Meindl, 2007).
1.6 Importance of supply chain decisions

Supply chain design, planning, and operation decisions play a significant role in the success or failure of a firm. There is close connection between the design and management of supply chain flows (product, information, and funds) and the success of a supply chain. Wal-Mart, Dell Computer, and Seven-Eleven Japan are examples of companies that have their success on superior design, planning, and operation of their supply chain. In contrast, the failure of many e-businesses such as Webvan can be attributed to weaknesses in their supply chain design and planning. Similarly, Quaker Oat’s acquisition of snapple in 1994 is an example of how the inability to design and manage supply chain flows effectively led to failure (Chopra and Meindl, 2007).
Case 1: Wal-Mart has been a leader at using supply chain design, planning, and operation to achieve success. From its beginning, the company invested heavily in transportation and information infrastructure to facilitate the effective flow of goods and information.  Wal-Mart designed its supply chain with clusters of stores around distribution centers to facilitate frequent replenishment at its retail stores in a cost-effective manner. Frequent replenishment allows stores to match supply and demand more effectively than the competition.  Wal-Mart has been a leader in sharing information and collaborating with supplier to bring down costs and improve product availability. The results are impressive. In their 2004 annual report, the company reported a net income of more than $9 billion on revenues of about $250 billion. These are dramatic results for a company that reached annual sales of only $1 billion in 1980. The growth in sales represents an annual compounded growth rate of 26 percent. 

Case 2: Dell has, over a relatively short period of time, become the world’s largest personal computer (PC) manufacturer. In 2004 Dell had a net income of over $2.6 billion on revenues of just over $41 billion. The company has attributed a significant part of its success to the way it manages the flows- product, information, and funds-within its supply chain. 

Dell bypasses distributors and retailers and sells directly to customers. Close contact with its customers and an understanding of customer’s needs allow Dell to develop better forecasts. To further improve the match between supply and demand, Dell makes an active efforts to steer customer in real time, on the phone or via the internet, towards PC configurations that can be built given the components available.

On the operational side, Dell centralizes manufacturing and inventories in a few locations and postpones final assembly until orders arrive. As a result, Dell is able to provide a large variety of PC configurations while keeping very low levels of inventory. In 2004, Dell carried less than five days’ worth of inventory; in contrast, the competition, selling through retailers, carries several weeks’ worth of inventory. If Intel introduces a new chip, the low level of inventory allows Dell to go to market with a PC containing the chip faster than the competition. If prices drop suddenly, as they often do, Dell has fewer inventories that lose value relative to its competitors. For some products, such as monitor manufactured by Sony, Dell maintains no inventory. The transportation company simply picks up the appropriate number of computer from Dell’s Austin, Texas, plant and Monitors from Sony’s factory in Mexico, matches them by customer order, and delivers them to the customers. This procedure allows Dell to save time and money associated with the extra handling of monitors.
The success of the Dell supply chain is facilitated by sophisticated information exchange. Dell provides real-time data to supplier to current state of demand. Suppliers are able to access their components’ inventory level at the factories along with daily production requirements. Dell has created customized web pages for its major suppliers to view demand forecasts and other customer-sensitive information, thus helping to supplier to get a better idea of customer demand and better match their production schedules to that of Dell.

Dell’s low levels of inventory also help to ensure that defects are not introduced into a large quantity of products. When a new product is launched, supplier engineers are stationed right in the plant. If a customer calls in with a problem, production can be stopped and flaws fixed in real time. As there is no finished product in inventory, the amount of defective merchandise produced is minimized.

Dell also manages its cash flow very effectively. By managing inventories, receivables, and payables very closely, it managed a cash conversion cycle of negative 36 days in 2004. In other words, Dell ran its business on other people’s money.

Case 3:  The failure of many e-businesses such as Webvan and Kozmo can be attributed to their inability to design appropriate supply chains or manage supply chain flows effectively. Webvan designed a supply chain with large warehouses in several major cities in the United States, from which groceries were delivered to customer homes. This supply chain design could not compete with traditional supermarket supply chains in terms of cost. Traditional supermarket chains bring product to a supermarket close to the customer using full truckloads, resulting in very low transportation costs. They turn their inventory relatively fast and let the customer perform most of the picking activity in the store. In contrast, Webvan turned its inventory marginally faster than supermarkets but incurred much higher transportation costs for the home delivery and high labor costs to pick customer orders. The result was a company that folded in 2001 within two years of a very successful initial public offering.  
1.7 Supply chain management problems 
Supply chain management must address the following problems:

· Supply chain Number and location of suppliers, production facilities, distribution centres, warehouses and customers. 

· Distribution Strategy: Centralized versus decentralized, direct shipment, Cross docking, pull or push strategies, third party logistics. 

· Information: Integrate systems and processes through the supply chain to share valuable information, including demand signals, forecasts, inventory and transportation etc. 

· Inventory Management: Quantity and location of inventory including raw materials, work-in-process and finished goods. 

· Cash-Flow: Arranging the payment terms and the methodologies for exchanging funds across entities within the supply chain. 

Supply chain execution is managing and coordinating the movement of materials, information and funds across the supply chain. The flow is bi-directional.
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     1.8 Vendor Selection Problem in Supply Chain
Vendor selection problem (VSP) is an area of tremendous importance in the effective management of a supply chain. This is due to the compelling need to evolve strategic alliances with the vendors. The material and equipment supplied from the vendors play an important role in the management of a supply chain. Many issues in the supply chain are influenced by the proper selection of Vendors. In the logistics decisions of a firm, the location of vendors has a great influence on the supply chain design in terms of transportation and distribution planning. Hence, it is important to select the potential vendors so that different objectives of the supply chain are achieved. Similarly, reliable vendors may lead to less number of vendors in a supply chain, whereas the selection of a large number of vendors may be done to minimize the risk associated with the purchase, the associated costs increase with this approach. Hence, the optimization of vendor-base is needed to identify better performing vendors in a supply chain.

In the process of vendor selection, the most important issue is to determine a suitable decision-making method and select the right vendor. Essentially the vendor selection problem is a multi-criteria decision making problem under an uncertain environment. Fuzzy set theory best handles these uncertainties. In decision-making, especially when a high degree of fuzziness and uncertainties are involved, due to imperfections and complications of information processes the theory of fuzzy sets is one of the best tools of systematically handling uncertainty in decision parameters. VSP is complex in nature and invites strategic decision of long-term implications. Much information at the decision process is not known with certainty. Due to this, the VSP inherits the characteristics of impreciseness and fuzziness. Fuzzy set theories are employed due to vagueness and imprecision in the VSP and are used to transform imprecise and vague information of the objective(s) and constraint(s) into the fuzzy objective(s) and fuzzy constraint(s).

Evaluation of the company’s vendors is considered an effective tool for rectification of defects, improving their ability to serve more satisfactorily and as a basis for making future purchasing decisions. A Vendor selection problem typically consists of four phases namely: problem definition (recognition of the need for a new dealer), formulation of criteria, qualification of suitable suppliers and final selection of the ultimate suppliers (De Boer et al., 2001). The evaluation of vendors is done on a periodic basis and includes written evaluation aspects relating to quality, quantity, price, service etc. as obtained from the buyer, user and quality control and other concerned staff.

There are four stages in the purchasing and supply literature, namely, defining the problem, formulation of criteria, qualification, and final selection. Defining the problem in the decision-making processes is the first step in the method that supports the DMs in carefully questioning the need for a decision and identifying available alternatives. During the criteria formulation stage, the main task for buying firms is assessing the key competitive factors in their industry and translating these dimensions into supplier selection criteria. Strategic management decisions influence the relative importance of the various criteria involved in the supplier selection process (Weber et al., 2000). The choice and the number of criteria to be included in the supplier selection process must be carefully determined to represent the competitive strategies of buying firm (Sarkis & Talluri, 2002). No publication that treats the stages of problem definition and criteria formulation can be found for supplier selection processes (De Boer et al., 2001). The majority of supplier selection models in the existing literature ignore the fact that evaluation criteria must be aligned with firm strategy.
The performance of the vendor is a key element in a company's success or failure. In order to attain the goals of low cost, consistent high quality, flexibility and quick response, companies have increasingly considered better vendor selection approaches. The overall goal of selection is to identify high-potential vendors and their quota allocations. An effective and appropriate vendor selection method is therefore very crucial to the competitiveness of companies.

The vendor selection problem (VSP) is associated with deciding how one vendor should be selected from a number of potential alternatives (Dickson, 1966). Weber et al., (1998) believe that vendor selection decisions entail the selection of individual vendors to employ, and the determination of order quantities to be placed with the selected ones. Therefore vendor selection is one of the most critical activities for many companies and selection of the wrong vendor could be enough to upset the company’s financial and operational position, while the selection of an appropriate vendor may significantly reduce the purchasing cost and improve competitiveness.
1.9 Conclusion
The supplier selection process has undergone significant changes with the increased quality guidelines, improved computer communications and increased technical capabilities. This report overviews the different supplier selection methods and sets up a model for supplier selection in terms of cost, quality, and service. In modern SCM the vendors not only supply the material but also provide the information about competitors, new technologies, market condition and etc. Therefore the collaboration of supplier with buyer is beneficial. Table 1.2 shows the advantages of Supplier collaborative relationship in comparison to traditional relationship.

Table 1.2: The advantages of supplier collaborative relationship 

	Projects
	Traditional

Relationship
	Collaborative

Relationship

	Supplier selection standard
	Emphasis on price
	Multiple-level

	Stability
	Change frequently
	Long-time cooperation, steady

	Contract
	Single
	Open contract ( long-period)

	Supply quantity
	Small
	Large

	The number of suppliers
	A large number of
	Fewer (can long-period cooperation)

	The scale of Suppliers
	Small
	Large

	The position of Suppliers
	Local
	Domestic and Abroad

	Information communication
	Not share
	Share (EDI/E-commerce)

	Technological Support
	No provide
	Provide

	The range of selection
	Unfair bid
	Open, Fair bidding platform

	Quality control
	Input check
	TQM

	Result
	Some win, others fail
	Win-win


Source: Zeng Ting Hao (2002)
CHAPTER 2                                        LITERATURE REVIEW
2.1 Introduction
In this chapter, it is intended to give a brief literature review of the work being carried out on vendor selection in supply chain during last decade. The vendor selection process has undergone significant changes during the past thirty years. In today’s competitive operating environment it is impossible to successfully-produce low cost, high quality products without satisfactory vendors (Weber et al., 1991). Therefore, vendor selection decisions are an important component of production and logistics management for many firms (Weber et al., 1998). The analysis of criteria for selection and measuring the performance of vendors has been the focus of many academicians and purchasing practitioners since the 1960s (Weber et al., 1991).
2.2 History
The VSP has been a focus area of research since the 1960s. The pioneering effort in this regard was the work of Dickson. A seminal study by Dickson (1966), which was based on a questionnaire sent to 273 purchasing agents, identified 23 different commonly used criteria from a list of 50 distinct factors for assessing vendor’s performance. Quality, delivery, performance history, warranties and claim policies, production facilities and capacity, price and technical capabilities were the most important of them. Weber et al. (1991) reviewed 74 vendor (supplier) selection articles from 1966 to 1991 and showed that more than 63% of them were in a multi-criteria environment. Based on a review of 74 articles on vendor evaluation, Weber concluded that quality was considered as the most important factor followed by delivery performance and cost. Almost all the articles pay more attention to price, quality, capability, delivery, especially JIT philosophy.  Roa and Kiser (1980) and Bache et al. (1987) identified, respectively, 60 and 51 criteria for supplier selection. Other researchers also endorsed that various criteria must be considered in the VSPs. The criteria used may vary across different product categories and situations (Lehmann and O’Shaughnessy, 1982). Table 2.1 shows Dickson’s 23 criteria for supplier selection. 
Table 2.1: Dickson’s 23 supplier criteria

	1. Price/cost
	2. Customer service

	3. Delivery 
	4. Repair service

	5. Warranties and claims
	6. Training aids

	7. Financial position
	8. Geographical location

	9. Operating controls
	10. Performance history

	11. Production facilities
	12. Reputation and position

	13. Technical capability
	14. Amount of past business

	15. Packaging capability
	16. Labor relations record

	17. Procedural compliance
	18. Attitude

	19. Management and organization
	20. Impression

	21. Communication system
	22. Reciprocal arrangement

	23. Desire for business
	


2.3 Different methods for vendor selection
Different methods have been used for vendor selection:
(i) Linear weighting methods, 
(ii) Mathematical programming models,

(iii) Statistical methods,
(iv) Multi-criteria decision making (MCDM) models.
(i) Linear weighting methods

Linear weighting methods are the most utilized approach for vendor evaluation and selection problems. These models place a weight on each vendor selection criterion and provide a total score for each vendor by summing up the vendor’s performance on the criteria multiplied by these weights. Many researchers such as Timmerman (1986) endorsed using a weighted linear method of multiple criteria for the VSP. Wind and Robinson (1968), Mazurak et al. (1985), Cooper (1977) and many others endorsed this using a weighted linear method of multiple criteria for vendor selection.  More recently, Monozka and Trecha (1988) developed multiple criteria vendor service factor ratings and an overall supplier performance index that are useful in the VSP.
(ii) Mathematical programming models
Mathematical programming approaches have been extensively used for the VSP. They include linear programming, mixed integer programming and goal programming etc. Gaballa (1974) is the first author who applied mathematical programming to a supplier selection problem in a real case. He used a mixed integer programming (MIP) model to minimize the total discounted price of items allocated to the suppliers. Formulated a single-objective, mixed-integer programming to minimize the sum of purchasing, transportation and inventory costs by considering multiple items, multiple time periods, vendors’ quality, delivery and capacity. Weber and Current (1993) used a multiobjective approach to systematically analyze the trade-offs between conflicting criteria in supplier selection problems. Moore and Fearon (1972) described the possible use of the linear programming (LP) but did not present the mathematical formulation. Anthony and Buffa (1977) formulated VSP as a LP problem with the objective to minimize total purchasing and storage costs. Pan (1989) developed a single item LP model to allocate order quantities of suppliers with the objective to minimize aggregate price on the constraints of quality, service level and lead-time. Turner (1988) described the LP for the multiple item problem of British coal. Bendor et al., (1985) proposed a mixed integer programming (MIP) and were used at IBM to select vendors and their order quantities with the objective to minimize purchasing, inventory and transportation costs, but the specific mathematical formulation is not provided. Sharma et al., (1989) suggested goal-programming formulation for price, quality and lead-time goals with demand and budget constraints. Buffa and Jachson (1983) also proposed the use of goal programming approach for price, quality and delivery objectives. Weber and Current (1993) introduced multi-objective programming technique by decision support system for selecting vendors with their order quantities by multiple conflicting criteria. Weber et al. (2000) presented data envelopment analysis method for selecting vendors and their quota allocation. Karpak et al. (1999) used a goal programming model to minimize costs and maximize delivery reliability and quality in supplier selection when assigning the order quantities to each supplier. Degraeve and Roodhooft (2000) developed a total cost approach with mathematical programming to treat supplier selection using activity-based cost information. Ghodsypour and O’Brien (2001) developed a mixed-integer non-linear programming approach to minimize total cost of logistics, including net price, storage, ordering costs and transportation in supplier selection. However, due to the vagueness of the information related to parameters, these deterministic models are unsuitable to obtain an effective solution for supplier selection problem. Hong and Hayya (1992) structured the VSP as a non-linear programming problem. Ghodsypour and O’Brien (2001) developed a mixed integer non-linear programming model to solve a multiple sourcing problem, which considers total cost of logistics with constraints on budget, quality, service, etc.
(iii)  Statistical methods

Statistical methods have been used for the vendor selection in supply chain. Kaur et al. (2007) used fuzzy-statistical approach for vendor selection.

(iv) Multi-criteria decision making (MCDM) models
Also multi-criteria decision making (MCDM) models have been applied for the VSP. Min (1994) presented a MCDM method based on utility theory for supplier evaluation and Narasimhan (1983), Barbarosoglu and Yazgac- (1997) used the analytical hierarchy process (AHP) for selecting (rating) the vendors. Ghodsypour and O’Brien (1997) developed a decision support system (DSS) for reducing the number of suppliers according to supply based optimization strategy. They used an integrated analytical hierarchy process (AHP) with mixed-integer programming and considered suppliers’ capacity constraint and the buyers’ limitations on budget and quality etc. Ghodsypour and O’Brien (1998) developed decision support system by integrating approach of analytical hierarchy process and linear programming. Gao and Tang (2003) proposed a multi-objective linear programming model for decisions related to purchasing of raw materials in a large-scale steel plant in China. 
2.4 Fuzzy approach
Fuzzy set theory can provide a valuable tool to cope with three major problematic areas of vendor selection: imprecision, randomness and ambiguity. As far as imprecision is concerned it provides a powerful tool to weigh selection criteria importance. As far as randomness is concerned, it is more effective than probabilistic approaches in that the selection problems should not use prediction based on previous vents, since each selection case is not repeatable. As far as ambiguity is concerned it copes better than other methods with the treatment of linguistic variables. Fuzzy logic enables us to emulate the human reasoning process and make decisions based on vague or imprecise data. There are few papers in order to handle imprecise information and uncertainty in supplier selection models (Narasimhan, 1983, Soukup, 1987, Nydick and Hill, 1992). In these papers, for finding the best overall rating supplier, simple linear weighting models have been adapted to deal with uncertainty from incomplete and qualitative data in unstructured purchasing situations. Based on fuzzy logic approaches, Morlacchi (1997) developed a model that combines the use of FST with AHP and implements it to evaluate small suppliers in the engineering and machine sectors. Li et al. (1997) proposed a measure for supplier performance evaluation. They used fuzzy bag method to score qualitative criteria and then all scores for qualitative and quantitative criteria are combined in an intuitive sum of weighted averages. Holt (1998) reviewed of contractor evaluation and selection modelling methodologies including FST method. In these methods, binary decisions (e.g. the contractor does, or does not, have a formal safety policy) can convert to linguistic variables (e.g. No, Minimum, Strong and Maximum). Albino et al 1998 used fuzzy logic system to support vendor rating and compared it to a neural network in order to evaluate the different system performances. Nassimbeni and Battain (2003) developed a vendor-rating tool based on fuzzy logic, a neural application and ordinary least squares (OLS) regression. Erol and Ferrel (2003) proposed a methodology that assists DMs to use qualitative and quantitative data in a multiobjective mathematical programming model. In their method first, qualitative information converts into quantitative format using fuzzy quality function deployment (QFD) and then combines this data with other quantitative data to parameterize a multiobjective model. Kumar et al., (2004, 2006) used a fuzzy programming approach for vendor selection problem in a supply chain considering a fuzzy Multi-objective Integer Programming formulation and a fuzzy mixed integer goal programming formulation. Chou et al. (2006) used a fuzzy factor rating system to evaluate potential vendors based on a modified re-buy situation.
2.5 Summary 

Table 2.2 shows summary of some selected studies of supplier selection criteria.
Table 2.2: Summary some selected studies of supplier selection criteria 

	Author
	Supplier selection criteria 

	Dickson (1966)
	Quality, delivery, performance history, warranties and claim policies, production facilities, price, technical capability, financial capability, bidding procedural compliance, communication system, industry reputation and position, desire for business, management and organization, operating controls, repair service, altitude, impression, packaging ability, labour relations record, geographical location, amount of past business, training aids, reciprocal arrangement.

	Wind, Green & Robinson (1968)
	Quality/price ratio, Delivery, Technical ability, Information and market services, Reputation, Location, Technical innovativeness, Previous contact with buyer, Reciprocity, Personal benefits received by buyer.

	Lehmann & O’shaughnessy (1974)
	Delivery, Price, Flexibility, Reputation, Technical specifications, Past experience, Sales service, Maintenance, Financing, Ease of use, Reliability, Technical service, Preference of user, Confidence in salesmen, convenience in ordering, Training offered ,Training required.

	Perreault & Russ (1976)
	Product quality, distribution service, price, supplier management, Distance to supplier, Required order size, Minority/small business, reciprocity.

	Abratt (1986)
	Technical services, product reliability, after-sales support, reputation, ease of maintenance, ease of operation, price, confidence in salesperson, product flexibility.

	Billesbach, Harrison, Croom-Morgan (1991)
	Delivery, quality, price, response flexibility, technical support, JIT capability.

	Thomas Y. Choi, Janet L.Hartley (1996)
	Financial conditions, profitability of supplier, financial records disclosure, performance awards, conformance awards, conformance quality, consistent delivery, quality philosophy, prompt response, long-term relationship, relationship closeness, communication openness, reputation for integrity, product volume changes, short set-up time, short delivery lead time, conflict resolution, design capability, after-sales support, sales rep’s competence, incremental improvement, product reliability, low initial price.

	Rohit Verma & Madeleine E. Puliman (1998)
	Unit cost of components/raw, materials, quality of components/raw, delivery lead-time, flexibility in changing the order.

	S Yahya & B Kingsman (1999)
	Delivery, quality, facility, technical capability, management, financial position, past performance, altitude, communication system, responsiveness, desire for business.

	Luitzen de Boer & L.L. M van der Wegen (2003)
	Complexity-fit, cost/benefit.


Source: Venkatapparao Mummalaneni (1996), Dickson (1966), Rohit Verma& Madeleine E. Puliman (1998), S Yahya & B Kingsman (1999), Luitzen de Boer &L.L. M van der Wegen (2003).
2.6 Conclusion 

Although each of these methodologies offers advantages under particular conditions, they do not provide a general workable methodology for combining multiple criteria into a single measure of supplier performance. In short fuzzy logic based approach seems to be particularly effective in decisions where fuzzy expressions are more natural for many human judgmental rules and statements than mathematical equations. Vagueness of the information in the problem, make the decision-making complicated. Our approach is thus based on uncertainty reduction using a fuzzy logic.
CHAPTER 3            ANALYTICAL HIERARCHY PROCESS
3.1 Introduction 

The Analytic Hierarchy Process (AHP) is a powerful and flexible decision making process to help people set priorities and make the best decision when both qualitative and quantitative aspects of a decision need to be considered. By reducing complex decisions to a series of one-on-one comparisons, then synthesis the results, many researchers have concluded that AHP is a useful, practical and systematic method for vendor rating and has been applied successfully. But one of the AHP’s limits is decision model should structure the complete hierarchy which reflects all frameworks of goal (ZHU Xue-zhen, Feb. 2007). The Analytic Hierarchy Process (AHP) is a structured technique for helping people deal with complex decisions. Rather than prescribing a "correct" decision, the AHP helps people to determine one. Based on mathematics and human psychology, it was developed by Thomas L. Saaty in the 1970s and has been extensively studied and refined since then. The AHP provides a comprehensive and rational framework for structuring a problem, for representing and quantifying its elements, for relating those elements to overall goals, and for evaluating alternative solutions. It is used throughout the world in a wide variety of decision situations, in fields such as government, business, industry, healthcare, and education.

AHP is a decision-making tool that can help describe the general decision operation by decomposing a complex problem into a multi-level hierarchical structure of objectives, criteria, sub-criteria, and alternatives (Saaty, 1990). AHP can be used in making decisions that are complex, unstructured, and contain multiple attributes (Partovi, 1994). The decisions that are described by these criteria do not fit in a linear framework; they contain both physical and psychological elements (Mian and Dai, 1999). AHP provides a method to connect that can quantify the subjective judgment of the decision maker in a way that can be measured. In applying AHP to benchmarking, (Partovi, 1994) describes the process in three broad steps: the description of a complex decision problem as a hierarchy, the prioritization procedure, and the calculation of results. AHP is a method of breaking down a complex, unstructured situation into its components parts, arranging these parts or judgments on the relative importance of each variable, and synthesizing the judgments to determine which variables have the highest priority and should be acted upon to influence the outcome of the situation (Saaty, 1990). A problem is put into a hierarchical structure with level-I reflecting the overall goal or focus of the decision. Level-II contains factors or criteria for the decision, level-III contains sub-factors, and level-IV contains the decision options. The prioritization process is accomplished by assigning a number from a scale developed by (Saaty, 1990) to represent the importance of the criteria. A matrix with pair-wise comparisons of these attributes provides the means for calculation.
3.2 AHP hierarchies explained
An AHP hierarchy is a structured means of describing the problem at hand. It consists of an overall goal, a group of options or alternatives for reaching the goal, and a group of factors or criteria that relate the alternatives to the goal. In most cases the criteria are further broken down into subcriteria, sub-subcriteria, and so on, in as many levels as the problem requires.



                                        Fig. 3.1 A simple AHP hierarchy

The hierarchy can be visualized through the fig. 3.1, with the goal at the top, the alternatives at the bottom, and the criteria filling up the middle. In such diagrams, each box is called a node. The boxes descending from any node are called its children. The node from which a child node descends is called its parent. Applying these definitions to the diagram below, the five Criteria are children of the Goal, and the Goal is the parent of each of the five Criteria. Each Alternative is the child of each of the Criteria, and each Criterion is the parent of three Alternatives. In practice, many Criteria have one or more layers of subcriteria. These are not shown in this simplified diagram. Also, to avoid clutter in AHP diagrams, the lines between the Alternatives and Criteria are often omitted or reduced in number. Regardless of any such simplifications in the diagram, in the actual hierarchy each Alternative is connected to every one of its covering criteria—the lowest-level criteria, subcriteria, etc. of which it is a child. 

The design of any AHP hierarchy will depend not only on the nature of the problem at hand, but also on the knowledge, judgments, values, opinions, needs, wants, etc. of the participants in the process. As the AHP proceeds through its other steps, the hierarchy can be changed to accommodate newly-thought-of criteria or criteria not originally considered to be important; alternatives can also be added, deleted, or changed.
3.3 Analytic hierarchy process operation 
The AHP consists of three main operations as shown in fig. 3.2.

(i) Hierarchy construction,
(ii) Priority analysis, and 

(iii) Consistency verification 
First of all, the decision makers need to break down complex multiple criteria decision problems into its component parts of which every possible attributes are arranged into multiple hierarchical levels. 
After that, the decision makers have to compare each cluster in the same level in a pair-wise fashion based on their own experience and knowledge. For instance, every two criteria in the second level are compared at each time with respect to the goal, whereas every two attributes of the same criteria in the third level are compared at a time with respect to the corresponding criterion. 
[image: image8.emf]
          Fig. 3.2 The flowchart of the analytic hierarchy process (Ho et al., 2006)
Since the comparisons are carried out through personal or subjective judgments, some degree of inconsistency may be occurred. To guarantee the judgments are consistent, the final operation called consistency verification, which is regarded as one of the most advantages of the AHP, is incorporated in order to measure the degree of consistency among the pair-wise comparisons by computing the consistency ratio. 
If it is found that the consistency ratio exceeds the limit, the decision makers should review and revise the pair-wise comparisons. Once all pair-wise comparisons are carried out at every level, and are proved to be consistent, the judgments can then be synthesized to find out the priority ranking of each criterion and its attributes.

3.4 Method application 
[image: image9.emf]
     Fig. 3.3 Schematic representation of the methodology (Sharma et al., 2008)
More and more researchers are realizing that AHP is an important generic method and are applying it to various manufacturing areas. In addition to the wide application of AHP in manufacturing areas, recent research and industrial activities of applying AHP on other selection problems are also quite active. AHP has thus been successfully applied to a diverse array of problems. A schematic representation of the methodology is given in Fig. 3.3 (Sharma et al., 2008).
3.5 Steps of the Analytical Hierarchy Process (AHP)
I. Propose the hierarchy framework
The goal is to structure the problem into humanly-manageable sub-problems. Decompose the decision problem into a hierarchy with a goal at the top, criteria and subcriteria at levels and sublevels and decision alternatives at the bottom of the hierarchy in a series of periods. To do so, iterating from top (the more general) to bottom (the more specific), split the problem, which is unstructured at this step, into sub-modules that will become sub-hierarchies. Navigating through the hierarchy from top to bottom, the AHP structure comprises goals (systematic branches and nodes), criteria (evaluation parameters) and alternative ratings (measuring the adequacy of the solution for the criterion). 

Each branch is then further divided into an appropriate level of detail. At the end, the iteration process transforms the unstructured problem into a manageable problem organized both vertically and horizontally under the form of a hierarchy of weighted criteria.

By increasing the number of criteria, the importance of each criterion is thus diluted, which is compensated by assigning a weight to each criterion. 
II. Construct the decision matrix
Thomas saaty, the developer of the AHP, recommends a one-to-nine ratio scale when deciding between the two alternatives. Based on saaty’s nine point scale, the decision maker uses the fundamental 1-9 scale, the assessment of 1 indicates equal importance, 3 moderately more, 5 strongly more, 7 very strongly and 9 indicates extremely more importance. The value of 2, 4, 6 and 8 are allotted to indicate compromise values of importance. The decision matrix involves the assessments of each alternative in respect to the decision criteria in a series of periods. 

Table 3.1: Thomas Saaty’s nine-point scale (source: abstracted from Saaty, 1994)

	Intensity of importance
	Definition
	Explanations

	1
	Equal importance
	Two activities contribute equally to the objective

	3
	Weak importance of one over another
	Experience and judgement slightly favour one activity over another

	5
	Essential or strong important 
	Experience and judgement strongly favour one activity over another

	7
	Demonstrated importance
	An activity is favoured very strongly over another; its dominance demonstrated in practice 

	9
	Absolute importance
	The evidence favouring one activity over another is of the highest possible order of affirmation

	2, 4, 6, 8
	Intermediate values between the two adjacent judgment
	When compromise is needed

	Reciprocals of above nonzero
	If activity i has one of the above nonzero numbers assigned to it when compared with activity j then j has the reciprocal value when compared with i 
	A reasonable assumption 


III. Set the priorities with pair-wise comparison matrix

This step involves the comparison in pairs of the elements of the constructed hierarchy in each period. The aim is to set their relative priorities with respect to each of the elements at the next higher level. The elements (aij) will satisfy the following conditions: 

aij = 1 / aji    and  aii = 1with i, j= 1, 2, .....n.

in the comparison matrix, aij can be interpreted as the degree of preference of ith criteria over jth criteria.

IV. Verify the consistency of decision

AHP calculates a consistency ratio to reflect the consistency of decision maker’s judgement during the evaluation phase. The consistency ratio in both the decision matrix and in pair-wise comparison matrices could be calculated with the equation:

                  CI = (λmax-N) / (N-1); 

                  CR = CI/RCI

Where   CI = Consistency Index

              CR = Consistency Ratio

              RCI = Random Consistency Index

              N = Number of elements
Table 3.2: Random Consistency Index (RCI)

	Number of elements
	Random consistency index

	1
	0

	2
	0

	3
	0.58

	4
	0.90

	5
	1.12

	6
	1.24

	7
	1.32

	8
	1.41

	9
	1.45

	10
	1.51


The closer the in consistency index is to zero, the greater the consistency. The consistency of the assessments is ensured. The consistency ratio should be lower than 0.10 to accept the AHP result as consistent. If this is not the case, the decision-maker should go back to steps 2 and 3 and redo the assessments and comparisons.

V. Determine the optimal solution

All the calculation about comparison matrix of priorities and selection of alternatives are common in mathematics. 

3.6 Benefits of the analytical hierarchy process (AHP)

AHP helps capture both subjective and objective evaluation measures, providing a useful mechanism for checking the consistency of the evaluation measures and alternatives suggested by the team thus reducing bias in decision making. AHP allows organizations to minimize common pitfalls of decision making process, such as lack of focus, planning, participation or ownership, which ultimately are costly distractions that can prevent teams from making the right choice. The AHP is very useful, when complex decisions involving multiple criteria have to be taken.
3.7 Limitations (Criticisms) of AHP
Although the Analytic Hierarchy Process has been the subject of many research papers and the general consensus is that the technique is both technically valid and practically useful, there are critics of the method. Their criticisms have included: 

1) Since there is no theoretical basis for constructing hierarchies, AHP users can construct different hierarchies for identical decision situations, possibly producing different solutions, 

2) AHP rankings are claimed to be arbitrary because they are based on subjective opinions using a ratio scale, 

3) The results from the AHP analysis are totally depend upon the ratings given by experts which may vary from person to person so there is a risk of variation in results due to personnel errors. It depends upon the discussions between assessor and decision manager.
4) It is very lengthy work to compare each and every factor in network.

5) It is very difficult to control the consistency ratio CR below 0.1.     

6) Experts are required to do the discussions for long time to give the ratings for whole network which increase the cost of model development.

7) Many times in the AHP network development the independent factors are correlated which makes the analysis unnecessarily complicated.
8) There are said to be flaws in the methods of combining individual weights into composite weights, and 

9) The process has no sound underlying statistical theory. 

10) It is very difficult to give the intermediate ratings (2, 4, 6, and 8).

CHAPTER4 FUZZY MULTIOBJECTIVE LINEAR MODEL
4.1 Introduction to Fuzzy Logic (FL)

"Fuzzy Logic is basically a multivalued logic that allows intermediate values to be defined between conventional evaluations like yes/no, true/false, black/white, etc. Notions like rather warm or pretty cold can be formulated mathematically and processed by computers." (-Bauer et al.).                       

Winter 1994. "Fuzzy logic is a mathematical approach to problem solving. It excels in producing exact results from imprecise data, and is especially useful in computers and electronic applications. Fuzzy logic differs from classical logic in that statements are no longer black or white, true or false, on or off. In traditional logic an object takes on a value of either zero or one; in fuzzy logic, a statement can assume any real value between 0 and 1, representing the degree to which an element belongs to a given set. The human brain can reason with uncertainties, vagueness, and judgments. Computers can only manipulate precise valuations. Fuzzy logic is an attempt to combine the two techniques."

Quick study by Russell Kay Computer world (August 30, 2004). "The digital computing world is built on a structure of Boolean logic applied to binary values -- one or zero, yes or no, in or out. But this powerful structure is a gross oversimplification of the real world, where many shades of gray exist between black and white. In everyday life, we use quasimetric notions that are clearly related to numerical concepts or values but lack precision or demarcation. The real world simply doesn't map well to binary distinctions, and numerical precision is often unhelpful in making qualitative statements. Fuzzy logic gives us a way to deal with such situations. In fuzzy systems, values are indicated by a number (called a truth value) in the range from 0 to 1, where 0.0 represents absolute falseness and 1.0 represents absolute truth. While this range evokes the idea of probability, fuzzy logic and fuzzy sets operate quite differently from probability."

Fuzzy logic allows for set membership values to range (inclusively) between 0 and 1, and in its linguistic form, imprecise concepts like "slightly", "quite" and "very". Specifically, it allows partial membership in a set. It is related to fuzzy sets and possibility theory. It was introduced in 1965 by Lotfi Zadeh at the University of California, Berkeley.
4.2 Fuzzy set theory

Under many conditions, crisp (deterministic) data are inadequate to model real world situations, since human judgments are often vague and cannot be estimated by an exact numerical value. To deal with vagueness of human thought, Zadeh (1965) first introduced the fuzzy logic theory, which was oriented to the rationality of uncertainty due to imprecision or vagueness. Therefore a major contribution of FST is its capability for representing vagueness. 

FST provides the appropriate framework to describe and treat uncertainty related to imprecision. For example, order delivery time of a vendor can be vaguely expressed by different terms, such as: (Faez et al, 2007) 
(a) Order delivery time is about tm, but definitely not less than tl and not greater than tu.
(b) Order delivery time will be in the interval [t′l, t′u] with a high degree of membership; also it is not greater than tu and less than tl.
The approximate qualifiers which correspond to such expressions may be represented by fuzzy sets shown in Fig. 4.1.

In the following, some basic definitions of FST from Kaufmann and Gupta (1985) and Zimmerman (1991) are reviewed briefly.

Definition 1. A fuzzy set Ã in a universe of discourse X is characterized by a membership function µÃ(x) which associates with each element x in X a real number in the interval [0,1]. The function value µÃ(x) is termed the grade of membership of x in Ã.

Definition 2. A fuzzy set A of the universe of discourse X is convex if and only if for all x1 and x2 in X; µÃ(λx1 + (1 - λ)x2) ≥ Min( µÃ(x1), µÃ(x2) ), where λ ϵ [0, 1].
Definition 3. A fuzzy set Ã of the universe of discourse X is called a normal fuzzy set implying that Ǝxi ϵ X, µÃ(xi) = 1.
         [image: image10.emf]                         [image: image11.emf]
(a) Normal triangular fuzzy number             (b) Normal trapezoidal fuzzy number
     Fig. 4.1 Representing uncertain order delivery time using fuzzy (Faez et al, 2007) 
Definition 4. A fuzzy number is a fuzzy subset in the universe of discourse X that is both convex and normal. Fig. 4.2 shows a fuzzy number ñ of the universe of discourse X which is both convex and normal. 
                                 [image: image12.emf]
                             Fig. 4.2 A fuzzy number ñ (Faez et al., 2007) 

Particular forms of the fuzzy numbers, which are known as triangular and trapezoidal fuzzy numbers, are a common tool for presentation of imprecise information. In Fig. 4.1, fuzzy set (a) is called a normal triangular fuzzy number denoted [ tl, tm, tu ] and fuzzy set (b) is named a normal trapezoidal fuzzy number denoted [ tl, t′l, t′u, tu ].
Rules are usually expressed in the form: 
IF variable IS set THEN action
For example, an extremely simple temperature regulator that uses a fan might look like this: 
IF temperature IS very cold THEN stop fan
IF temperature IS cold THEN turn down fan
IF temperature IS normal THEN maintain level
IF temperature IS hot THEN speed up fan

The AND, OR, and NOT operators of boolean logic exist in fuzzy logic, usually defined as the minimum, maximum, and complement; when they are defined this way, they are called the Zadeh operators, because they were first defined as such in Zadeh's original papers. So for the fuzzy variables x and y:

NOT x = (1 - truth(x))
x AND y = minimum(truth(x), truth(y))

x OR y = maximum(truth(x), truth(y))

Crisp (Deterministic) Example

If a man is 1.8 meters, consider him as tall:

IF male IS true AND height >= 1.8 THEN is tall IS true; is short IS false

Fuzzy Example

The fuzzy rules do not make the sharp distinction between tall and short, that is not so realistic:

IF height <= medium male THEN is short IS agree somewhat
IF height >= medium male THEN is tall IS agree somewhat

In the fuzzy case, there are no such heights like 1.83 meters, but there are fuzzy values, like the following assignments:

Dwarf male = [0, 1.3] m
short male = (1.3, 1.5]
medium male = (1.5, 1.8]
tall male = (1.8, 2.0]
giant male > 2.0 m

4.3 How is FL (Fuzzy Logic) Used?

1) Define the control objectives and criteria: What am I trying to control? What do I have to do to control the system? What kind of response do I need? What are the possible (probable) system failure modes?
2) Determine the input and output relationships and choose a minimum number of variables for input to the FL engine (typically error and rate-of-change-of-error).

3) Using the rule-based structure of FL, break the control problem down into a series of IF X AND Y THEN Z rules that define the desired system output response for given system input conditions. The number and complexity of rules depends on the number of input parameters that are to be processed and the number fuzzy variables associated with each parameter. If possible, use at least one variable and its time derivative. Although it is possible to use a single, instantaneous error parameter without knowing its rate of change, this cripples the system's ability to minimize overshoot for a step inputs.

4) Create FL membership functions that define the meaning (values) of Input/output rules terms used in the.

5) Create the necessary pre- and post-processing FL routines if implementing in S/W, otherwise program the rules into the FL H/W engine.

6) Test the system, evaluate the results, tune the rules and membership functions, and retest until satisfactory results are obtained.

Unlike classical logic which requires a deep understanding of a system, exact equations, and precise numeric values, Fuzzy logic incorporates an alternative way of thinking, which allows modeling complex systems using a higher level of abstraction originating from our knowledge and experience. Fuzzy Logic allows expressing this knowledge with subjective concepts such as very hot, bright red, and a long time which are mapped into exact numeric ranges.
4.4 Fuzzy Concepts
In 1965, Prof. L. A. Zadeh laid the foundation of fuzzy sets.

 Let U be the universe of discourse U = {u1, u2,…,un}. 

A fuzzy set Ã of U is a set of ordered pairs

{(u1, fÃ(u1)), (u2, fÃ(u2)), (u2, fÃ(u2)), ....................... (un, fÃ(un)), }

Where fÃ(ui)= indicates the grade of membership of ui in Ã.

Fuzzy number is a fuzzy subset in the universe of discourse U that is both convex and normal. According to Kaufmann and Gupta (1991), a fuzzy number Ã of the universe of discourse U may be characterized by a triangular distribution function parameterised by a triplet (a, b, c) shown in Fig. 4.3.
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Fig. 4.3 Triangular fuzzy number

The membership function of the fuzzy number Ã is defined as
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4.5 Application of Fuzzy Logic
Fuzzy Logic has been gaining increasing acceptance during the past few years. There are over two thousand commercially available products using Fuzzy Logic, ranging from washing machines to high speed trains. Nearly every application can potentially realize some of the benefits of Fuzzy Logic, such as performance, simplicity, lower cost, and productivity. Fuzzy Logic has been found to be very suitable for embedded control applications. Several manufacturers in the automotive industry are using fuzzy technology to improve quality and reduce development time. In aerospace, fuzzy enables very complex real time problems to be tackled using a simple approach. In consumer electronics, fuzzy improves time to market and helps reduce costs. In manufacturing, fuzzy is proven to be invaluable in increasing equipment efficiency and diagnosing malfunctions.
4.6 The multiobjective supplier selection model

A general multiobjective model for the supplier selection problem can be stated as follows (Weber and Current 1993, Ghodsypour and O’Brien, 2001):
            Min Z1, Z2,……...…, Zk,                                           (1)    

              Max Zk+1, Zk+2, ………., Zp                                                                   (2)

Subject to:
   x є Xd,    Xd = { x/g(x) ≤ br, r = 1, 2, .......m }                    (3)

Where Z1, Z2,……...…, Zk  are the negative objectives or criteria-like cost, late delivery, etc. and Zk+1, Zk+2, ………., Zp are the positive objectives or criteria such as quality, on time delivery, after sale service and so on. Xd is the set of feasible solutions which satisfy the constraint such as buyer demand, supplier capacity, etc.
A typical linear model for supplier selection problems is (Weber and Current, 1993 and Ghodsypour and O’Brien, 2001) min Z1; max Z2, Z3 with
                       Z1 = [image: image16.png]i=1
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                                                     (5)
                   Z3 = [image: image20.png]i=1
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Subject to
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 ≥ D                                                        (7)
                   xi ≤ Ci,          i=1, 2, ......, n                                (8)
                   xi ≥ 0,            i=1, 2, ......, n                                (9)

where D =  demand over period, 
           xi =  the number of units purchased from the ith-supplier, 
           Pi = per unit net purchase cost from supplier i, 
           Ci = capacity of ith supplier, 
           Fi = percentage of quality level of ith supplier, 
           Si = percentage of service level of ith supplier, 
            n = number of suppliers.
Three objective functions—net price (4), quality (5) and service (6)—are formulated to minimize total monetary cost, maximize total quality and service level of purchased items, respectively. Constraint (7) ensures that demand is satisfied. Constraint set (8) means that order quantity of each supplier should be equal or less than its capacity and constraint set (9) prohibits negative orders.

In a real case, DMs do not have exact and complete information related to decision criteria and constraints. For supplier selection problems the collected data does not behave crisply and they are typically fuzzy in nature. A fuzzy multiobjective model is developed to deal with the problem. 
4.7 The fuzzy supplier selection model

In this section, first the general multiobjective model for supplier selection is presented and then appropriate operators for this decision-making problem are discussed.

A general linear multiobjective model can be presented as: Find a vector x written in the transformed form xT = [ x1, x2 . . . Xn ] which minimizes objective function Zk and maximizes objective function Zl with
       Zk = [image: image24.png]


,         k = 1, 2, ..................., p                  (10)
       Zl = [image: image26.png]


,          l = p+1, p+2, ..............q                  (11)

And constraints: 

x є Xd ,    Xd = {x/g(x)......m, x ≥ 0}                                          (12)             

where cki , cli , ari and br are crisp or fuzzy values.
Zimmermann (1978) has solved problems (10–12) by using fuzzy linear programming. He formulated the fuzzy linear program by separating every objective function Zj into its maximum Zj+ and minimum Zj- value by solving:

Zk+ = Max Zk ,  x є Xa ,            Zk- = Min Zk ,  x є Xd,                      (13)

Zl+ = Max Zl ,  x є Xd;             Zl- = Min Zl , x є Xa                         (14)
Zk- , Zl+ are obtained through solving the multiobjective problem as a single objective using, each time, only one objective and x є Xd means that solutions must satisfy constraints while Xa is the set of all optimal solutions through solving as single objective.

Since for every objective function Zj, its value changes linearly from Zj- to Zj+ , it may be considered as a fuzzy number with the linear membership function mzj(x) as shown in Fig. 4.4 and Fig. 4.5.
It was shown that a linear programming problem (10–12) with fuzzy goal and fuzzy constraints may be presented as follows:
Find a vector x to satisfy:
       z̃k = [image: image28.png]


 ≤ ~ Zk0,         k = 1, 2, ..................., p                  (15)
   z̃l = [image: image30.png]


 ≤ ~ Zl0,          l = p+1, p+2, ..............q                  (16)
Subject to 

g̃i(x) = [image: image32.png]


 ≤ ~ br  ,    r = 1, 2,........h (for fuzzy constraints)      (17)

gp(x) = [image: image34.png]., api.xi



 ≤ ~ bp  ,   p = h+1, .....m(for crisp constraints)   (18)

       xi ≥ 0,            i=1, 2, ......, n                                                       (19)
In this model, the sign ~ indicates the fuzzy environment. The symbol ≤ ~ in the constraints set denotes the fuzzified version of ≤ and has linguistic interpretation ‘‘essentially smaller than or equal to’’ and the symbol ≥ ~ has linguistic interpretation ‘‘essentially greater than or equal to’’. Zk0 and Zl0 are the aspiration levels that the decision-maker wants to reach.
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Fig. 4.4 Objective function as fuzzy number: for minimizing objective function Zk (negative objective)
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Fig. 4.5 Objective function as fuzzy number: for maximizing objective function Zl (positive objective)
Assuming that membership functions, based on preference or satisfaction are linear the linear membership for minimization goals (Zk) and maximization goals (Zl) are given as follows:
[image: image37.emf]                                                                      .............................................(20)
[image: image38.emf]                                                                   ................................................(21)
The linear membership function for the fuzzy constraints is given as
[image: image39.emf]                                                                  .................................................(22)
dr is the subjectively chosen constants expressing the limit of the admissible violation of the rth inequalities constraints (tolerance interval).
4.8 Decision making operators

First, the max–min operator is discussed, which was used by Zimmermann (1987, 1993) for fuzzy multiobjective problems. Then, the convex (weighted additive) operator is stated that enables the DMs to assign different weights to various criteria.

In fuzzy programming modeling, using Zimmermann’s approach, a fuzzy solution is given by the intersection of all the fuzzy sets representing either fuzzy objective or fuzzy constraints. The fuzzy solution for all fuzzy objectives and h fuzzy constraints may be given as            

µD(x) = {{[image: image41.png]7
Ni=y Hzj(x)



} ∩ {[image: image43.png]Nk, pgr(x)



}}                              (23)

The optimal solution(x*) is given by
µD(x*) = max µD(x) = max min [min [image: image45.png]nzj(x)



, min [image: image47.png]


]             (24)
                  x є xd                x є xd                  j=1,...q                 r=1,...h
In order to find optimal solution (x*) in the above fuzzy model, it is equivalent to solving the following crisp model (Zimmermann, 1978):
Maximize λ                                                                                       (25)
Subject to

λ ≤ [image: image49.png]nzj(x)



,   j = 1, 2, ......q  (for all objective functions),                 (26)

λ ≤ [image: image51.png]


,  r = 1, 2, ......h  (for fuzzy constraints),                         (27)

gp(x) ≤ bp ,   p = h+1, ....., m(for deterministic constraints),             (28)

xi ≥ 0,      i = 1, 2, ......., n    and    λ є  [0, 1],                                     (29)

where µD(x), µzj(x) and µgr(x) represent the membership functions of solution, objective functions and constraints.
In this solution the relationship between constraints and objective functions in a fuzzy environment is fully symmetric (Zimmermann, 1978). In other words, in this definition of the fuzzy decision, there is no difference between the fuzzy goals and fuzzy constraints. Therefore, depending on the supplier selection problem, situations in which fuzzy goals and fuzzy constraints have unequal importance to DM and other patterns, as

the confluence of objectives and constraints, should be considered. The weighted additive model can handle this problem, which is described as follows:

The weighted additive model is widely used in vector-objective optimization problems; the basic concept is to use a single utility function to express the overall preference of DM to draw out the relative importance of criteria (Lai and Hawang, 1994). In this case, multiplying each membership function of fuzzy goals by their corresponding weights and then adding the results together obtain a linear weighted utility function.
The convex fuzzy model proposed by Bellman and Zadeh (1970), Sakawa (1993) and the weighted additive model, Tiwari et al. (1987) is 

       µD(x) = [image: image53.png]Y-y W 1zj (x)
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       wj ≥ 0  and  βr ≥ 0

where wj and βr are the weighting coefficients that present the relative importance among the fuzzy goals and fuzzy constraints.
4.9 Final model

The following crisp single objective programming is equivalent to the above fuzzy model: 

       Max [image: image61.png]=1 Wi A
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                                               (32)

Subject to

       λj ≤ µzj(x),             j = 1, 2, .........q,                                          (33)

       γr ≤ µgr(x),             r = 1, 2, .........h,                                          (34)

       gp(x) ≤ bp,             p = h+1, ........., m,                                      (35)

       λj, γr є  [0, 1],          j = 1, 2, .........q  and  r = 1, 2, .........h,        (36)

       [image: image65.png]a
j=1
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 = 1,      wj ≥ 0  and  βr ≥ 0                          (37)

       Xi ≥ 0,                  i = 1, 2, ............n.                                       (38)
4.10 Model algorithm
Complete formulations of supplier selection problems to the fuzzy multiobjective are stated in the following steps: (Amid et al., 2006)
1) Construct the supplier selection model according to the criteria and constraints of the buyer and suppliers.
2) Solve the multiobjective supplier selection problem as a single-objective supplier selection problem using each time only one objective. This value is the best value for this objective as other objectives are absent.
3) From the results of step 2 determine the corresponding values for every objective at each solution derived. 
4) From step 3, for each objective function find a lower bound and an upper bound corresponding to the set of solutions for each objective. Let Zj- and Zj+ denote the lower bound and upper bound for the jth objective (Zj) from (13) and (14).
5) For the objective functions and fuzzy constraints find the membership function according to (20–22).
6) From step 5 and DM’s preferences, based on fuzzy convex decision-making formulate the equivalent crisp model of the fuzzy optimization problem according to (32–38).
7) Find the optimal solution vector x*, where x* is the efficient solution of the original multiobjective supplier selection problem with the DM’s preferences.
CHAPTER 5                                 RESULT AND DISCUSSION
5.1 Introduction 

The objective of this project is vendor selection in supply chain. For vendor selection integrate the analytical hierarchy process (AHP) and fuzzy multiobjective linear model. Analytical hierarchy process (AHP) is used for finding out the weightage of main criteria of vendor selection. Then obtained weightage from AHP is used in fuzzy multiobjective linear model and finally order allocation for each vendor is obtained. For this project, the data of Havells India limited is used. 

5.2 Profile of the company 

Havells India limited is one of the fastest growing Electrical and Power Distribution Equipment Company in the country, manufacturing products ranging from Building Circuit Protection, Industrial & Domestic Switchgear, Cables & Wires, Energy Meters, Fans, CFLs, Luminaires, Bath Fittings and Modular Switches. Havells is acknowledged as a manufacturer & supplier of the widest range of quality low voltage electrical equipment and has achieved rapid success in the past few years and has become a name synonymous with excellence and expertise in the electrical industry. The company has an annual turnover of Rs. 4500 crores. The company is growing at an annual rate of about 25% to 30%. Havells India limited is ISO-9001:2000 certified and it has other certificates also which shows the qualitative products produced by company. The company specialises in MCB, RCCB, DB, RCBO and etc. Havells India limited is number one MCB producer in India. Net Revenue during the quarter increased by 37 % to Rs 534.6 Crores as against Rs 300.9 Crores during the corresponding quarter of the previous year.
Havells India limited, one of the group companies, is located at Sameypur-Badli Industrial area, Delhi. This plant produces MCB 40000 per day, RCCB 500 per day, DB 10 lakhs per day and RCBO 200 per day. This plant has monthly sales of Rs. 10 crores and 20% contribution of Havells group.
For this project, data of lever spring’s vendors is used. Lever spring is used for making residual current circuit breaker (RCCB), which is used for earth leakage current. There are four vendors for lever spring. Here the total demand of lever spring is 5000 units/month and the maximum acceptable defect rate is 0.02.
5.3 Hierarchy model for vendor selection 
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 Fig. 5.1 Hierarchy model for vendor selection implementation
The vendor selection criteria are structured as a hierarchy shown in Fig. 5.1. The hierarchy structure includes goal, criteria, subcriteria, rating levels, and desired result for the supplier selection problem. The goal for the best vendor selection is put on the highest level of the hierarchy and the criteria on the second level. The hierarchy is easily extended to more detailed levels by breaking down the criteria into subcriteria. The subcriterion on the third level and the fourth and last level is desire result. 
5.4 Description of the model 
A thorough analysis of the problem is required along with the identification of the important attributes involved. The selections of attributes have been determined through literature survey and discussions held with experts during industrial visits. The attributes and subattributes used in the AHP model for vendor selection in supply chain are:

I. Cost 

· Unit (product) cost

· Transportation cost

· Ordering (business) cost

· Inventory cost  
II. Quality 

· Percentage of rejection

· Defects in process

· Customer complaints

· Average response time to each complaint

III. Service

· Delivery response

· Flexibility

· Level of cooperation & information exchange 
· After sales service

I Cost 

The purchase price is a highlighted consideration for the purchasing organization due to its impact on the product cost, but the purchase price is not all of the cost associated with the material receipt. Additional costs are required by the purchasing organization to correct the deficiencies when a supplier fails to meet quality and delivery requirements. Hence the purchasing department must consider the full-part cost instead of a unit-price-oriented cost.

II Quality 

Quality is the measure of an organization to provide better acceptable products to the customer. Quality is never an accident; it is always the result of high intention, sincere effort, intelligent direction and skilful execution, it represents the wise choice of many alternatives. To prosper in today’s economic climate, any organization and its supplier must be dedicated to never-ending improvement and more efficient ways to obtain  products that consistently meet customer’s need.

III Service

Service from the supplier is also very important to the manufacturer/buyer. Improving service is considered an essential strategy for success and survival in today’s competitive situation. In order to meet the actual needs of customers, it is important to quantify service.    

On the basis of above discussion, it is not enough for the purchasing department to consider only one factor when purchasing a part. The purchaser may try to find the optimal supplier- not necessarily the supplier offering the best technical service, the lowest price or the shortest delivery. At this time, one of important activities in the purchasing department is the evaluation and selection of a supplier from different multi-faceted information. Once an acceptable supplier is identified, the buyer has an opportunity to establish a long term relationship with that supplier, which may provide a strategic advantage.       
5.5 Analytical hierarchy process methodology

AHP (Satty, 1982) was developed in 1972 as a practical approach in solving relatively complex problems. AHP enables the decision maker to represent the simultaneous interaction of many factors in complex, unstructured situation. For the vendor selection the judgement based on observation are fed into AHP for each criteria and subctiteria of all the level of hierarchy. Pair-wise comparison of criteria at each level is done on a scale relative importance, 1 reflecting equal weightage and 9 reflecting absolute importance.

The steps to follow in using the AHP (Roger, 1987):
(1) Define the problem and determine the objective.
(2) Structure the hierarchy from the top through the intermediate levels to the lowest level.
(3) Construct a set of pair-wise comparison matrices for each of the lower levels. An element in the higher level is said to be a governing element for those in lower level, since it contributes to it or affects it. The elements in the lower level are then compared to each other based on their effect on the governing element above. This yields a square matrix of judgements. The pair-wise comparisons are done in terms of which an element dominates another. These judgements are then expressed as integers. If element A dominates over B, then the whole number integer is entered in row A, column B and reciprocal is entered in row B, column A. If the elements being compared are equal, a one is assigned to both positions. Table   shows the pair-wise comparison matrix for level II criteria.

(4) There are n (n-1) / 2 judgements required to develop the set of matrices in step 3 (reciprocals are automatically assigned in pair-wise comparison).

(5) Having done all the pair-wise comparisons and entered the data, the consistency is determined using the eigenvalue. To do so, normalize the column of numbers by dividing each entry by the sum of all entries. Then sum each row of the normalized values and take the average. This provides Principal Vector [PV]. 
The check of the consistency of judgements is as follows:

Let the pair-wise comparison matrix be denoted M1 and principal vector be denoted M2.

Then define M3 = M1*M2; and M4 =M3/M2.

λmax = average of the elements of M4.

Consistency index (CI) = (λmax - N)/(N - 1)

Consistency Ratio (CR) = CI/RCI corresponding to N.

Where RCI = Random Consistency Index and

                N = Numbers of elements.

Table 5.1: Random index table

	N
	1
	2
	3
	4
	5
	6

	RCI
	0
	0
	0.58
	0.90
	1.12
	1.24


If CR is less than 10%, judgements are considered consistent. And if CR is greater than 10%, the quality of judgements should be improved to have CR less than or equal to 10%.

(6) Steps 3 and 5 are performed to have relative importance of each attribute for all levels and clusters in the hierarchy. Table 3 illustrates the subcriterion analysis of criteria, ‘Cost’.

(7)  The analysis for the other subcriteria to be carried out in the similar manner as above. 
(8) The desirability index for each alternative is calculated by multiplied each value in ‘weight of subcriteria’ column by the respective value of ‘criteria weight’ column, then multiplying by the value for each respective alternative and summing the results.

5.6 Working steps of calculations and applications for AHP
Table 5.2: Criteria pair-wise comparison matrix (level 2)

	Criteria
	Cost
	Quality
	Service

	Cost
	1
	1/5
	2

	Quality
	5
	1
	7

	Service
	1/2
	1/7
	1

	Sum
	6.5
	1.3428
	10


Table 5.3: Criteria pair-wise comparison matrix (level 2) normalized

	Criteria
	Cost
	Quality
	Service
	Sum
	PV

	Cost
	0.1538
	0.1489
	0.2000
	0.5027
	0.1675

	Quality
	0.7692
	0.7447
	0.7000
	2.2139
	0.7379

	Service
	0.0769
	0.1063
	0.1000
	0.2832
	0.0944


Check of the consistency           

   Let M1= pair-wise comparison matrix                                  

         M2= principal vector 
                         M1 = [image: image70.png]/2 1/7



                        M2 = [image: image72.png]0.1675
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    Then M3 = M1*M2

                         M3 = [image: image74.png]0.5038
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And M4= M3/M2

                     M4 = [image: image76.png]3.0077
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 λmax=  Average of the elements of M4

              λmax = 3.0137
Now Consistency Index (CI) = (λmax -N) / (N-1)

And Consistency Ratio (CR) = CI/RCI corresponding to N.

Where RCI= Random Consistency Index and

                 N= Number of elements

          CI= (3.0137-3)/(3-1) = 0.0068
          CR= 0.0068/0.58 = 0.0118
Here CR is less than 10% (0.1), so the judgment is consistent.

Table 5.4: Subcriteria cost pair-wise comparison matrix (level 3) 

	Subcriteria
	Product cost 
	Transportation cost
	Ordering cost
	Inventory cost

	Product cost 
	1
	5
	9
	7

	Transportation cost
	1/5
	1
	7
	3

	Ordering cost
	1/9
	1/7
	1
	1/3

	Inventory cost
	1/7
	1/3
	3
	1

	Sum
	1.4539
	6.4761
	20.0000
	11.3333


Table 5.5: Subcriteria cost pair-wise comparison matrix (level 3) normalized

	Subcriteria
	Product cost 
	Transportation cost
	Ordering cost
	Inventory cost
	Sum
	PV

	Product cost 
	0.6878
	0.7720
	0.4500
	0.6176
	2.5274
	0.6318

	Transportation cost
	0.1375
	0.1544
	0.3500
	0.2647
	0.9066
	0.2266

	Ordering cost
	0.0764
	0.0220
	0.0500
	0.0294
	0.1778
	0.0444

	Inventory cost
	0.0982
	0.0514
	0.1500
	0.0882
	0.3878
	0.0969


Check of the consistency           

   Let M1= pair-wise comparison matrix                                  

         M2= principal vector    
               M1 = [image: image78.png]15 1 7 3
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            M2 = [image: image80.png]0.2266
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Then M3 = M1*M2
                               M3 = [image: image82.png]2.8427
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And M4= M3/M2

                             M4 = [image: image84.png]44993
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 λmax=  Average of the elements of M4

              λmax = 4.2079
Now Consistency Index (CI) = (λmax -N) / (N-1)

And Consistency Ratio (CR) = CI/RCI corresponding to N.

Where RCI= Random Consistency Index and

                 N= Number of elements

          CI= (4.2079 - 4) / (4 - 1) = 0.0693
          CR= 0.0101/0.9 = 0.0770
Here CR is less than 10% (0.1), so the judgment is consistent.
Table 5.6: Subcriteria Quality pair-wise comparison matrix (level 3) 

	Subcriteria
	Percentage  of rejection
	Defects in process
	Customer complaint
	Average response time to each complaint

	Percentage  of rejection
	1
	5
	7
	9

	Defects in process
	1/5
	1
	5
	3

	Customer complaint
	1/7
	1/5
	1
	2

	Average response time to each complaint
	1/9
	1/3
	1/2
	1

	Sum
	1.4539
	6.5333
	13.5
	16


Table 5.7: Subcriteria Quality pair-wise comparison matrix (level 3) normalized

	Subcriteria
	Percentage  of rejection
	Defects in process
	Customer complaint
	Average response time to each complaint
	Sum
	PV

	Percentage  of rejection
	0.6878
	0.7653
	0.5185
	0.5625
	2.5341
	0.6335

	Defects in process
	0.1375
	0.1530
	0.3703
	0.1875
	0.8483
	0.2120

	Customer complaint
	0.0982
	0.0306
	0.0740
	0.1250
	0.3278
	0.0819

	Average response time to each complaint
	0.0764
	0.0510
	0.0370
	0.0625
	0.2269
	0.0567


Check of the consistency           

   Let M1= pair-wise comparison matrix,                    
         M2= principal vector  
              M1 = [image: image86.png]
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Then M3 = M1*M2

                                M3 = [image: image90.png]09183
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And M4= M3/M2

                                M4 = [image: image92.png]4.3837
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   λmax=  Average of the elements of M4

              λmax = 4.2331
Now Consistency Index (CI) = (λmax -N) / (N-1)

And Consistency Ratio (CR) = CI/RCI corresponding to N.

Where RCI= Random Consistency Index and

                 N= Number of elements

          CI= (4.2328 - 4) / (4 - 1) = 0.0777
          CR= 0.0776/0.9 = 0.0863
Here CR is less than 10% (0.1), so the judgment is consistent.

Table 5.8: Subcriteria Service pair-wise comparison matrix (level 3)  
	Subcriteria
	Delivery response
	Flexibility
	Level of cooperation & information exchange
	After sales service

	Delivery response
	1
	5
	9
	3

	Flexibility
	1/5
	1
	2
	1/2

	Level of cooperation & information exchange
	1/9
	1/2
	1
	1/3

	After sales service
	1/3
	2
	3
	1

	Sum
	1.6444
	8.5000
	15.000
	4.8333


Table 5.9: Subcriteria Service pair-wise comparison matrix (level 3) normalized

	Subcriteria
	Delivery response
	Flexibility
	Level of cooperation & information exchange
	After sales service
	Sum 
	PV 

	Delivery response
	0.6081
	0.5882
	0.6000
	0.6206
	2.4169
	0.6042

	Flexibility
	0.1216
	0.1176
	0.1333
	0.1034
	0.4759
	0.1189

	Level of cooperation & information exchange
	0.0675
	0.0588
	0.0666
	0.0689
	0.2618
	0.0654

	After sales service
	0.2027
	0.2352
	0.2000
	0.2068
	0.8447
	0.2111


Check of the consistency           

   Let M1= pair-wise comparison matrix,      
         M2= principal vector                           
               M1 = [image: image94.png]15 1 2 12
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Then M3 = M1*M2
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And M4= M3/M2
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  λmax=  Average of the elements of M4

              λmax = 4.0075

Now Consistency Index (CI) = (λmax -N) / (N-1)

And Consistency Ratio (CR) = CI/RCI corresponding to N.

Where RCI= Random Consistency Index and

                 N= Number of elements

          CI= (4.0075 - 4) / (4 - 1) = 0.0025

          CR= 0.0025/0.9 = 0.0027

Here CR is less than 10% (0.1), so the judgment is consistent.

Table 5.10: Ranking of global weights of critical vendor selection factors and subfactors
	Ranking of factors and subfactors
	Global weight

	Cost 

· Unit (product) cost                                                          

· Transportation cost

· Ordering (business) cost

· Inventory cost  
	0.1675

0.1058

0.0380

0.0077

0.0162

	Quality 

· Percentage of rejection

· Defects in process

· Customer complaints

· Average response time to each complaint
	0.7379

0.4675

0.1564

0.0604

0.0418

	Service

· Delivery response

· Flexibility

· Level of cooperation & information exchange 

· After sales service
	0.0944

0.0570

0.0112

0.0062

0.0199


5.7 Lever-spring’s vendors’ data
For purchasing lever spring there are four suppliers available. The purchasing criteria are cost, quality and service. The capacity constraints of suppliers are also considered. It is assumed that the input data from suppliers’ performance on these criteria are not known precisely. The de-fuzzified values of their cost, quality and service level and constraints of suppliers are presented in Table 5.11.
Table 5.11: vendors’ quantitative information

	Vendor
	Cost (Rs./unit)
	Quality (%)
	Service (%)
	Capacity

	1. Standard spring
	0.54
	0.95
	0.85
	1000

	2. Special spring
	0.53
	0.92
	0.95
	3000

	3. Techno-elite spring
	0.50
	0.80
	0.90
	1000

	4. Universal spring
	0.52
	0.90
	0.92
	2000


Demand D = 5000 per unit time

Three objective functions Z1, Z2 and Z3 are cost, quality and service respectively and Xi is the number of units purchased from the ith-supplier. The multiobjective linear formulation is presented as min Z1 and max Z2, Z3:
Z1 = 0.54X1+0.53X2+0.50X3+0.52X4      (cost objective)
Z2 = 0.95X1+0.92X2+0.80X3+0.90X4      (quality objective)
Z3 = 0.85X1+0.95X2+0.90X3+0.92X4      (service objective)

Subject to
X1+X2+X3+X4=5000             (demand constraint)

X1<=1000

X2<=3000                          (capacity constraints)
X3<=1000

X4<=2000
X1>=0
X2>=0                        (non-negativity constraint)
X3>=0
X4>=0

Now, solve the multiobjective problem as a single-objective problem using each time only one objective. This value is the best value for this objective as other objectives are absent. From this results determine the corresponding values for every objective at each solution derived.
For the Cost objective

Table 5.12: Cost objective problem
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Table 5.13: Cost objective solution
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Here Z1= 2600 (cost objective)

 And      X1= 0, 

              X2= 2000, 

              X3= 1000, 

              X4= 2000

Now put these values in quality and service objective.

             Z2= 4440

             Z3= 4640

For the Quality objective

Table 5.14: Quality objective problem
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Table 5.15: Quality objective solution
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Here Z2= 4610 (quality objective)

 And     X1= 1000, 

             X2= 3000, 

             X3= 0, 

             X4= 1000

Now put these values in cost and service objective.

            Z1= 2650

            Z3= 4540

For the Service objective

Table 5.16: Service objective problem
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Table 5.17: Service objective solution
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Here Z3= 4690 (service objective)

 And      X1= 0, 

              X2= 3000, 

              X3= 0, 

              X4= 2000

Now put these values in cost and quality objective.

             Z1= 2630 

             Z2= 4560

5.8 Upper and lower bound for all objectives
Now from these objectives value we make a lower and upper bound for all three objectives (cost, quality and service). The data set for the values of the lower bounds and upper bounds of the objective functions are given in Table 5.18.
Table 5.18: The data set for membership functions

	
	Lower bound
	Upper bound

	Z1  (Net cost)
	2600
	2650

	Z2 (Quality level)
	4440
	4610

	Z3 (Service level)
	4540
	4690


5.9 Membership functions for all objective functions

The membership functions for three objective functions are provided by which to minimize the total monetary cost (fig. 5.2) and maximize the total quality (fig. 5.3) and service level (fig. 5.4) of the purchased items. 
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             Fig. 5.2 Membership functions: net costs (Z1) objective function
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      2600 ≤ Z1 ≤ 2650,     Z1 = 0.54X1+0.53X2+0.50X3+0.52X4       
                       0                     Z1 ≥ 2650
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            Fig. 5.3 Membership functions:  quality (Z2) objective function
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         4440 ≤ Z2 ≤ 4610,   Z2 = 0.95X1+0.92X2+0.80X3+0.90X4      
                      0                        Z2 ≤ 4440
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            Fig. 5.4 Membership functions: service (Z3) objective function
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      4620 ≤ Z3 ≤ 4690,   Z3 = 0.85X1+0.95X2+0.90X3+0.92X4      
                      0                    Z3 ≤ 4540        
Based on the convex fuzzy decision-making (32)–(38) and the weights which are given by AHP technique, the crisp single objective formulation is as follows:
        w1 = 0.1675          (Cost weightage)
        w2 = 0.7379          (Quality weightage)
        w3 = 0.0944          (Service weightage)

      w1 + w2+ w3 = 1
5.10 Fuzzy multiobjective linear model

MAX 0.1675λ1 + 0.7379λ2 + 0.0944λ3

Subject to:

λ1 ≤  [image: image117.png]2650 (0.54X1+0.53X2+0.50X3+0.52X4)
S0




λ2 ≤ [image: image119.png](0.95X1+0.92X2 +0.80X3 +0.90X4) —4440
170




λ3 ≤  [image: image121.png](0.85X1+0.95X2+0.90X3+0.92X4) 4540
150




X1 + X2 + X3 + X4 = 5000

X1 ≤ 1000

X2 ≤ 3000

X3 ≤ 1000

X4 ≤ 2000

X1 ≥ 0

X2 ≥ 0

X3 ≥ 0

X 4 ≥ 0
Now simplify the above linear programming problem. For solve this problem we used K1, K2, and K3 in place of λ1, λ2, and λ3 respectively because software LINDO 6.1 does not accept these symbols.
MAX 0.1675K1 + 0.7379K2 + 0.0944K3

ST

0.54X1 + 0.53X2 + 0.50X3 + 0.52X4 + 50K1 <= 2650

0.95X1 + 0.92X2 + 0.80X3 + 0.90X4 - 170K2 >= 4440
0.85X1 + 0.95X2 + 0.90X3 + 0.92X4 - 150K3 >= 4540

X1 + X2 + X3 + X4 = 5000

X1 <= 1000

X2 <= 3000

X3 <= 1000

X4 <= 2000
X1 >= 0

X2 >= 0

X3 >= 0

X4 >= 0
END
The linear programming software LINDO 6.1 is used to solve this problem. 
Table 5.19: Fuzzy multiobjective linear problem 
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Table 5.20: Fuzzy multiobjective linear solution  
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5.11 Fuzzy multiobjective solution 

The optimal solution for the Fuzzy multiobjective formulation is obtained as follows (table 5.20).

Objective function value = 0.7882

            X1 = 1000                              λ1 = 0.00 = K1,   

            X2 = 3000                             λ2 = 1.00 = K2, 

            X3 = 0                                   λ3 = 0.53 = K3.

           X4 = 1000
Table 5.21: Quota allocations for vendors

	               Vendor
	          Quota allocate

	1. Standard spring
	              1000

	2. Special spring
	              3000

	3. Techno-elite spring
	                 0

	4. Universal spring
	              1000


From table 5.21, 1000 items (maximum capacity) are assigned to be purchased from standard spring (supplier 1), because of the highest quality level of standard spring performances on the quality criterion. Then 3000 items (maximum capacity) are assigned to be purchased from special spring (supplier 2), because of the higher quality level and highest service level. Then remaining 1000 items (maximum capacity 2000) are assigned to be purchased from universal spring (supplier 4). No items assigned to techno-elite spring (supplier 3), because of the lowest quality level. Here the objective function value is 0.7882; this is the achievement level of multiobjective function. 
Put the values of X1, X2, X3 and X4 in all three objectives (cost, quality and service) and get the values of Z1, Z2 and Z3.

            Z1 = 2650,    

            Z2 = 4610, and 

            Z3= 4620.

 The membership function values are obtained as follows:  
               µZ1(x) = λ1 = 0.00,

               µZ2(x) = λ2 = 1.00, 
               µZ3(x) = λ3 = 0.53.
These values represent that the achievement level of Z2 (quality) is more than the achievement level of Z3 (service) and the achievement level of Z1 (cost), and the achievement level of Z3 (service) is more than the achievement level of Z1 (cost) [λ2 > λ3 > λ1]. It means that the Achievement level of the objective functions is inconsistent with the AHP’s preferences (w2 > w1 > w3). 

In this solution, the degree of achievement of quality objective (λ2) is obtained as 1, it means quality objective is 100% satisfied and quality is also our most weightage criteria (0.7379). The degree of achievement of service objective (λ3) is obtained as 0.53, which is satisfactory performance because service weightage is lowest (0.0944). The degree of achievement of cost objective (λ1) is obtained as 0, which is very low but the value of Z1 is 2650 (multiobjective), and the value of cost objective is 2600. This achievement level may be enough to satisfy in term of the net price objective function because it is very low difference. 
CHAPTER 6                                             CONCLUSION AND 

                                            SCOPE FOR FUTURE WORK
In the trend of global supply chain management, enterprises try to select a suitable vendor and cooperate over a long period of time. The attributes and weights may change in time axis under the changeable business environments. This report proposes a dynamic approach based on analytical hierarchy process (AHP) and fuzzy multiobjective linear model for vendor selection problem. The analytical hierarchy is structure by three major frameworks including cost, quality and service.

Vendor selection is one of the most important activities of purchasing departments. This importance is increased even more by new strategies in a supply chain, because of the key role Vendors perform in terms of quality, costs and services, which affect the outcome in the buyer’s company. Vendor selection is a multiple criteria decision-making problem in which the objectives are not equally important. In real cases, many input data are not known precisely for decision-making. Here a fuzzy multiobjective model is used for Vendor selection. In order to assign weights to various criteria (cost, quality and service) analytical hierarchy process (AHP) is used. This formulation can effectively handle the vagueness and imprecision of input data and the varying importance of criteria in supplier selection problem.  
6.1 Major Findings 
The proposed model helps in finding out the appropriate order to each vendor, and allows purchasing manager(s) to manage supply chain performance on cost, quality, on time delivery, etc. Moreover, through the complete procedure, the fuzzy multiobjective vendor selection problem transforms into a convex (weighted additive) fuzzy programming model and its equivalent crisp single objective LP programming. This transformation reduces the dimension of the system, giving less computational complexity, and makes the application of fuzzy methodology more understandable. This model also determines the achievement level of various objective functions (cost objective, quality objective and service objective) and the achievement level of multiobjective function. 
In this project, 1000 items (maximum capacity) are assigned to be purchased from standard spring (supplier 1), because of the highest quality level of standard spring performances on the quality criterion. Then 3000 items (maximum capacity) are assigned to be purchased from special spring (supplier 2), because of the higher quality level and highest service level. Then remaining 1000 items (maximum capacity 2000) are assigned to be purchased from universal spring (supplier 4). No items assigned to techno-elite spring (supplier 3), because of the lowest quality level. 
The achievement level of multiobjective function is 0.7882, which is satisfactory performance. 

The weightage of various criteria from AHP
            Cost = 0.1675,
            Quality = 0.7379,
            Service = 0.0944.
Quality is most weightage criteria then cost and then service.
6.2 Scope for future work

For this project the data of lever spring is used, which is very cheap item and cost objective performance obtained is low, which is acceptable. But it is unacceptable if same cost objective performance is obtained for costly item. It is realistic in most cases that a poor performance on one criterion cannot easily be balanced with a good performance on other criteria. In this case, we can reformulate the presented model, such that the achievement level of membership functions should not be less than an allowed value. The α-cut approach can be utilized to ensure that the degree of achievement for any goals should not be less than a minimum allowed value α. In this case, the weighted additive model should be reformulated by adding a new constraint of λj ≥ α, α ϵ [α−, α+]. This approach requires that the buyer/manager have to choose reasonable values for α to avoid getting infeasible solutions. α− is value of achievement level and α+ can be obtained from a Zimmermann’s approach (max–min operator) in which all objective functions and constraints are equally important. This value can be calculated by solving the crisp formulation of Zimmermann’s approach according to Equations. (25)–(29); α+ is equal to the optimal value of the derived solution for λ. 
6.3 Benefits of the study

A fuzzy multiobjective model has been presented in this report that is useful in determining the vendors’ quota in a supply chain. The uncertainty of the fuzzy type is modelled using linear membership function and the entire formulation is solved by fuzzy multi-objective linear programming approach. The advantages of the fuzzy multiobjective linear model is that the complexity of the vendor quota allocation problem may be handled even if the information of each vendor is vague, which may be due to limited sharing of internal data between buyer and supplier. The fuzzy multiobjective linear model has other advantages as
· Commercially available linear programming (LP) software such as LINDO/LINGO may be used.

· Fuzzy multiobjective linear model is more comprehensive than LP, goal programming and other deterministic methods as the information vagueness is captured in this model. 

· In practical situations of designing the supply chain, the designer need not give deterministic value of system’s parameters.

6.4 Limitations of the study

1) The results from the AHP analysis are totally dependent upon the ratings given by experts which may vary from person to person so there is a risk of variation in results due to personnel errors. It depends upon the discussions between assessor and decision manager.
2) It is very lengthy work to compare each and every factor in network.

3) Experts are required to do the discussions for long time to give the ratings for whole network which increase the cost of model development.

4) It is very difficult to control the consistency ratio (CR) below 0.1.     

5) It is very difficult to give the intermediate ratings (2, 4, 6, and 8).

6) Many times in the AHP network development the independent factors are correlated which makes the analysis unnecessarily complicated.
7) Since there is no theoretical basis for constructing hierarchies, AHP users can construct different hierarchies for identical decision situations, possibly producing different solutions.

8) Only standard symbols are considered in the LINDO software.
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